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GATED WAVEFRONT SENSING

ABSTRACT

With the breakthrough of manufacturing technolo¢prge scale wafer can be
fabricated with high throughput. However, inspecati@chnology still cannot meet
the industrial requirements. Visual inspection teghe still widely applied in semi

conductor industry for many years although it ewsland tedious. Currently laser
surface scanning Inspection systems (SSIS) havewielely used to automate wafer
particle inspection system but SSIS are not cap@bidentify and classify a variety
of crystalline defects such as dislocations, siiped, stacking faults, voids, and
mounds in the subsurface of wafer. CT scanning @thér imaging system can
achieve high accuracy but it is high cost and Ipsesl. There is often a trade off
between the quality of wafer and inspection tecbggl In this project a novel

technigue has been proposed to perform multi-laygpection to reduce the wafer
surface and subsurface defect.

In this project conceptual optical design systexrs heen studied and applied
in the optical laboratory. An environment and dewhich is similar to wafer in real
environment has been constructed to demonstrateanoeptual design. Aperture
array has been made to simulate the result whidhaow us to apply image
processing technique for centroiding. Conventialeghnique for centroiding and
new developed centroiding algorithm has both bemmpared and contrast in the
project.
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At the mean time, zonal method reconstruction algor to reconstruct the
wafer surface profile has been developed. It is &blachieve root mean square error
lower than 1%. Both zonal and modal reconstruchias been applied in the project
for phase reconstruction of wavefront. The variapiceesult of both methods is very

low and it shows the validity for our zonal methredonstruction algorithm.

Based on the surface profile, a novel multilayeperction numerical model
has been developed to allow user to investigatestibsurface defect. A simulation
has been done based on the numerical model. Adfsiggraphical user-interface has
been developed based on Matlab environment for aomuation between
researchers and end-user. A standard operating@gwoe for optical laboratory has

been constructed throughout the project in optadafor education usage.
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Chapter 1

Introduction

1.1 Background

Following Moore’s law, component density and pearfance of integrated circuits
doubles every year which was then revised to dogbkvery two years. The
complexity of integrated circuits can only be awk@ by very fast, smooth, and
defect-free wafer surfaces. Recently manufactufregioon wafers have been striving
for achieve a flat, smooth, and defect free surfaxemaintain a good quality
integrated circuit. There is why our idea for thigal year project comes in. Our goal
is to design an optical system which is able to do wafesurface inspection by

gated wavefront sensing.

Generally, a smooth wafer can be produced by dargdalishing the surface
and the quality of surface smoothness can readtrtailc level that is significantly
better than most optical surfaces. Unfortunateby, all defects are on the surface.
Many defects are caused by the surface- finishioggss and reside just below the
surface in damaged layer. These subsurface defiets the quality of wafer surface.
Our second goal is perform multilayer wafer inspedbn by gated wavefront

sensing through the optical system.

Defect detection can be performed by directly cammgathe two complex
wavefronts taken from corresponding fields of vigam adjacent die on the wafer.
To isolate which field of view a detected defecinstwo comparisons are made for
each field of view, and the defect is ascribedhat field only if it appears in both

difference images. We use Shart-Hartmann sensdgrde®ncept to help us to



capture the wavefront. A key step in processing wha&efront sensing data is to
centroid the spots captured by a detector arragsédltentroids are used to estimate
the local slopes which are then combined to give thverall wavefront
reconstructioWWe are going to develop a new algorithm to perforntentroiding

for estimating wavefront slope from wavefront data. The wavefront slope is

going to be used in wavefront reconstruction.

A series of computations are required to reconstihie complete wavefront
returning from the wafer surface from the off-akislogram and its interference
fringes in modal approach. The reconstructed coxnkevefront is usually visualized
as two separate images, one representing the aoldf the complex wave and the
other representing the phase. The phase image earcobrected using the
reconstructed image of a flat surface in the obgect. The wavefront reconstruction
technique corrects for any curvature present inothject wave that is not caused by
the object itself. It does improve the visual appaae of the phase images because it
removes distracting phase wraps (where the phasesjsuddenly between —p radians
to +p radians) from the image. (Schulze, Hunt, IMoeHickson, & Usry, 2003 )
Fourier transform is one of the spotlights in maajghroach research and there is a lot
of computational methods explain We are going to develop a new algorithm
based on the zonal method to accomplish the wavefro reconstruction and

verify it with Zernike reconstruction.

To perform wavefront inspection, our motivation asifrom the gated image
capturing. It followed the basic principles of ragad sonar technologies that have
been used for many decades. A laser illuminatoegaas short pulses that reflect
from the object return to a camera with electrdijyceontrolled (gated) shutter of
very short opening time. By controlling the pulseltly and the shutter opening time,
it is possible to capture an image that containly objects within a predefined
distance from the camera. (Sluzek & Tan, 2004)il8rig, we can use it to help us to
capture the wavefront which comes from differengelaof wafer, and perform

wavefront reconstruction and detect the defect.



1.2 Aim and Obijectives:

The aim of this final year project is using low tdgvice to build an optical

system and develop new algorithm to perform waispéction so that both can bring

a solution for achieving a smooth and flat wafer.

The work scopes are:

1. Develop multi layer surface profiling theory fortgd wavefront sensing

2. Develop a new algorithm to perform centroiding firgl

3. Design an optical system to do wavefront sensing

4. Develop algorithm to accomplish the wavefront phessonstruction using

zonal/modal approach



1.3 Project Methodology

In this project, we design an optical system tdquer wafer surface profiling using

the dark room accessories following with the wogkitowchart as shown below.

Proposed working flow chart:

Literature Reviev

A
Developing wavefront reconstruction

and centroiding algorithr

:

Design optical system

|

Perform object surface inspection an

[oX

subsurface inspection

\4
Finish report

Figure 1.1Working Flow Chart

To complete the project, we buy the items as lidiebw to construct the optical

system for wavefront sensing.

Table 1.1 Purchasing Item

No. ltems
5mm Uncoated Right Angle Prism
650nm Laser Line Polarizing Beamsplitter Cube
Uncoated BK7 Plano-Convex Lenses(F/L=15mm))
2 Dia0.5-inch BK7 Plano-Concave Lenses AR@650-1050nm(F/L=15mm

AW I[N ([




Gantt chart for project progress outline

Table 1.2 Gantt Chart

2010 2011
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Literature Review

Wafer Inspection
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Wavefront
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Multilayer wavefront
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Experiment Progress

Algorithm development

Optical system

Report & Presentation

Progress Report

Final Report

Presentation




1.4 Thesis outline

This report is divided into five sections to deberto the readers in detail of
the whole project. It is written following ILMRDCIr{troduction, literature review,
methodology, results, discussion and conclusionjctire. The first section is the
introduction of the background of the projectdiémtifies a few issues currently faced
in the current wafer inspection technology anddist the aims and the objectives of

the project.

The second section is the literature review don¢henournals found related
to the project. In this section, current reseanchthee wafer inspection technology is
listed out. Gated wavefront sensing concept isg#itroduced through some review.
Centroiding technique and wavefront phase recoctsbru developed in the past has
been studied in this part. Multilayer inspectiordty is also briefly been given a

review focusing on the current trend.

The third section introduces the methodology iraitef the decided method
to perform the experiment. An optical system designshown in this part for
demonstrate the capability to doing wavefront semsuse our current optical
laboratory. A Gantt chart and cost is also listatl shows that the strategic plan and

cost control for this project.

The following section focus on the results and uksen. | divide this section
into two chapters due of intensive data and algoriapplied. Chapter 4 we discuss
about the reconstruction of gated wavefront sensifgs chapter consists of the
method for zonal reconstruction and centroidingotiteand how | build numerical
model of multilayer. Different theory and compusemulation result has been shown
and discuss in this chapter. Chapter 5 turns teerthand simulation into the real
working environment. Centroiding results are lisatt and both zonal and modal
reconstruction technique is applied to verify thgoathm is valid and sufficient to
perform the intended purpo$ée last section is the conclusion and recommeoilati
For this section, a summary of the project is givEme future development and value of

the project is being discussed.



Chapter 2

Literature Review

2.1 Development of wafer inspection technology

For the past few years, the international technplogadmap for
semiconductors (ITRS) has highlighted the increpsmeed for technologies that
address key defect detection and characterizategquirements. (International
Technology Roadmap for Semiconductors, 2000 ) Gaquality chips can only be
achieved once we manage to get flat and smoothrwafat is one of reason why
wafer inspection in semiconductor assembly manufa has become increasingly
important over the past several years as a meamguiokly understanding and

controlling contamination sources and processg$aulhich impact the product yield.

Automation technologies in defect detection andesgvare being developed
by universities, laboratories, industry, and semdtactor equipment suppliers.
Several techniques were adopted, such as autonefeéct classification (ADC) on
the sub-die or defect level and spatial signatun@ysis (SSA) on the whole-wafer
level. (Shankar & Zhong, 2004)

Different defect detection technique has their papsl cons. (Shankar &
Zhong, 2004) For example, automatic defect clasgitin (ADC) on the sub-die or
defect level and spatial signature analysis (SSA)he whole-wafer level. One of the
few commercially available ADC systems extracts atons spatial and textural

features from the defect region, and applies aftaser defined fuzzy predicates for



defining the defect classes. The main draw badkRT is the time consumption and
also there is no reference pattern for the whabegss, i.e., it considers neighboring
die as reference for the die under inspection. l@nother hand, SSA has no relation
with the defect data generated by local anomalassed during wafer mounting,

dicing, imbedded particle contamination, etc. (Haa& Zhong, 2004)

Automated techniques that have been develope@rformm wafer inspection
task through the image processing techniques Seymmnising well-known
techniques such as digital holography (Dai, Huat,Schulze, 2003), digital
shearography (Udupa, Ngoi, Goh, & Yusoff, 2004)aseimiconductor neural
networks system have been developed and reportedebgral research groups.
(Kameyama & Kosugi, 2002) Rule-based inspectionseoficonductor wafer surface
have been reported (Shankar & Zhong, 2003)

Defect detection usually is performed by directtynparing the two complex
wavefronts taken from corresponding fields of vigam adjacent die on the wafer.
Difference images can be computed as either amplitr phase or as a composite
difference. In order to compare two images fronfedént die, the pixel values must
be aligned in the x- and y-directions (spatial s&gtion) and matched in terms of
their overall intensity and phase offset (hormal@g. (Shankar & Zhong,
2004)Spatial registration of the complex images loarperformed via an automatic

registration algorithm previously. (Dai, Hunt, &l&ilze, 2003)

Laser-based optical wafer surface profiling tecbhes using laser beam
reflection from the blanket wafer surface, haverbealely used in the semiconductor
industry for rough inspection of wafer flatnessfevédbow and process induced stress
after film deposition. However the application wanited to rough surface profile
measurements of blanket wafers only. Due to thecapsensing, wafer holding and
wafer rotation/translation mechanisms used in tystesn, fine measurement in the
submicron range wafer inspection are not possibieguconventional wafer flatness

and profile inspection systems. (Woo, Ueda, IshigalkKang, 2010)

The chronological technology improvement in thetpas years as listed

below.Note that only first author are listed out.



Table 2.1 Wafer Inspection Technology Review

Year

Author

Description

1999

Stan Stokowski

Wafer Inspection Technology Chaléeengior ULSI

wafers are discussed.(Stokowski & Vaez-iravani,9)99

2000

Thomas A. Germe

defect technique on surface of wafer condition ihesn
discussed. (Germer, 2000)

2000

Koji Nakamae

An question has been proposed, thatlizue

wafer inspection strategy, high sensitivity & highst
inspection machine or low sensitivity & low cg
inspection machine should be used in an inline w

inspection strategy? Simulated results show thiinge

Yamaji, & Fujioka, 2000)

2004

N.G. Shankar

Defect detection on semiconductor watefaces ha
been discussed and review in the paper. The a
developed a template-based vision system but mahég
100% wafer surface profiling and inspection. T
experimental results have proven to be good, statily
for the projected mean square error for severatispef
wafer die sizes.(Shankar & Zhong, 2005 )

2006

Akira Hamamatsu

A common method of wafer inspecitothe die to die
comparison method. Authors developed a statis
threshold method for semiconductor inspection imctvk
the brightness variation is adapted based on

background is developed.(Hamamatsu et al., 2006)

Manufacturing has been introduced. Extensions e$eh
technologies to meet the requirements of manufaciur

integrated circuits with smaller structures on darg

an adequate wafer rejection condition and selecting
proper sampling plan obtain the minimum cost peép ¢ch
regardless of the kind of inspection machine.(Nakam

r A polarized Light Scattering Techniques for Surface

Wafer Inspection has been discussed. Laser inpectio

st
afe

A

uthor

"he

A

tical
I
the
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2.2 Review of Wavefront Sensing

The principle of wavefront sensing can be illusidaas below (Sluzek & Tan,

2004)
Laser
Control
|— Cammera
Laser
Control I gl B
|— Catnera I
VISIBLE “SLICE™

Figure 2.1 Principle of Gated Wavefront Sensing (8kek & Tan, 2004)

By controlling the pulse width and the shutter apgrtime, it is possible to
capture an image that contains only objects withipredefined distance from the
camera. (Sluzek & Tan, 2004) The wavefront refldcirom the wafer and shutter
opening time can be controlled, so the shutter aagrture the wavefront from the
surface and subsurface. By compare them with aerede wavefront refrected from a

defect-free wafer, we can know whether any defadhe surface.

In this project, we simply change a pulse into viend. We need to
understand what wavefront is before we measuwksitdescribed in shadow casting
phenomena and the pinhole camera, light travelfedstraight line. The pinhole
camera is useful to define what is meant by a tfdight". Consider a point source of
light, emitting rays in all direction. Next, we cgider the ensemble of rays having a
certain optical path length (OPL) (Tyson, 2000)
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U= Ug sink {x<t)

Figure 2.2 Example of Basic Monochromatic Wave Streture Propagating Along
a Ray. (Tyson, 2000)

The OPL is a radius in this case and the ray tgsn the surface of a sphere
(centered on the point source). This surface iasasbexample of what is meant by a
wavefront. (Note that rays and their associatedefvant are always orthogonal to
one another.) In general term, a surface over wthielphase of a wave is constant is

called a wavefront. (Tyson, 2000)

In many instances of interest, the spherical wawefand flat wavefront are
ideal construction against which other wavefronit e compared, in this project,

we call them reference wavefronts.
The basic component we need to measure the wafeefrgat is a Shack

Hartmann sensor. The wafer defect can detectedighr@ system like Columbus
System. (Raymond, Neal, & Topa, 2002)

FCL
e 0,

NS

Figure 2.3 Columbus System (Raymond, Neal, & Top2002)
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In the Columbus system, A fiber coupled 635 nmrlasede light source is
collimated and directed onto the wafer surface. Wader is mounted on a wafer
chuck attached to a two-axis translation stageldapa positioning the wafer so that
the entire surface can be analyzed one patchirtea The phase of the reflected light
is imprinted with the height variations on the wasairface. The reflected light is
imaged, using a simple 1:1 relay telescope, orfthack-Hartmann wavefront sensor
for analysis of the phase, and thus the wafer serféhis kind of system has recently
proven to be very effective at measurement of wamef (Raymond, Neal, & Topa,
2002)

The essential components in Shack —Hartmann semeoa light source, an
array of lenslets array and a camera or somethimghwis able recording the pattern
of images formed by the lenslets in the array (fys2000). The figure below is a

schematic diagram of a Shack-Hartmann sensornlbeallustrated as next page.

— Lensktarmy

/

74

e Focalspe

|

\.

= i — o
»~— hoom g waveiont g

Detectobramay—

Figure 2.4 Schematic Diagram of a Shack-Hartmann Sesor
(Neal, Copland, & Neal, 2002)

In our project, we are going to build our own hateay to replace the lenslets
array due to cost problem. Once we manage to gevélvefront data, we can perform
analysis process. There are three steps in thgsamadrocess: determination of the
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spot positions (centroiding), conversion to wavefroslopes, and wavefront

reconstruction.

The recent

review of using Shack-Hartmann sensar wWavefront

reconstruction has been listed in table 2.2.

Table 2.2 Recent Review of Shark-Hartmann Sensor

Year

Author (s)

Description

2003

Daniel R. Neal

A Shack -Hartmann wavefront sen&SQIHWFS) has bee
used for the measurement of highly aberrated lapjes. It
is used to test large (300 mm) fused silica waiilerdouble
pass transmission with a megapixel camera equipytd
100x100 lenslets. It is expected to achieve sevewadred
waves of dynamic range with better thai/20

accuracy.(Neal, Pulaski, Raymond, & Neal, 2003)

2004

Daniel R. Neal

Historical background of the devetgmt of the Shack
Hartmann wavefront sensor has been reviewed. Biite
application of Shack-Hartmann sensor in commer

application like semi-conductor industry.(Neal, 2P0

2004

Brent L.
Ellerbroek

A Shack-Hartmann wave front sensor with 8 subapestu

has been used on the astronomy area. Performarutesefl
loop adaptive optics system can be maximized usinlgiple
control bandwidths.(Ellerbroek, 1994)

=)

1

cial

2.3 Spot array centroiding technique

For centroiding a pixilated sensor like CCD detectioe location of the focal

spots is determined from the light distribution thie detector array. For a sampled

irradiance distribution with measured pixel int¢iesi E;, the spot positiong, « and

yexare commonly determined by the first moments: (Néapland, & Neal, 2002)
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_ Yijeaor, Xijlij

xc‘k (21)

Yijeaorn, lij

_ Lijeaor, Yijlij

yc,k - (2-2)

Yijeaornlij
where the indexX is over the lenslet number with center positign ¥ )x and the
summation is taken over the pixels assigned tolensletk, in Area-of-Interest
AOIlk.11 There are a number of variations to this, idiclg thresholding or image
deconvolution, that affect the accuracy of thisedmination. All of these methods

result in the estimation of the position of thedbspots across the array.

The wavefront slope distribution is determined bynparison of the measured
centroids to a reference wavefront. The refererase lie determined only from the
positions of the lenslet centers, but more commaniy recorded using a reference
wavefront measured with the wavefront sensor systBor a set of measured

centroids X, Yo)k and reference centroids (v )k, the wavefront slope distribution is:

(s = (52) =2G: 250, 23

whereLy, the distance between the lenslet array and aetestnormally set to the
lenslet focal lengtf,

Centroiding technique has been widely study for thest few years.
Conventional method [(Yin, Li, Zhao, & Fang, 20q®)Vyas, M. B. Roopashree, &
B.R.Prasad., 2010)] a high intensity spot has bewrsen to create a pattern or
generate a threshold so image processing techeigude applied to recognize the
centre of the spot. J. Ares and J. Arines haveepted a full analytical description of
the interaction between centroiding and threshgldapplied over an intensity
distribution corrupted by additive Gaussian noilde analytical description of J.Ares
and J.Arines has been applied as golden standatfieinGaussian noise adding
processing. However, it starts from optic viewsaptive thresholding for centroiding
has been applied these few years but the accuratgtability of results still not yet

has analytical description and consistency of éseilts still in a doubt.
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2.4 Wavefront reconstruction

Now we can perform the wavefront reconstructiomgghe wavefront slope.
Wavefront reconstruction technique corrects for anogature present in the wafer
wave that is not caused by the wafer itself. Wandfrreconstruction can be
constructed through zonal approach and modal approkn general, wavefront
reconstruction can be categorized into two appresichonal and modal. In the zonal
concept, the wavefront in a certain sub-apertufigtezi by means of phase directional
derivative measurements. In the modal concept, fm@veis decomposed into a
series of orthogonal polynomials, and the coeffitseof the polynomials are
estimated using the phase derivative measuremBaoth. methods use least square
estimation. (Dai G. M., 2008)

For our project, we use a zonal method propose&daythwell (Southwell,

1980) to help us to solve wavefront reconstrucparblem.

o+ 4+ T_TmTrTi V.+.+.+.!
+ 4+ | | e—e—e—s |
+ 4+ + ¢+ i—il_-ii +++
b+ s [T [T
Configuration A Configuration B Configuration C

Figure 2.5 Slope Measurement Sampling Geometry an@/avefront Mesh Points

The horizontal dashes indicate positions of x-slsp@pling. The vertical dashes are
the y-slope sampling positions. The dots are thienated phase points. Configuration
B has been considered previously by Hudgin and igordtion C by Fried.
Configuration A is considered by W.H.Southwell algitl be used in our project.

The phase can be achieved through the followingnéte proposed by
W.H.Southwell. (Southwell, 1980)
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(851,*55) _ (usaj=¢i) i =1L,N—1

2 n j=1,N (2.4)
e ] el (200 25)
where S= Slope data
@= Phase data,
h=D/N
D = width of the aperture
N=number of hole.
The equation can be simplified to below
S=Ad (2.6)

where S= Slope data
A= Constant
¢= Phase data

The above equation shows there is liner relatigndbeétween slope data and

wavefront phase.

W.H.Southwell proposed matrix iterative solutionhigh can use sparse
matrix to help us to solve linear equation, whisHurther evaluated in my algorithm
prototype. (Southwell, 1980)

gjk¢]k [¢]+1h + ¢] 1,h + ¢] k+1 + ¢]k 1] - [ jk—1 S])]}( + ij—l,k - S]chc]h: (27)

where

2 j=1lorN;k=1orN

lorN;k=2toN —1
{ k=1orN;j=2toN-1
4 otherwise,

UJ

SOR method generally promises improvement in cagermee, although it needs a
parametemw which maximizes the rate of convergence. The ativalue can be

shown through the following equation,
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2

W =—T"F7
1+sin[ﬁ]

(2.8)

By using the optimal parameter and combine the atktising Matlab 2009, we only

need to perform 16 iterations to get zero rms erfbne RMS wavefront

reconstruction error can be calculated by compahegvavefront reconstructed from

the slopes with the simulated wavefront from thelgin formula. (Hudgin, 1977)

Different wavefront reconstruction technique ha&rb developed over past

few years. Some recent disclosure of the recortstructechnology is listed

chronologically in Table 2.3.

Table 2.3 Reconstruction Method Review

Year

Author

Description

2005

Huanging Guo

Modelling the gradients measured byefvant sensor

with the Fried geometry with iterative discrete Feu
transforms to reconstruct the wavefront.(Guo & W3
2006)

ng

2009

Wu Wei Wei

A Shack Hartman sensor has been sindiltéually to
be used to do wavefront reconstructed. Authors e
that with high aperture, with the 'simulated H
method , the wavefront can be reconstructed(WU, S
& SONG, 2009)

2009

M B Roopashree

Fourier and Vector Matrix Multiplyeconstruction
methods were used to reconstruct the Morte-G
simulated wavefront. It was observed that altho
Fourier reconstruction gave consistent accuracynv
coherence length of wavefronts is larger than
corresponding pitch on the wavefront sensor, VN
method gives even better accuracy when the cohe
length closely matches with the wavefront ser
pitch(Roopashree, Vyas, & Prasad, 2009)

2010

Julian Espinosa

A combined zonal and modal mettad &llows an
accurate reconstruction of corneal surfaces has
proposed in the paper. (Espinosa, Mas, Pérez,u&dd,
2010)

rov
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UN

arlo

vhe
the
M
renc

sor

bee
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2.5 Review of multilayer inspection theory

Multilayer inspection theory currently is a hot i the research area. Light
or laser, as a wave, it follow the wave propagatteory and can be developed into
powerful inspection tool in the seismic area anthisenductor industry. It can
improve the quality of wafer, cut down the totaktof inspection and increase the
production time. Surface profile measurement cafiirmk through Shack-Hartmann
sensor, research about surface profile using wanefensing has been conducted by
researchers in A-Star Singapore (Li, Zhao, Fangynds & Yin, 2008). Small
perturbation theory (Franceschetti & Riccio, 20@8)d 3D layer modeling (Lin,
Zhang, & Fang, 2009) currently is trying to expldime multi layer structure.
Mathematical 3D modeling has once been attemptedxXplanation of multilayer
structure. (EI-Shenawee, 2001) Li et al. and Lialeuses small perturbation and 3D
layer modeling to establish high accuracy (nanoméger surface profiling. Besides
open space optical application, wave transmissiohbulk material like optical fibre
((Poxson et al., 2010) & (Schubert et al., 2008)useful for study when developed
multilayer theory. Until today, multilayer surfapeofiling has not yet studied using

wavefront approach.



19

Chapter 3

THE BASIC PLAN FOR DESIGN AND EXPERIEMENT

3.1 Optical System Design

Limited by financial constraint, a low cost opticistem was built in the project to
match f' objective “Design an optical system which is atbedo wafer surface

inspection.

The hole array | make is 4x4 hole array, each bde is 0.3mm as indicated in the

figure.

o -

Figure 3.1 Tungsten Carbide Drill Bits Set

Figure 3.2 Hole Array
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The theory behind this beam expander as shown helow

Figure 3.3 Focusing and Collimating.
Retrieved January 19, 2011, from
http://www.newport.com/store/genContent.aspx/Focusig-and
Collimating/141191/1033

¥y
.if.l.f.-. i 58,

¥a 2

Array

Camera

Figure 3.4 Conceptual Design

Above is the schematic of working principle of nptical system. so the light
can pass through the hole array, By comparing @neefvont of mirror and the wafer,

we can know defect of the wafer based on the wamefieconstruction technique.

In my design, there are two lens used in the alut®sign, one convex lens
(Focal length = 250mm) and one concave lens (fiecajths=-150mm).Theoretically,
a laser beam of radiug gnd divergence@; is expanded by a negative lens with focal
length —f. In optical design, we know, = yi/|-fi|, and the optical invariant tells us
that the radius of the virtual image formed by tkiss is y = 04]—f1|. This image is at
the focal point of the lens,; s —f;, because a well-collimated laser yields-s~, so

from the Gaussian lens equation=sf. Adding a second lens with a positive focal
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length  and separating the two lenses by the sum of tioefdwal lengths —f +f,,
results in a beam with a radiugzy0.f, and divergence angtg = y./f».
The expansion ratio or the ratio of the focal l&sgof the lenses is calculated in

equation (9)

ys _ 622 _ _fo (3.1)

Y1 0211l |- f1l '
The expanded beam diameter is calculated in equélti®)

2y; = 20,f, = Zillfz (3.2)

|- f1l
The divergence angle of the resulting expanded beam
0.|—
93 — & — 1| f1| (33)

f2 f2

is reduced from the original divergence by a fat¢hat is equal to the ratio of the
focal lengths |-f1|/f2. So, to expand a laser begm factor of five we would select
two lenses whose focal lengths differ by a factofivee, and the divergence angle of

the expanded beam would be 1/5th the original deece angle.

In my design, refer to OS-8525A specification, ldeer beam we use is HeNe
laser with wavelength 650nm and beam diameter 3.54itar several measurement,
divergence <2mrad, so we set it as 1.2 mrad. Ashiaage is very small with limited
space, the divergence measurement is tedious. éiogothe spreadsheet | download
from website and key in data, the divergence | meags 380 mrad, indicate error
caused by insufficient space. | make the assumptio

3.5 .
Y= -~ =1.75mm, divergence;, =1.2mrad.

Use concave lensg=f-150mm and convex lens250mm, the spacing between
the pair of lenses is actually the sum of the Hachl lengths

BFL; + BFL, = =147 mm + 247mm = 10 mm.

Since real lenses differ in some degree from taisés. The expanded beam

diameter

2 __2y1f> __ 2(1.75mm)(250mm)
3

= comm = 5.83mm (3.4)
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The divergence angle

0s1-f1l _ (1.2mrad)|-150mm|
f2 250mm

0; = = 0.72mrad (3.5)

After constructing the beam expander to make aepleave, | use a right angle prism
to get the data.

HeNe Laser dioc

Right angle ?rism

Convex len

Figure 3.5 Different View of My Optical System

3.2 Experimental Setup

Before the experiment setup, we need to deternaddcal length of the lens and

build a beam expander.
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I) Determination of focal length of a convex lens,

1. First place a convex lens of unknown focal langtthe lens holder on the optical

bench.

2. The optical bench is pointed to some distarghtrobjects, the distance is less than

50 meters.

3. A ground glass screen in its holder is placedhenoptical bench and forms an
image of the bright object. The difference betwd#enreadings of the lens holder and
the ground glass screen holder will be the foaagtle of the lens.

4. A number of independent readings and average fbeaccuracy need to made.

II) Determination of focal length of concave lens

As indicated before, we need to complete the steywl tep 2, while in concave lens

after step 2 above,

3. The ground glass screen needed to be adjustédhenbright object is in focus in

front of convex lens.

4. The positions of the screen&re recorded down.

5. A concave lens of unknown focal length is plabetiveen the convex lens and S

51 2
CONVEX SCHEEM WREEN <
LENS k ROSITION N1 BOSTION RO, 2

COMNCavE LENS
OF UNENDWN
FOCAL LENGTH

Figure 3.6 Determination of focal length of convelens

6. Move the screen until the image is focus orstiteen.
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7. Use formula to calculate the focal length of¢bacave lenses.

1 1 1
focal length ~ Distance LS, Distance LS,

8. Independent readings are taken for accuracy.

[II) Build a beam expander.

To expand a laser beam, we need at least two lemsesnplete it.

1. A laser beam of radius y1 and divergetiteeed to be measured.
2. The laser is mounted in a fixed position anel¢ke laser.

— a

He-Ne Laser _‘//H

632_8 nanometers — Original Beam diameter D)

”1\&

S = distance from laser to screen

‘EUJ‘ U228 U0 e JO Ja)auel(]

Figure 3.7 Layout for the Beam Divergence Measureemt

3. A white screen is placed at various distancescanefully
Note: the outside dimensions of the laser pattérseaen different distances. Since
the measurements involve the amount of divergehtieecbeam from the source, the

original beam diameter must be subtracted out cf sabsequent measurement.

4. Record the data and put into the following tadiléeast three times.

Table 3.1 Divergence Recording Table

Distance to Original beam Screen pattern Difference of
screen (S) diameter (D1) Diameter (D2) D2 - D1 (D3)
(mm) (mm) (mm) (mm)
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4. Make a graph of D3 vs. S.

5. Determine the slope of the graph which is bearardence in radians.
Once determine the beam divergence, we can theltd¢am expander.

%
y1 91 /rr ya
ff.0 N, |
Yo Z f2

Figure 3.8 Beam Expander lllustrations
Extracted from http://www.newport.com/store/genConent.aspx/Focusing-and-
Collimating/141191/1033, on 19 Jan 20111

A laser beam of radius, yand divergence; is expanded by a negative lens with focal
length —f. Refer to the website, we knd¥ = yi/|-f1|, and the optical invariant tells
us that the radius of the virtual image formedHtag tens is y = 04|—f1|. This image is
at the focal point of the lens; s —f;, because a well-collimated laser yields-s=,

so from the Gaussian lens equatigrr<. Adding a second lens with a positive focal
length  and separating the two lenses by the sum of tioefdwal lengths —f +f,,
results in a beam with a radius¥0.f, and divergence angbg = y./f,.

The expansion ratio

Y3 021> f2
28 - 7272 . _J2 3.6
V1 021111 [=fil (3.6)

or the ratio of the focal lengths of the lenses €kpanded beam diameter

2
2y; = 20, f, = 2 @37)

The divergence angle of the resulting expanded beam

011-f1l
gy =2 =11 3.8
37 6 f2 (3:8)
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is reduced from the original divergence by a fadt@t is equal to the ratio of the
focal lengths |-i/f.. So, to expand a laser beam by a factor of fivemwald select
two lenses whose focal lengths differ by a factiofive, and the divergence angle of
the expanded beam would be 1/5th the original demece angle.

Take real environment as an example, consider aeHabker with beam diameter
y1=3.5mm (radius 3.5mm/2=1.75mm), and divergeAgelmradians, negative lens
focus length equal to -150mm (concave lefis) yi/|-fi|= 1.75/150=0.01166,,\~
01)-f1|=1x150=150mm, ;s= —-f; = -150mm, § ~ =, $ = f=250mm, L= -Bfly
+BfL,=-156.64+246.64=100mm, 2y 2yif,/|-f;|=2x1.75x250/|-150|=5.8333mrty =
yolf, = 04]-f1)/f,=1mrad x |-150mm]|/250=0.6mrad.

6. Put the lens as indicated in figure, and meahaelivergence with tools, the result
should match with calculation resw, if not, adjust the distance between two lens
slowly. By using above step to select instrumerd, manage to set up our optical
system.

3.3 Basic Phase Reconstruction using Successiverdeelaxation Method

Wavefront reconstruction is based on Southwell meitSouthwell, 1980) or we may
call it as zonal method which is widely applied
1. Create sample Wavefront Array based Hugin Faaridudgin, 1977)

2.3717(x%2-y?) = 6xy
+

a? a?

W = (3.9)

where a= 1000um (aperture size)

2. Generate sample X-slope and Y-slope
S=A¢ (3.10)
S is a vector containing all the slope measurenfrestspe and y slope)
¢ vector of length Ricontaining all the unknown phase value
A is a rectangular matrix which size is?Ny the number of slope

measurement, can treat it as sparse matrix.
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By multiplying equation (18) with A transpose, wet ghe equation
(AtA)¢p = A*S (3.11)

Equation represents a set dfIMear equation in F\lunknowns:bjk
To solve the linear equation, we can add in a lapggse matrix to help us to perform

the adjacent slope averaging so we can use iterateéthod to solve it.
(A*A)¢p = A*DS (3.12)

By using Matlab to create sparse matrix and trasespmatrix,and create a zero

gradient wavefront, we can find the &d § from the equation.

3. Generate new wavefront array

9ikPiie — [@jrin + Djcin + ka1 + Pjia]
= [Ss =Sk + Sk —Sklh, (3.13)
where

2 j=lorN;k=1orN
L fj=1lorN;k=2toN -1
gj"_g{k:lorN;j:ZtoN—l
4 otherwise,

hz% , N is number of grid, d= distance between grid
To solve equation by iterative method, we callright-hand side jp
—— b;
bjx =P + g+k (3.14)
jk

whereg,, is the nearest-neighbor phase average.

¢—1k _ [¢j+1,k+¢;—1,k+¢j,k+1] (3.15)
jk

and

bji = [Sj¥k—1 - Sj};c + Sk~ J?’C‘]h (3.16)
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Equation forms the basis for an iterative solution

1
pm = g 4 gj’; (3.17)

Equation does not includg, sinceg,; does not include
To includepj,, we use successive over relaxation method. Weaaddsubtract the

¢ on the right hand side and introducing the optire&dxation parameter

2
w = m (3.18)

Thus the final equation for SOR method is
¢(m+1) ¢(m)+ [¢(m)+ ik ¢(m)] (319)

We apply the equation to reconstruct wavefrontyarra

3.4 Basic Centroiding

According to the (Yin, Li, Zhao, & Fang, 2009), masentroid detection
methods have been proposed and analyzed from thegdoview of optics. and the

accuracy of the methods has been studied onlyrbylation.

In my project, instead of using conventional tegei by adding gaussian
distibution noise, | propose using blob measureimtetect the centroid of the image.
The method is listed below which take Maltab “Mark®ontrolled Watershed
Segmentation” as reference.

Step 1: Read in the Color Image and Convert itray&cale

Step 2: Use the Gradient Magnitude as the Segn@mtatinction



29

In this step we use the Sobel edge masks, imfitted some simple arithmetic to
compute the gradient magnitude. The gradient is htghe borders of the objects and

low (mostly) inside the objects.

Step 3: Mark the white spot
We use reconstruction opening and closing to regoactsthe image. so it will not
affect the overall shapes of the white spot. We akculate the regional maxima of

lobrcbr to obtain good white spot markers.

Step 4:
Use regionprop to measure the centroids of eadtecithis function will measure
point out the centroids of connected binary object.

This method is useful to remove the uncertainlthe image as it employ sobel mask
to filter out the noise in the image before cemlirg the spot. It manages to eliminate
various noises such as diffraction of the lighstamility of the light source as well as
deviation between the centroid of the spot andcerger of the detection area. It is
efficient to detect the white spot since it uses lesemory and cut down the overall

time to proceed.

3.5 Build a Matlab GUI

This part we discuss on how to building a Graphldakr Interface for wavefront

surface profiling.
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IR laser ——( Pulse generator H Delay generator ‘

‘ Shack-Hartmann Sensor+ Camera ‘

]
|
I

Figure 3.9 Multilayer Wavefront Sensing lllustration

Different layer will have time relay to reach thantera, so by capturing the
coordinate layer by layer, we can extract surfagdilpg from it. From the final
coordinate of first layer and final coordinate efcend layer, we apply reconstruct
technique to find the initial location of light inp If the reconstructed input location
from first layer and second layer is the same, tlwercan conclude that the internal

layer structure is good.

wavefrontreconstruct | -

Input coordinate :
Input Angle : Generator

Layer : 3 lterative times

8 dl Coordinate :
PEONSIAY S8 L ORTIRATe Reconstructed Origin:

; . Second layer reconstruct input coordinate (take
1st layer Coordinate ; Input (only second layen): first and second layel
o Y * ¥
1D y coordinate :
Root Mean Square Error : Root Mean Square Err¢

Upper layer thickness :

. Difference between two reconstruction :
Lower layer thickness :

ni: n2 : h3:

Figure 3.10 Matlab User Interface before Clicking &nerator

A simple layout of my program user interface iswhoabove. Once the end-user
click the generator button, it will generate thdpui based on the data in the white

blank given.
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u wavefrontrecons truct = | S|
Input coordinate :
|nput Ang|e G 45 Generator
Layer : 3 Iterative times 3 33
64
Second layer Coordinate : 3
X Reconstructed Original
; . Second layer reconstruct input coordinate {take in
1st layer Coordinate : 23 Inpuitibnly secondayer: first and second layer)
22108 33 202842 33
1D ¥ coordinate : 33
Root Mean Square Error : Root Mean Square Error
59914 TINE
Upper layer thickness : 1
Lowier layertrickness;: ; Difference between two reconstruction :
1.2596
ni: » n2: : n3: -

Figure 3.11 Matlab User Interface after Clicking Geerator

End user is free to modify any data input to achi¢le best result. By

comparing the reconstruction input coordinate amgiral input coordinate, we

manage to predict what kind of possible defectayrappear in the internal structure,

the root mean square error of the two layer recoasbn as investigated below,

Table 3.2 Root Means Square Error of 1st Layer an@nd Layer Reconstruction

1st layer output Second layer output Result difference
coordinate coordinate Root means square errg
35.805 45.915 0.2912
36.805 45.915 0.2191
37.805 45.915 0.1470
38.805 45.915 0.0748
39.805 45.915 0.0027
40.805 45.915 0.0694
41.805 45.915 0.1415
42.805 45.915 0.2136
43.805 45.915 0.2858
44.805 45.915 0.3579
45.805 45.915 0.4300

=



32

Chapter 4

GATED WAVEFRONT SENSING RECONSTRUTION

4.1 The challenge of multi-layer inspection theory

Currently research only can accomplish surface Wwame reconstruction task.
However, the multilayer surface reconstruction il & doubt. In this chapter, |
develop a generic multilayer structure. Througligtine generic multilayer structure,
| manage to figure out four parameters which arpfbein the gated wavefront
sensing. They are input angle, light intensity (powf light), location of light input
and light output (absolute coordinate in one dinred) and phase output for the

Fresnel law. Total light intensity is indicatedfigure.

F 3
] ;
g
\ o, °
5y hy he ‘I,/
. I*t 12%t 231 35"t 21* 10
PR,
I*t 15 55
h‘ IE3'5 '5'5
B2 ¥l |
- l I*t 15*t 23" 35"t 21
53 = /
hy 5, 0s/
MEENTE 3 I*t 1%t 23" 32

Figure 4.1 Illustrations for Optical Path Length for Light Output Intensity
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Assume input power is 1000W

W= I*1,,=308.5498W

Wo= I*t15*123=288.7491W

W3=I*t 1 5%t 23*rr 3= 18.5301 W

Wr=W*W *W 3 = I*t 1%t 23% T 351t 21 =31.3427W

Results shows that the loss energy due to intéaal transmission.
In generic multilayer structure, we face the prablef the reflection and
transmission of an electromagnetic plane waveairtterface between two medium.

It can be solved by the Fresnel's formula withgfanmatrix method in optics books.

Under 650nm red laser diode

Table 4.1 Refractive Index of Different Layer

Layer 1:Air n=1

Layer 2: Poly silicon n = 3.94028
SOPRA N&K Database at 650nm
Layer 3: Amorphous Silicon= 4.4643
SOPRA N&K Database at 650nm

To avoid confusion with other symbol, | usg to express the incident plane wave
vector in 3D domain. | divide it intg, = ycosp and ¥, = y'sing to further

mathematical expression and processing. A nomemelaiable is constructed as
below

Figure 4.2 lllustration of x Direction and y Direction of Wave
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If we use vector multiplication, we can get theirection y , as in vector i j=k

o _ o
X =
'<“+1 {-:1-1-1
4 » 4 »
V41 }ry
Lo g — n+l
) 7= 4 F ey
Sme || G
1 11

Figure 4.2 lllustrations of Reflection and Transmision

Thus, we have

(F2) = (?i) =, (Vi) (4.1)
() = () = () .

In our consideration, we have 2 layers and semiimedayer we set it as'0

layer, we assume the wave is reflected 100% indgst.
To differentiate both M, we udé™,, replaceM ™, in the first one.

where bothV,,, andM~,, can be represented by the below equation

M= — ( e T e_i6n> 4.3)

th-1in rn—lnle_lan eldn

We have two medium in which electromagnetic wawppgate, so the equation

=€ mae® (L )
t12 lee_laz 6162 t23 23 1
1 <e_162 + T'12 ngelaz 6_1627'23 + T'12 6162>

rlze“52 + el‘szr23 rlzrzge‘l‘sz + elf2

(4.4)

t12t23

Similarly the application can be used on y diretticave propagation.
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To study the propagation of wave inside the genmdtilayer structure, we need to

fill in all the t variable and r variable

The main basic equation for Fresnel law has fouaggns:

¢S = 2sinajcosa; _ 2n;cosa; (4.5)
U sin(ai+a;) njcosa;+n;cosa; '
.S = _ sin(a;—aj) _ micosa;—njcosa, 4.6)
Y sin(ai+aj)  nicosaj+njcosa; '

2sinajcosa; 2n;cosa;
0 = — j — iC0SQ 4.7)
sin(aj+a;)cos(a;—aj) n;jCosa;+n;cosa;
P tan(a;—a;) __ njcosai—micosa; 4.8)
Y tan(a;+aj)  mjcosa;+nicosa; '

Before total internal reflection happen, we ha®ieing equation table.

Table 4.2 Equation table (1)

X direction Y direction
£, = 2n cosa, e, = 2n,cosf4
Nn,€0Saq + nyc0sa, n,cosfy + n,cosp,
[ 2n,cosa, s 2n,cosf,
23 23 —

n,cosay + nycosa, n,cosf, + nzcosfs

s, = N C0SQA; — N,COSA, s _ MCcosPy —nycosp,
= r =
n,cosa, + n,cosa, 127" nycosBy + nycosp,
Nn,cosf, — N3cos
s Myc0sa; —Mnzcosas Ty = 205Ps 305
Ty3 = n,cosf, + nzcosP;

n,cosa, + nycosas

2n4cos
» 2n,cosa, th, = 160Ps
ti, = n,cosfy + nicosp,
n,cosa, + nqcosa, )
9 p n,cosf,
p le COSCZZ t23 =
lz = nzcosf, + n,cosfs

N3C0Sa, + N,C0Sa3

n,cosf; —nycosP,

p _ NpC0Sa; — NyCOSa, P =
T2 = 12 n,cosB; + nicospP
n,cosa, + nycosa, 2 1 1 2
p _ N3COSAy — NC0SA3 p _ N3COSPy —NycosPs
Ty = 3 =

Nnzcosa, + n,cosa; nzcosf, + n,cosfs
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Table 4.3 Equation Table (I1)

X direction

Y direction

Mg for forward direction

e %2 4 1, 1,eit2

M, =
11
tialas
11,0702 4 eib2y, .

21 —

t12t23

¢ = XN+1 1
X1 M4
o My

r=—=—

X My

is
o 2typta3
1+ 1y, rp3e2i82

. T2t ei?%2y,,

1+ 1y, rp3ei202

M for forward direction

e~z 4 1y, 1,50t

t12t23

rue_“g2 + 6‘52r23

t12t23

1+ 13,1, 1282

Once it reach the™®layer we assume the light will have total intenrelection,

whereby thei; > n,, 6, = 6,.

so we reverse all the formula

After total internal reflection, we have equatiable 4.3
Table 4.4 Equation table (111)

X direction Y direction
5, = 2nzcosas 5, = 2n3c0sf;
N3C0SA3 + N,C0SA; nzcosfs + n,cospf,
b 2n,cosa;, s = 2n,cosf3;
21 — -
n,cosa, + nycosa, 2 n,cosPB, + nycospy
s = N3COSA3 — NCOSA, ¢ _ N3c0sPs —nycospP,
32 = rs =
N3C0SA3 + N,COSa, 327 ngcosPs + nycosp,
s nZCOSQZ—nlcosal n COSﬁ —-n COSﬁ
o = ps =2 2 1 1
nZCOSCZZ +n1COSCZ1 21 nZCOSﬁZ +TllCOSﬁ1
2ns;cosas
th, = — oo 2n5cosfs
TLZCOSCZ?, Tl3COSC(2 32 —
n,cos ns;cos
. 2n,cosa, 2€08P3 + nzcospP,
th = » 2n,c05f,
nycosa, + nycosa, tyy = 1,c05B, + nycosp,
P _ n2COSa3 - n3COSCZ2
Ty, = p _ NaCOSP3 —nzcosp,
n2COSa3 + n3COSCZ2 ‘r‘32 =
n,cosfs + nzcospf,
P TLICOSCZZ - nzcosal
Ty, = —
2L nycosay + nycosay P = n1€0Sp, — Macospy
21

n,cosPB, + nycosfy
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Table 4.5 Equation Table (1V)

X direction

Y direction

Mgfor reverse direction

I B me@_L@-wg
t32 T32€_“SZ 6162 t21 21 1

1 [e72 41y, 1, 002
3,702 + eid2y,

e‘“gzr32 + 1y glo2

= -i8 is
t32l21 TypTp e 02 + e'2

Mg for reverse direction

T B m¢“1<1eq
t32 7'326_162 6182 t21 21 1

1 e"%2 4 1y ei02
13,0702 4 giday,

e“52r32 + 1y eib2

= -is i8
t32t21 TypTpe 02 4+ e'%2

e~1%2 4 1y, 1, 002

M. e7%2 4+ 13, 1y, 0102 My taatsy
1t a2tz Mo 326702 4 e'02ry,
—is is =
, T3e 2+ ety 21 o
My, = 32821
t32l21
XN+1 1
XN+1 1 t= X - M.
t = = — 1 11
M M
=&=M21 _x1_M11
X1 My, ]
o e ™92 ta,ty,
—is =
= e 102 t3yt5 1+ Tio rzgeglaz
1+ 1y, 15302002 v T2t 15,2102
i5 ==
x_ 52 + T'21€2'l z 1+ 1y, 1y, 01252
14 13,1y, €12%
Combine both M in forward direction and reversediion
Table 4.6 Equation Table (V)
X direction Y direction
M, = Mg - Mg M,, = Mg - Mg

= My - My - M11’ ’ M21’

=My My - M11’ ’ M21’

Recall back we have following relationship betwe®gut wave and output wave

fo) (Yr’fﬂ) Y
=M =M n+1
()= (222) =7 ()

y y
{n n+1

(4.9)

M, (y%l) (4.10)

Once we have the expression function of planar wiauvgpical optic book, we define

the planar wave as

Yr=w@#t) = Aei(ﬁ-?iwt)

where A =amplitude o: pulsation of all wave

(4.11)

k : constant parameter
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We can express the final output wave in exponefiah, so by applying in
real case, through many times of trial run, we estimate the constant parameter for

the equation, and predict the time of wave propagan generic multilayer structure.

We also perform one optical path length calculation

\ & %
1
54 hy he /’
S
52
B, S5
" B\ ¥ % %
Sa
3
ha HE H4 1
2]
0, \/ :

Figure 4.4 lllustration of Optical Path Length s

hq

cosf; = — (4.12)
S1
hy
S1="7 0. (4.13)
h, is the distance from light source to wafer surface
he is the distance from wafer surface to the detector
Following the above equation,
Spatial optical path length
m o o= ym M (4.14)
1=1"t 1 cose; '

while n;sin6; = n;,,sinf;,,.In the other way, the optical path length traverbg
the ray can be expressed as

h;
m m l
_aN;S; = )1 N
i=1 14910 i=1 ‘cos@i

(4.15)
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The total time needed can be counted using equbélmw

=T ns; (4.16)

c

4.2 Application of Southwell method to Fresnel-s garization wave and p-

polarization wave

| write a Maltab code for automatically calculat@darization and p-polarization

wave. Assume 45° for input angle, 3 layers. Forveational method to calculate the
wave propagation in the theory we develop, we rieede amplitude measurement to
get the phase data or use phase (2td/A)*n*cos 6 where we need to know the

thickness d and wavelengtto calculate it.

We develop a new way by measure the centroidingdooate to get the phase
data. After that, by using reconstructed phase dateacted from the experimented
image, we can generate all the wave value. Cugrérdb it manually, in the future,
when Maltab new version which can output multipleatmnxes, we can do it

automatically.
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Chapter 5

RESULT AND DISCUSSION

5.1 Comparison of centroiding of two images

In this chapter, | show the experimental image &miv my theory work in
experiment. First of all, | compare the Gaussiatritiution of one hole and multiple

holes array.

Figure 5.1 Comparison of Original Hole and After Hde Array Gaussian
Distribution
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The diffraction effect results the Gaussian disiiiiin of the light become wide in the
second figure. The noise appear in the hole amage, it become obvious in the hole
array, as the light intensity has been distributedhe hole array and some absorption
and excitation of electron may cause the noisencedried to add in the Gaussian
noise into the image follow the conventional teciuei but the final outcome lack of

accuracy.

Gaussian noise appears in most digital image smuzst noise can converted
into normal distribution noise. By applying wierféter to remove Gaussian noise of
image, we are able to standardize the image andtlspainiform circuit. When we
add noise to our image, result is not so good, ragnal image already consist

Gaussian distribution noise.

o 50 100 150 200 250 300 350 400 450 500

Figure 5.2  Image Processing
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Instead of adding Gaussian noise, | directly rem@aeassian noise from the image by
one kind of adaptive filter, Wiener filter. Aftehdt | apply watershed to do
segmentation and get the centroids.

[t} 50 100 150 200 250 300 350 400 450 500

Figure 5.3  Centroiding
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Before Centroiding After centroiding

Figure 5.4  Comparison of Before Centroiding and Aféer Centroiding

After centroiding both image, | use my user inteefdo get the center coordinate to

calculate slope from both experimental image andikited image as listed below.

Figure 5.5 Experimental Image Figure 5.6 Sample Image
Sy = (x1-x2) (5.1)
f
Sy = (yl;yz) (5.2)

Sx is x-slope

Sy is y-slope

[x1,yl] is experimental image coordinate [X,y]

[x2,y2] is simulated image coordinate[x,y]

f is distance between hole array and CCD chip,250um



Data is listed below,

For experimental image
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Table 5.1 X Coordinate and Y Coordinate of Experimatal Image Centroiding

X coordinate Y coordinate
69.7486| 69.0897| 80.6957| 82.9408 51.0362| 411.9959| 281.3856| 178.2926
185.8276| 191.1115| 193.3309| 202.4822 404.5826| 47.3989| 181.8783| 288.2836
307.7336| 322.2697| 318.4843| 325.9241 275.3945| 44.5633| 165.7246| 395.0686
425.5206| 430.6672| 434.2049| 445.4405 171.3468 49.1074| 278.186| 399.9777

For Simulated image

Table 5.2 X Coordinate and Y Coordinate of Simulatéd Image Centroiding

X coordinate Y coordinate
67.9948 69 69 71.0052 58.0036 169 28( 394.0036
187.9948| 189 189 191.0052 58.0036 169 280 394.0036
306.0007| 307.0002| 307.0063 309 56.0062 166.9932 277.9993 392
426.0007| 427.0002| 427.0063 429 56.0062 166.9932 277.9993 392

The slope and coordinate data will be used in segtion for phase reconstruction.

Table 5.3 Refractive Index of Different Layers

Layer 1:Air n=1

Layer 2: Poly silicon n = 3.94028
SOPRA N&K Database at 650nm

Layer 3: Amorphous Silicon= 4.4643
SOPRA N&K Database at 650nm

Based on the above 3 index data, input angle idetffee (after right angle

prism), assume the thickness of object is 1mm, lanér thickness is 1mm, (total

thickness of subject is 2mm), we use excel andattab user interface, reconstruct

coordinate one by one, and put in table form, thi#al coordinate after using the

output image coordinate.



Table 5.4 Second Layer Reconstruct X Coordinate and Coordinate
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Second layer reconstruct X coordinate

Reconstructed Y coordinate

49.0453 | 50.0505 | 50.0505 | 52.0557 39.0568 | 150.0505 | 261.0505 | 375.0541
169.0453 | 170.0505 | 170.0505 | 172.0557 39.0568 | 150.0505 | 261.0505 | 375.0541
287.0512 | 288.0507 | 288.0568 | 290.0505 37.0567 | 148.0437 | 259.0428 | 373.0505
407.0512 | 240.6358 | 408.0568 | 410.0505 37.0567 | 148.0437 | 259.0428 | 373.0505

5.2 Plotting 3D surface profile

We have experimental data generated by the sinmgileab system. Running through
64 iteration by setting the f (length between amag camera) =1000000(1pum) using
SOR method, the width of aperture as 0.1nm (Thignly assumption, as the hole

array has defect and affect light pass through)pbase value

Compare original wavefront

Table 5.5

Reconstructed Phase Value

-0.15165

0.013719

-0.00834

0.005067

0.181136

-0.01667

0.010133

-0.00616

-0.18114

0.016672

-0.01013

0.006157

0.151645

-0.01372

0.008338

-0.00507

square error

and reconstructed wavefrand get the root mean

Before wavefront reconstruction

After wavefrontarstruction

Figure 5.7 Comparison of 3D Plot Before Wavefront Rconstruction and After
Wavefront Reconstruction

Root mean square error = 8.4741e-005
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Combining phase value and centroiding coordinattheforiginal image, 3D
plot can be generated. The idea behind the 3Dugsioig Maltab is we first plot out x
center coordinate matrix and y center coordinat&rixneo come out a 2D plot, and

later we add in phase data to create a 3D plot.

Figure 5.8 Combinations of Centroiding Data and Phse Data of Output Surface

Based on the surface profile of output image, newse backprojection algorithm to

figure out the internal layer surface profile byngsthe experimental coordinate.

5.3 Multilayer reconstruction result based on numeical model

Table 5.6 Refractive Index of Different Layers

Layer 1:Air n=1

Layer 2: Poly silicon n = 3.94028
SOPRA N&K Database at 650nm
Layer 3: Amorphous Silicon= 4.4643
SOPRA N&K Database at 650nm

Based on the index above, we use the Snell lawttogcessary parameter for our

generic multilayer structure.
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Table 5.7 Snell Law Calculation (2)
input angle nl sinx1 n2 sin x2 Angle output
AIR TO POLYSILICON 45 1 0.70710678[L 3.94028 0.1794559 10.33807338
polySi-Si 10.33807338 3.94028 0.179455973 4.4643158B91412| 9.11354035[1
Si-Air 9.113540351] 4.4643 0.158391412 1 0.707106[7/81 45

We take the reflected angle as 45°, as input aoglthe reverse direction, in Snell's

law
Table 5.8 Snell Law Calculation (3)
input angle nl sinx1 n2 sin x2 Angle outp
Air to Si 45 1 0.707106781  4.4643  0.158391412 368D351
SitopolySi| 9.11354035]1 4.4643  0.158391412 3.940P8L79455973 10.3380733
polySi to air| 10.33807338 3.94028  0.179455973 1 omp6781 45
From layer 1 to layer 3,
Table 5.9 Result of Multilayer Theory (1)
i=n
01 02 03
45| 10.338073 9.11354
j=n
01 02 03
10.33807| 9.11354 45
n
nl n2 n3
3.94028 4.4643 1
S-polarization P-polarization
t12 -6.28772 t12 -65.847
t23 1.482671 t23 1.122543
ri2 -7.28772 ri2 -75.6041
r23 0.482671 r23 -0.74855

[¢5)



From layer 3 to layer 1

Table 5.10  Result of Multilayer Theory (2)
i=n
01 02 03
45 9.11354| 10.3380[7
j=n
01 02 03
9.11354| 10.33807| 45
n
nl n2 n3
4.4643 | 3.94028 1
S-polarization P-polarizatior
t32 0.404835 t32 | -0.32572
t21 76.60408 t21 | 0.280204
r32 -1.32572 r32 -0.59516
r21 75.60408 r21| -7.28772
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Take the incident angle for x component and y campbwavex = = 45°and we

only focus on final wave output t and r.

Wave Direction as shown next page,

Figure 5.9 lllustration of x Direction and y Direction of Wave
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Table 5.11 Result of Optical Path length

Angle (°) 01 02 03 04 05 06
30 7.242589 20.02717| 20.02717| 7.242589 30
Thickness hl h2 h3 h4 h5 h6
(micrometer) 5 5 5 5 5 5
OPL sl s2 s3 s4 s5 s6

5.773503 | 5.0402155.321808| 5.321808| 5.040215| 5.773503

Refractive index nl n2 n3 n4 n5 n6
1 4.2874 3.4213 3.4213 4.2874 1
nl*sil n2*s2 n3*s3 n4*s4 n5*s5 Nn6*s6

5.773503 21.60942 18.2075| 18.2075 21.6094%5.773503

sum of s 32.27105 i

=1

sum of ns 91.18084un

=]

5.4 Verification of phase reconstruction algorithmwith Zernike Reconstruction

result

Following Dai Guang Min algorithm (Dai, 2008), tlaeithor attaches the Zernike

Polynomial algorithm into the book. | use it to #ethe validity of my algorithm.

A zero gradient matrix is created in the Matlabude the zero gradient
matrixes to reconstruct a wavefront from the measgwavefront gradients. After that,
| compare the reconstructed wavefront and the gexdient matrixes. It returns a root

means square error 0.084.

To formulate Zernike polynomial wavefront reconstron first, we need to

look at the following equation,

W(p,0) = Zy + Z1pcosO + Z,psind + Z3;(2p? — 1) + Zyp?cos26 + Zgp?sin20 ...
(5.3)

which can be simplify into equation
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W(R,,6) = %_, a; Fi(p, 0) (5.4)

Following Dai’s derivation(Dai, 2008), | derivatbet equation with respective to x
and y slope at both side of equation for ttteof k total sampling point, we obtain

6W(Rp 9) oF; (p 0)

| _Zl 1 l |l (l = 1121“'rk)' (55)

6W(Rp 9) oF; (p 0)

| _Zl 1 l |l (l = 1121“'rk)' (56)

so we can find the slope measurement and wavetomiticient in the equation

the matrix equation represent above value is
s=Ea (5.7)

where s is the column vector of the slope measumtsyand a is a column vector of

the unknown coefficients and the matrix

rOFL(p.8):  OF:(p.6): OF;(p.0)37
dx ox 0x
OFL(p.0): OF(p8)1 9Fj(p.f)s
dy dy ay
E= : : (5.8)
OF1(p.0) 0F(p.0)k OF;(p.0)k
0x dx ox
OFL(p.O)k 0ROk OF;(p.O)k
L dy oy ay

OFi(p,0)¢
dx

where stands for the average partial derivatives of Hasis function

F;(p, B)at thelth subaperture.

Dai (Dai, 2008) used the singular value repositmaolve the equation (5.7).
Apply singular value decomposition to matrix E, again matrices U and V so that
E=UDV' where D is the diagonal matrix containing the slagwalues of matrix E.
therefore we can solve the equation to find themstructed wavefront through s is
the slope value represent the reconstructed wavefront.
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a=VDUTs (5.9)

To run the Zernike Reconstruction provided in tlooly | set the spacing
between each hole as 1um, and terms in the Zepokgomial as 16. Thus, the
algorithm will return the reconstruction phase &fter that, | compare the
reconstructed value with the zero gradient valusgturn root means square value as
1.7813e-006.

To calculate my reconstructed wavefront and Zermezonstruction value
difference through root mean square error algorititmmeturns 0.084.The value is

small enough to show my algorithm is useful to retrouct wavefront.

17 1

Southwell Reconstruction Zernike Reconstruction

Figure 5.10 Comparisons of Southwell Wavefront Recawstruction and Zernike
Wavefront Reconstruction
5.5 Gated Wavefront Sensing Simulation

Initially, | simulate a curvature wavefront by etjoa

2 2
z==—+2 4001 (5.10)
16 16

After that | use a flat layer wavefront to figuteetsecond layer surface profiling by a

novel equation we proposed ourselves.
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Rw T
Layer 1 ,91: n
I
| Interface 1
I
'0) Re)
Layer 2 n,
Tw |
R \‘
Interface 2
Layer 3 |6, N,
T

Figure 5.11 lllustration of wave propagation in mutilayer

| applied Fresnel law when incident angle is Odtplus to figure out surface profiling.
In the figure 5.116,=0,

angn;
= _(nt+tni)2 (5.11)
(n¢—n;)?
R= (:;—Z)Z (5.12)
0 0 0O
; Q 0 0 O
1. | simulate a flat surface wavefront 30 0 0
0 0 0 O

2. l use it to retrieve the second layer profilbaged on a proposed equation

F=B(j)+w ((% x 2N) + % - B(i,j)) JCF  (5.13)
where w is the relaxation factor in Southwell paper

B is the flat surface wavefront

C is the output surface wavefront

A is the backprojection back input surface waveffron

N?s the grid number

CF =Caorrection factor we set it as 1000 to minintize root means square error due

to misalignment.
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Our subsurface reconstruction algorithm gives esolowing result

Second layer wavefront below

1T

Simulated curvature

Figure 5.12 Comparison of experimental wavefront ad simulated wavefront

The root mean square error of this two is 0.2686
Combine the first layer surface wavefront input andput and the second layer

wavefront, | achieve the wavefront in figure 5.13.

Figure 5.13 Multilayer Wavefront 3D Expression

In figure 5.13, upper surface is second layer wavefwhile lower is the first layer

input and output wavefront
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Figure 5.14 Relationships between Root Mean SquaEaror and Iterative Times

From figure 5.15, we can see that the root meanarscgerror is decrease following
the iterative times. But after 8 iterative timdss root means square error increase. It

is clear that the most suitable iterative timesréoming the simulation are 8.
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Chapter 6

Conclusion and Recommendation

6.1 Conclusion

A low cost optical design system is built and pd®& results for the algorithm
analysis in this project. One of limitation of thele array is it do not provide a
uniform hole shape and results in a lot of diffract The quality of image is poor so
that it results a lot of undesirable noise in tn@ge. Post-image processing is taken to
elimination the diffraction and minimizes the noige the image. Centroiding
technique is able to detect the center of spothis project. Wavefront phase
reconstruction work well and achieve almost zenmrein the project. Multilayer
inspection theory shows that the Fresnel law caapgmdied in 3D domain and can be
implemented in the real environment. It providesay to implement the theory from

graphic model to application in industry.

6.2 Recommendation

In the future, the conceptual design of the optsyatem can be applied on the high-
tech instrument to achieve good image for resepuchose. It is able to fully utilize
the instrument to maximum the results’ quality. Talgorithm developed in this
project can be used in semiconductor industry tdopa defect inspection of the
wafer. It offers good opportunity to cut down thestand time for defect inspection
in the industry. Multilayer inspection theory caa turther developed in the industry

and bring profit to the semiconductor industry.
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