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ABSTRACT 

Categorization and determination of hoaxes have always been an issue, and moreso 

after the Internet has become part of our lives with the introduction of social networking sites 

and e-communication. In an attempt to solve this problem, this project aims to produce a 

Google Chrome extension and a standalone Java application to detect health related hoaxes 

by extracting the highlighted text from the web page and sends it to the server to query the 

database to get the top 3 similar links for the user to further read on. The application will also 

help to categorize if the sentence is a potential hoax or not. To calculate the semantic 

similarity between the highlighted sentence and the sentences stored in the database, 

WordNet is used as the English lexical database while using Path, a similarity measure that 

measure the relatedness of a pair of words based on their path length. A word can have 

multiple senses, such as the word ñflyò that could mean an action that is performed by birds 

and airplanes, and it could also mean the insect. Therefore, Part-of-Sense (POS) tagging is 

done on both the highlighted sentence and the sentences that are stored in the database in 

order to only compare words that are of the same POS when querying the database. To 

further increase the reliability of the application, synonyms that are in the same synset as the 

word are also stored in the database so that the sentences queried from the database are not 

only limited to the same words in the sentence, but also to similar words to the words in the 

highlighted sentence. Preprocessing is done on the sentences queried, which includes 

lemmatization to only include meaningful words to obtain more reliable similarity score. 

Other similarity measures have been reviewed, and this includes Wu & Palmer, Leakcock & 

Chodorow, Li, Resnik, Lin and Jiang measures. Previous works that uses statistical similarity 

measures such as Cosine and Word Order Similarity as well as on sentence similarity are also 

reviewed for further understanding and comparison. The application is expected to obtain a 

precision and recall rate of at least 80%. 
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CHAPTER 1: INTRODUCTION  

According to the Oxford Dictionary of Current English for Malaysian Students, the 

term Hoax is defined as a trick intended to make a person believe something that is untrue 

and act unnecessarily.  Hoaxes are sometimes created based on myths, legends and true 

stories altered by humans to achieve certain goals such as monetary goals via scams and 

advertising using these hoaxes. These hoaxes can be found almost everywhere on the 

Internet, from emails to blogs and webpages, and especially on social networking sites such 

as Facebook and Twitter. 

 Some hoaxes are harmless; they are only stories that are untrue, posted to embarrass, 

humiliate or to make fun of a person. However, there are many hoaxes that ask the reader to 

answer online surveys and to send warning messages to all his/her contacts to warn about a 

certain virus, which are called virus hoaxes. There are also hoaxes that encourage the reader 

to delete certain system files, which can ultimately damage the system. An example of this is 

the hoax on the jdbgmgr.exe virus and SULFNBK.EXE.    

1.1 Problem Statement 

The purpose of this project is to help readers of articles to distinguish whether the 

facts are true or false (a hoax). Many posts/links shared by family and friends via Facebook 

and emails could cause the reader to be confused, whether could it be true or not, and for 

some, to act differently than usual, for example a hoax listed in Snopes.com (2013) such as 

canola oil is dangerous as it is toxic may cause a person to avoid all foods that uses or 

contains canola oil, which is in fact a healthy oil. Readers may also be misinformed of a 

certain news such as the missing airplane MH370 has been found in the Bermuda Triangle 

was spread around Facebook (Snopes.com 2014) , however this news is false as the plane has 

yet to be found to-date (26
th
 March 2015).  

Furthermore, according to Radfordôs (2014) article in news.discovery.com, a hoax 

went viral in West Africa which claims that salt water is able to prevent or cure Ebola and 

therefore causing deaths and sicknesses in the area. The hoax continued to spread everywhere 

including the Internet and via word-of-mouth that other West African countries were also 

affected, soon many followed its advice and bathed in hot water and salt and drank salt water 

as a prevention method. Drinking salt water is unhealthy, even causing the deaths of two 

people and many more fell ill. Therefore, it can be seen that hoaxes gives a false sense of 
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security (Radford 2014) and can take lives as people takes any information seriously when a 

deadly disease such as Ebola still on the rise. 

 This project will also help readers/users to avoid scams; one way is via sharing and 

liking pages in Facebook. In recent days, there are many pages in Facebook that promises a 

large number of free products to giveaway, and all the user/reader has to do is to share and 

like the page. An example listed in Hoax-Slayer (2014) of this is by a Facebook page by Big 

W., which is not associated with the Australian departmental store Big W, claiming to 

giveaway hundreds of electronic items such as the Samsung Galaxy S5 and Dell computers 

by sharing and liking the page. These pages aim to get a large amount of followers for future 

scams or to sell in the black market for malicious purposes and usually will direct followers 

to online surveys that ask for personal information. 

With the advancement of technology, hoaxes can be easily spread via email, blogs, 

and social media. Furthermore, according to www.w3schools.com (2015), statistics have 

shown that Google Chrome is the most used browser, with 62.5%, followed by Firefox 22.9% 

and Internet Explorer (IE) with 2.0% in February 2015. This shows that the application 

produced can be accessed and used by majority of the Internet users, therefore reaching a 

larger audience and many Internet users will be able to use this functionality within their own 

browser. Moreover, a standalone version is also provided so that users who do not own the 

Google Chrome browser can use this functionality as well. However, due to the large amount 

of information required to detect hoaxes from all aspects, this project will only focus on the 

scope of health related hoaxes. 

 

1.2 Background and Motivation 

Hoaxes can be detected by searching it up using search engines such as Google and 

Bing to see webpages that discuss on the matter, whether it is a hoax or not. In addition, 

websites such as Hoax-Slayer, Hoax Busters and Snopes constantly update their database on 

the latest hoaxes that are spread around the internet, and allows the reader to search based on 

keywords of the hoax, or the type of hoax it is categorized as. These webpages/websites 

allow the reader to determine if the article read is a hoax or not, and the detailed explanation 

on how the hoax came about or the source to prove that the article is not a hoax. 
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Figure 1-1: A ñhoax detectionò method 

In the above figure, it can be seen that Facebook, a social networking site is used to 

share hoaxes and at the same time, concerned Internet users will warn their friends and family 

that a certain article/story is a hoax. Further explanation can be found at hoax detection 

websites such as hoax-slayer.com and snopes.com as follows: 

Figure 1-2:  A detailed analysis on the hoax at hoax-slayer.com 



CHAPTER 1: INTRODUCTION 

4 
BIS (Hons) Business Information Systems 

Faculty of Information and Communication Technology (Perak Campus), UTAR. 

Even though this is only a hoax, yet it still affects the mental state of readers. Some examples 

are as follows: 

Figure 1-3: An example of Facebook users expressing fear over the hoax 

 As seen above, it is clear that many are affected by the hoax, and many claim to suffer 

from the fear of holes. The term trypophobia is frequently used, a term used to describe the 

fear of holes, although ñit's probably not even a real phobia, which the American Psychiatric 

Association's Diagnostic and Statistical Manual of Mental Disorders says must interfere 

"significantly with the person's normal routine.òò (Abassi 2011). Thus, this proves that hoax 

detection is an area that still requires lots of attention to help reduce such anxiety among 

Internet users. 

 

1.2.1 Impact, Significance and Contribution 

The widespread sharing of hoaxes has become increasingly unmanageable, that most 

people would change their beliefs because of them. Therefore, the contribution by this project 

is that it will analyze if the sentence against the sentences in the database and categorizes it as 

a hoax or not, and further provide the links to see related webpages that prove the authenticity 
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of the message. The focus on health related hoaxes is crucial as these hoaxes can change the 

lifestyle of a person and therefore the outcome of the project will help to align their beliefs 

based on facts, and not lies and myths. In addition, it will also ensure that readers/users do not 

fall into traps and scams created by scammers in an attempt to obtain personal information 

for malicious purposes.  

   

1.3 Project Objectives 

The objectives of this project are as follows: 

1) To obtain health-related data from reputable websites to store in the database for 

future retrieval and comparison with queried sentences 

Data such as the keywords and a description of the pages from reputable websites 

such as www.hoax-slayer.com, www.webmd.com and www.snopes.com needs to be 

extracted and stored in the database so that when a new query comes, it can be 

compared against the stored data in the database for ranking and categorization. 

2) To develop a working Google Chrome extension that is able to grab highlighted text 

and send to server for sentence similarity against sentences in database. 

At the end of this project, a Google Chrome extension is expected as the output that is 

able to extract the highlighted text from a webpage and send this to the database for 

sentence similarity against the sentences stored in the database. The extension will 

also display the related links to the highlighted sentence and allow the user to further 

read more about it in a new tab so as not to disturb their browsing activity. 

3) To produce a system that has a high precision and recall.  

The system should have a precision and recall of 80% to ensure that the chances of 

selecting the correct link and sentence is higher, thus the results shown to the user 

would be as accurate as possible so that the facts delivered to the user/reader are only 

true.   

4) To find a suitable semantic similarity method to calculate the similarity of sentences 

and further ranking them in accordance to their similarity to the highlighted sentence. 

There are many methods for calculating the similarity between words and sentences. 

Therefore, many trial and errors have to be done in order to find the most suitable 

method to be implemented for use in the application. 
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1.4 Proposed Approach/Study 

There are two parts to the project: the preprocessing and the application itself (the analyzing 

and categorization algorithms are implemented here). The following are the flowcharts for 

both the preprocessing and implementation stages: 

Figure 1-4: Flow Chart for the Preprocessing Step 

 

Figure 1-5: Flow Chart for the Hoax Categorization System 
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1.4.1 Client-Server Architecture 

Figure 1-6: Basic Client/Server Architecture (Mozilla Developer Network, 2015) 

 For this project, the client/server architecture is used for sending data between the 

client and the server. The client will be the computer that has Google Chrome browser with 

the extension installed, while the server will receive the request sent by the client, which 

contains the highlighted sentence, and sends the response, which is the results of the ranking 

and categorization of the sentence, whether it is a hoax or not. 

 The reason why this architecture is suitable for this project is because client/server 

relationship allows more efficient data flow as compared to peer-to-peer networks and allow 

servers to respond to requests from a large number of clients at the same time (Evans, Martin 

and Poatsy 2010). The client/server architecture is also centralized, whereby any changes that 

need to be done to the processing side needs to only be updated in the server side, without 

affecting the clients. Furthermore, the client/server architecture has increased scalability as 

compared to other network architecture such as peer-to-peer networks as it allows easy 

addition of users ñwithout affecting the performance of the other network nodes (computers 

or peripherals)ò (Evans, Martin and Poatsy 2010).   

1.4.2 Google Chrome Extension 

According to Developer.chrome.com (n.d.), an extension is a small program what modifies 

and enhances the functionality of the Chrome browser. HTML, JavaScript and CSS are used 

to write these extension and has little user interface as shown below. 

Figure 1-7: An example of the Adblock extension icon in Chrome 
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 Generally, each extension has to have a manifest file that contains information about 

the extension as well as the allowed permissions/capabilities. HTML, JavaScript and Image 

files (for icons) are used to display and perform the functionalities that the extension is 

supposed to do. All these files are packaged into a ZIP file with a .crx suffix 

(Developer.chrome.com, n.d.) and can be uploaded to the Chrome Extensions Web Store. 

 Extensions have their own architecture as well, which usually consists of a 

background page which is further categorized as persistent background pages and event 

pages, UI pages that interact with the user and content scripts that interact with web pages 

(Developer.chrome.com, n.d.).  

Figure 1-8: Architecture for a Chrome extension (Tsonev 2013) 

Background pages can be categorized into persistent background pages where it is 

constantly running in the background and event pages, which is only called when needed. 

Event pages are memory saving and helps improve the overall performance of the browser 

(Tsonev 2013). It is usually used to connect between the other parts of the extension. 

For any interaction with the current webpage, the extension would require the content 

script, which is some JavaScript codes that run on the page that is loaded on the web browser 

(Developer.chrome.com, n.d.). These scripts allow the developer to read and modify the 

Document Object Model (DOM) of the webpage, and are possible through passing of 

message between itself and the extension via Message Passing. 

This project utilizes a browser action icon button to interact with the user. This opens 

up the UI page, which is a popup that shows the current status of the extension and also the 

top 3 links that are related to the highlighted sentence and the categorization of the 

highlighted sentence.  
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1.4.3 Natural Language Processing (NLP) 

NLP is to use a computer to analyze natural languages to perform a certain task. It is still an 

active area of research and is seen to be used in various applications such as robotics, voice 

recognitions and expert systems. NLP involves various tasks, which includes Part of Speech 

Tagging, Named Entity Recognition (NER), sentence understanding, machine translation and 

word sense disambiguation (Nlp.stanford.edu, n.d.). For this project, Stanford CoreNLP and 

POS Tagger are tools that are used for part-of-speech tagging and lemmatization. 

1.4.3.1 Part Of Speech (POS) Tagging 

Depraetere and Langford (2012) in their book ñAdvanced English Grammar: A 

Linguistic Approachò states that English sentences can be broken down into parts of speech, 

which are terms to refer to words that behave similarly in sentences. Generally, the parts of 

speech that are found in sentences are nouns, pronouns, verbs, adjectives, adverbs, 

prepositions, conjunctions and interjections. However, some authors (such as Depraetere and 

Langford (2012)) adds the determiner part of speech which according to University of 

Victoriaôs English Language Centre site (Web2.uvcs.uvic.ca, n.d.), determiners include 

articles such as ñtheò, ñaò and ñanò. The following shows some examples of words and their 

part of speech: 

Figure 1-9: Parts of Speech in English and Examples 
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Therefore, as a preprocessing step, POS Tagging is done on the sentences to be 

compared for their similarity using Stanfordôs POS Tagger. The POS Tagger utilizes a trained 

tagger model which for this project, the English language tagger model is used. The POS 

Tagger will take a sentence as its input, and tags each word in the sentence with the 

appropriate POS. Only words from selected part of speech tags such as adjectives, nouns and 

verbs are kept in the database as well as taken from the highlighted sentence so that only 

words deemed as ñimportantò or have contribute to the core meaning of the sentence are 

considered when calculating the semantic similarity between words in both sentences. 

Adverbs are not saved as they tend to be words such as ñoftenò, ñfurtherò and ñalsoò, which 

further illustrates the noun or verb in the sentence but does not carry the main meaning of the 

sentence. The Stanford POS Tagger utilizes the Penn Treebank tag set which is shown in 

Appendix A. 

1.4.3.2 Lemmatization 

To reduce or derive the base form of a word, stemming or lemmatization can be used to 

achieve this. An example would be to get the base word of ñcookingò, which is ñcookò. 

However, lemmatization is chosen over stemming for this project, which is further explained 

below. 

Stemming uses a crude heuristic process that attempts to obtain the base word of the 

given word by trying to substitute it with common endings or remove the affixes totally. One 

of the most used stemming algorithms is the Porter Stemming Algorithm, which is written 

and maintained by Martin Porter is used to perform this process. However, as it uses a crude 

method when attempting to obtain the base word, the semantic meaning is no longer taken 

into account, and the undesired outcome of having stemmed words that have deviated from 

its original base word may be obtained. An example is ñreallyò. After going through the 

stemming process, it will return the word ñrealliò, which does not carry its original meaning. 

Therefore, this method is not selected for the project. 

On the other hand, the lemmatization process aims to return the dictionary form of the 

given word, which is known as the ñlemmaò, with ñthe use of a vocabulary and 

morphological analysis of wordsò (Nlp.stanford.edu 2008). Lemmatization takes into account 

the whole sentence and how the word is being used. For example, the word ñsawò, of which 

lemmatization attempts to return ñseeò or ñsawò depending of the POS of the word in the 

sentence (e.g. if it is a verb or noun) while stemming may return only ñsò (Nlp.stanford.edu 
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2008). Thus, it would seem that lemmatization would help maintain the meaning to the word, 

and would not affect the semantic similarity score when calculating between words in 

sentences. The tool used for the lemmatization process is the Stanford CoreNLP by the 

Stanford Natural Language Processing Group.  

1.4.4 WordNet 

WordNet is an English lexical database that groups together words (nouns, verbs, adjectives 

and adverbs) into different concepts which consists of sets of cognitive synonyms called 

synsets that are linked via conceptual-semantic and lexical relations (Princeton University 

2010). Words are evaluated based on their senses which are represented by synonyms that 

have that sense and are labeled with the semantic relations the word has with other words.  

 Sense is the meaning of the word in that context, also known as the word sense.  For 

example, the sentences ñThey went to the park to playò and ñThe Midsummer Nightôs Dream 

play was very interestingò. Both sentences have the word ñplayò, however, their meanings 

differ as in the first sentence the word ñplayò has the meaning of performing an activity for 

fun while in the second sentence, the word ñplayò means a dramatic work that is performed 

on stage. Since a word can have multiple senses, word sense disambiguation is a part of 

natural language processing applications. 

 In WordNet, words are connected from the same part of speech (POS) and therefore 

consist of four sub-nets: nouns, verbs, adjectives and adverbs.  WordNet links words via 

semantic relations, and according to Miller (1995), there are 6 types of semantic relations in 

WordNet. The table below shows that WordNet accepts the four POS as mentioned above, 

therefore, only words that belong in these POS are taken into consideration when performing 

semantic similarity between words. 
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Figure 1-10: List of semantic relations in WordNet and their examples (Miller 1995) 

 Meng, Huang and Gu (2013) explains the relationships in WordNet slightly 

differently since ñlanguage semantics are mostly captured by nouns or noun phrasesò and 

therefore it is the focus of research in semantic similarity calculating. According to their 

paper, there are four frequently used semantic relations for nouns: hyponym/hypernym (is-a), 

part meronym/part holonym (part-of), member meronym/member holonym (member-of) and 

substance meronym/substance holonym (substance-of) (Meng, Huang and Gu 2013). In this 

structure, it is then shown that the deeper concepts are more specific while the concepts in the 

upper region are more abstract. 
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Figure 1-11: An Example of a ñis-aò Relation in WordNet (Meng, Huang and Gu 2013) 

Synonymy is the main relation among words in WordNet (Princeton University, 

2010) and is the symmetric relation between word forms (Miller 1995). This relation relates 

words that have the same sense. Similarity of the words are evaluated as more similar if the 

words share more features of meaning (ñnear-synonymsò) and are less similar if the words 

have fewer common meaning elements, thus contributing to a greater ñsemantic distanceò 

(Greenbacker, n.d.).  

Antonymy (opposing-name) is the lexical relation between word forms and is also a 

symmetric semantic relation between word forms (Miller 1995). The antonym of a word ñxò 

is not always ñnot-xò and therefore semantic relations between word forms and word 

meanings have to be distinguished clearly (Miller et al. 1993). It forms the principle in the 

organization of the meanings of adjectives and adverbs. An example would be the ñthinò and 

ñfatò. A person who is not thin does not necessarily be fat and vice versa.  

Hyponymy (sub-name) or (is-a) relationship accounts for about 80% the relations 

(Meng, Huang and Gu 2013) and its inverse, hypernymy (super-name) are transitive relations 

between synsets (Miller 1995). It is the semantic relation between word meanings and since it 

is normally a single superordinate, a hierarchical semantic structure is formed. It has the 

parent-child structure, and therefore the hyponym inherits the features the superordinate 

(parent) and adds at least a feature to distinguish itself from the parent and the other children 
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hyponyms. For example, a boy ñis-aò male, and a girl ñis-aò female, and both male and 

female ñis-aò person.  

The part-whole (or HASA) relation is known as meronomy (part-name) and its 

inverse, holonymy (whole-name), and is a complex semantic relations, which in line with 

Meng, Huang and Gu (2013), can be further categorized as component, substantive and 

member parts. According to Wordnetôs website by Princeton University (Princeton 

University, 2010), parts are not inherited ñupwardò but inherit from their superordinates as 

there may be certain characteristics that only some things have but not the whole class. For 

example, the meronymy relation holds synsets like ñchairò and ñseatò and ñlegò however not 

all furniture have legs even though chairs have legs (Princeton University 2010).  

Verbs are structured just like how hyponymy is for nouns, called tryponymy (manner-

name) or tryponyms for the verbs with this relation arranges verb synsets into hierarchies, but 

are much shallower compared to hyponymy. The deeper concepts are more specific manner 

describing an event such as the volume dimension with verbs like ñcommunicateò ï ñtalkò ï 

ñwhisperò and the specific manner expressed is depended on the semantic field (Princeton 

University 2010). Miller (1995) states another relation for verbs called entailment which 

follows a logic where if a verb X has been done, then verb Y can only be done, and therefore 

verb X entails verb Y (Wordnet.princeton.edu, n.d.). 

1.4.4.1 Path 

To calculate the similarity between words in two sentences, ws4j (WordNet Similarity for 

Java) API is used. Ws4j is the Java version of the WordNet::Similarity Perl implementation 

from Prof. Ted Pedersenôs group in University of Minnesota in Duluth and is written by 

Hideki Shima from Carnegie Mellon University (USA) (Shima, n.d.). His API offers eight 

semantic relatedness metrics, which include Hirst &St-Onge, Jiang & Conrath, Leacock & 

Chodorow, Wu & Palmer, Lesk, Lin, Resnik and Path. For this project, the path semantic 

relatedness metric is used as the similarity metric in calculating the semantic similarity. 

 Path counts the number of nodes along the shortest path between the senses in the óis-

aô hierarchies of WordNet to calculate the semantic relatedness of word senses and is 

inclusive of the end nodes. Therefore, if the two words are in the same concept, the distance 

between them is one, and thus their relatedness is also one (Pedersen, Patwardhan and 

Michelizzi, n.d.). This shows that the longer the path length, the relatedness is also lesser. 
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The relatedness value is the multiplicative inverse of the path length (distance) between the 

two concepts, and is shown in the equation below: 

ὖὃὝὌ ίρȟίς
ρ

ὴὥὸὬ ίρȟίς
 

Where ίρ and ίς are synsets of the two words whose semantic relatedness is to be calculated, 

and ὴὥὸὬ ίρȟίς is number of nodes along the shortest path between the senses in the 

óis-aô hierarchies of WordNet (Pedersen, Patwardhan and Michelizzi, n.d.). 

 However, if the two words are not from the same concept/synset, then the value 

returned will be a large negative number, and for this project, it will be replaced with zero so 

that it will not affect the overall semantic similarity calculation for both sentences. Thus, 

pathôs largest similarity score can only be 1.0 and the minimum score is 0.0. Path will 

compare between all the senses of both words and select the highest value that is compared.  

1.4.5 Bipartite Mapping  

To calculate the overall semantic similarity of two sentences, each word in each sentence is 

treated as a set of vertices and each sentence is a disjoint set as they are initially assumed that 

there is no element in common. The semantic similarity of each word pair is then the edge 

between the two vertices from the two disjoint sets as illustrated as follows: 

Figure 1-12: Examples of a Complete Bipartite Graph (Weisstein, n.d.) 

 The outcome for this mapping is a matrix that consists of the semantic similarity 

between word pairs and from this the highest score between word-pairs are selected for the 

overall semantic similarity.  

1.4.6 N-grams 
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 The N-gram model is used when querying and retrieving sentences from the database. 

It is illustrated as placing a small window over a sentence that shows ὲ words at a time. 

When ὲ ρ, it is called unigram, and when ὲ ς, it is called bigram and etc. For this 

project, the highlighted sentence from the user is broken down into n-grams where ὲ υ and 

is used for querying the database. For example, a phrase ñCuriosity killed the cat but it 

survived anywayò has 4 n-grams where ὲ υ: {Curiosity, killed, the, cat, but}, {killed, the, 

cat, but, it}, { the, cat, but, it, survived}  and {cat, but, it, survived, anyway}.  

Based on the analysis done as shown in the testing results, the number of results 

obtained when ὲ υ is not too many or too little. This is also known as a query relaxation 

method when querying the database for this system. Query relaxation is a method to widen a 

query so that more records can be retrieved when the original search query returns none or 

only a few records (Clark 2010).  As in the above example, the search algorithm is therefore 

now (Curiosity ᷾  killed ᷾ the ᷾ cat ᷾ but)  ᷊ (killed ᷾ the ᷾  cat ᷾  but ᷾  it)  ᷊(the ᷾  cat ᷾

 but ᷾  it  ᷾ survived)  ᷊(cat ᷾ but ᷾ it  ᷾survived ᷾  anyway). 

1.5 Achievement Highlights 

At the end of this project, a Google Chrome extension that is able to extract the 

highlighted text from the webpage and sends it to the server for semantic similarity 

calculation. The data sent back to the extension includes links to related webpages and 

informs the user that based on the related links found in the database, the text read is most 

likely a hoax or not. Furthermore, a standalone Java application is also developed for those 

who may not own the Google Chrome browser or is unfamiliar with using the Google 

Chrome extension functionality. The system is able to obtain a precision and recall rate of 

80% when comparing with similar sentences from the database. The database contains 59 

records from www.hoax-slayer.com, and 259 records from www.snopes.com as records 

labeled as hoaxes while 395 records from www.webmd.com serves as the non-hoax records. 

1.6 Report Organization 

The rest of this report consists of Chapter 2 that compares different semantic 

similarity measures as well as how and what methods previous works have used to solve 

similar problems. Chapter 3 shows the systemôs design and workflow and explains the steps 

taken to develop the application. Chapter 4 discusses on the methodology and tools used in 

developing the entire project as well as the system requirements that the user will need to run 
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the application. Chapter 5 discusses the implementation and testing specifications and results 

and lastly, Chapter 6 will conclude the entire report by giving a review on the entire project 

inclusive of the achievements, contributions and objectives achieved as well as some of the 

issues encountered during the entire project duration and some future improvements that 

could further enhance the application. 
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CHAPTER 2: LITERATURE REVIEW  

2.1 Literature Review 

According to Greenbacker (n.d.), there are two methods to calculate the semantic 

similarity between words: Thesaurus and Distributional methods. The thesaurus method uses 

a lexical database such as Wordnet as a thesaurus and measures the distance between two 

senses while the distributional method estimates the word similarity by finding words that 

have a similar distribution in a corpus (Greenbacker, n.d.). However, since the database used 

does not cover all hoaxes and one word can have multiple meanings, therefore the 

distributional method is not as suitable as using the thesaurus method.   

Generally, there are two types of measures: path-based (also known as edge-based or 

structure-based) and information content (node-based) measures. Further research has 

brought forward hybrid measures and feature-based (or gloss-based) measures. According to 

Pedersen, Patwardhan and Michelizzi (2004), there are three similarity measures that are 

based on path-based, and that includes the Leacock & Chodorow, Wu & Palmer and Path 

measures. The information content measures include Jiang & Conrath, Resnik and Lin 

measures.  

2.1.1 Shortest Path  

Some of the path-based measures depend on the shortest path between the two 

concepts. The formula is as shown below: 

ὛὭά ὅρȟὅς ςz ὓὥὼὅρȟὅς ὰὩὲὅρȟὅς 

Where ὓὥὼὅρȟὅς is the maximum path length between ὅρ and ὅς and the shortest path 

relating (minimum number of links) concepts ὅρ and ὅς (Slimani 2013; Meng, Huang and 

Gu 2013).  

2.1.2 Leacock & Chodorow (lch) 

The Leacock & Chodorow measure calculates the relatedness similarity of two words 

by finding the shortest path between two synsets/concepts and further scales the score by the 

maximum path length in the ñis-aò hierarchy (Pedersen, Patwardhan and Michelizzi 2004). 

The formula is as follows: 
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ὛὭά ὅρȟὅς  ÌÏÇ
ὰὩὲὅρȟὅς

ςz ὨὩὩὴᾴὥὼ
 

Where ὰὩὲὅρȟὅς is the length of the shortest path between two concepts ὅρ and ὅς, and 

ὨὩὩὴᾴὥὼ is the maximum depth of the taxonomy (Slimani 2013; Meng, Huang and Gu 

2013).  

 According to Meng, Huang and Gu (2013), when ὅρ and ὅς are in the same sense, 

ὰὩὲὅρȟὅς will return 0, and therefore both ὰὩὲὅρȟὅς and ςz ὨὩὩῂάὥὼ needs to add 1 

to avoid the situation where ÌÏÇπ can occur. Therefore, the ranges of values obtained are 

between (0,  ÌÏÇςz ὨὩὩὴÍͅÁØρ ]. 

2.1.3 Wu & Palmer (wup) 

Wu & Palmerôs similarity measure takes the position of the concepts ὅρ and ὅς to the 

position of the closest most specific common concept (also known as the lowest common 

subsumer), ὰίέὅρȟὅς. The formula is as follows (Meng, Huang and Gu 2013): 

ὛὭά ὅρȟὅς
ςz  ὨὩὴὸὬὰίέὅρȟὅς

ὰὩὲὅρȟὅς ςz ὨὩὴὸὬὰίέὅρȟὅς
 

Where ὰὩὲὅρȟὅς is the distance (number of ñis-aò links) that separates the concepts ὅρ and 

ὅς from the lowest common subsumer ὰίέὅρȟὅς. ὨὩὴὸὬὰίέὅρȟὅς  is the distance 

between the root node and the lowest common subsumer for concepts ὅρ and ὅς. The range 

of values are between (0, 1] (Meng, Huang and Gu 2013). 

2.1.4 Hirst & St -Onge (hso) 

This measure is a path-based measure and classifies relations in WordNet as having 

direction (Pedersen, Patwardhan and Michelizzi, 2004). Two concepts are semantically close 

if their synsets are connected to a relatively short path (in Shimaôs ws4j web demo, the 

distance is not more than 5) and relatively stationery (does not change direction too often). 

An example is the ñis-aò relation is categorized as upwards, and the ñhas-partò relation as 

horizontal. According to Silmani (2013), an Allowable Path is a path that does not stray from 

ñthe meaning of the source conceptò and therefore is considered when calculating 

relatedness. 

The similarity function is as below (Slimani 2013): 
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ὛὭά ὅρȟὅς ὅ Ὓὖ Ὧz Ὠ 

Where ὅρ and ὅς are two concepts in WordNet, Ὠ is the number of changes of the direction 

in the path that connects ὅρ and ὅς while ὅ and Ὧ are constants that are derived from 

experiments (Slimani 2013).  

2.1.5 Resnik (res) 

The Resnik measure relies on the information content to calculate the word similarity 

and adds probabilistic information that is derived from the corpus (Greenbacker, n.d.). The 

measure uses the basis that ñtwo concepts are more similar if they present a more shared 

informationò. The information content of the concepts that subsume the two concepts in 

WordNet indicates the information shared by the two concepts.  It is defined as follows: 

ὛὭά  ὅρȟὅς  ÌÏÇὖὰίέὅρȟὅς Ὅὅὰίέὅρȟὅς  

Where ὅρ and ὅς are two concepts in WordNet, and ὰίέὅρȟὅς is the lowest common 

subsumer between the two concepts and Ὅὅὰίέὅρȟὅς  is the information content of that 

subsumes them. P is defined as: 

ὖὧ
В ὧέόὲὸ ύᶰ  

ὔ
 

Where ύέὶὨίὧ is the set of words subsumed by a concept ὧ, and ὔ is the number of words 

in the corpus and WordNet (Greenbacker, n.d.).  

 Information such as the size of the corpus is provided by the measure (Slimani 2013). 

It is also ñconsidered somewhat coarseò because the same least common subsumer is shared 

with many different pairs of concepts. 

2.1.6 Lin  et al. 

Lin et al. has calculates the similarity based on the hierarchic links and the corpus 

(Slimani 2013). This similarity measure is based on the more differences between the two 

concepts, the less similar they are (Greenbacker, n.d.), and is shown as follows:  

ὛὭά ὅρȟὅς
ςz ÌÏÇὖὰίέὅρȟὅς

ÌÏÇὖὅρ ÌÏÇὖὅς
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Where ὅρ and ὅς are two concepts in WordNet and ὰίέὅρȟὅς is the lowest common 

subsumer for the two concepts. It is based on the similarity theorem where they similarity 

between A and B is the ratio of the amount of common information of A and B and the 

information that fully describes A and B (Greenbacker, n.d.). 

ὛὭά ὃȟὄ
ὧέάάέὲὃȟὄ

ὨὩίὧὶὭὴὸὭέὲ ὃȟὄ
 

Therefore, according to Slimani (2013), Lin et al.ôs measure gives a better ranking of 

similarity as compared to Resnikôs measure. 

Figure 2-1: A Fragment of the WordNet Hierarchy that shows the probability ὴὧ 

attached to each content (Greenbacker, n.d.; Lin 1998) 

2.1.7 Jiang & Conrath  

Jiang & Conrathôs similarity measure calculates the semantic relatedness using a 

combination of edge counts in the ñis-aò hierarchy in WordNet and the information content in 

values of WordNet concepts. This measure is expressed as distance instead of similarity, and 

therefore the value is inverted to obtain the semantic relatedness measure. The formula is as 

below: 

ὨὭίὸ ὅρȟὅς ςz ÌÏÇὖὰίέὅρȟὅς ÌÏÇὖὅρ ÌÏÇὖὅς  

And therefore to obtain the semantic similarity measure: 

ὛὭά ὅρȟὅς
ρ

ςz ÌÏÇὖὰίέὅρȟὅς ÌÏÇὖὅρ ÌÏÇὖὅς
 

Where ὅρ and ὅς are two concepts in WordNet and ὰίέὅρȟὅς is the lowest common 

subsumer for the two concepts. 
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 This measure takes into consideration of the shortest path between the two concepts 

and the density of the concepts in the same path (Slimani 2013).  

2.1.8 Extended Lesk 

Lesk was originally proposed by Lesk in 1985, and states that ñthe relatedness of two 

words is proportional to the extent of overlaps of their dictionary definitionsò (Pedersen, 

Patwardhan and Michelizzi, n.d.). A gloss, which is a short description that explains the 

meaning of the concept by the synset, is assigned to each synset. Banerjee and Pedersen 

(2002) extend and adapt the original Lesk algorithm. Relatedness is calculated by the overlap 

scores between the glosses of the two concepts and the relationships between concepts in 

WordNet. Therefore, the extended Lesk measure takes into account not only the glosses, but 

also the hypernyms, hyponyms, meronys and other relations (Greenbacker, n..d). The 

similarity between two concepts A and B are expressed as follows: 

ίὭάὭὰὥὶὭὸώ ὃȟὄ έὺὩὶὰὥὴ Ὣὰέίίί ὃȟὫὰέίίὄ  

έὺὩὶὰὥὴ Ὣὰέίί Ὤώὴέὃ ȟὫὰέίί Ὤώὴέὄ   

      έὺὩὶὰὥὴ Ὣὰέίί ὃȟὫὰέίί Ὤώὴέὄ  

έὺὩὶὰὥὴ ὫὰέίίὬώὴέὃ ȟὫὰέίίὄ  

Which can be expressed in the following formula: 

ίὭά ὅρȟὅς  έὺὩὶὰὥὴ Ὣὰέίίὶὅρ ȟὫὰέίίήὅς

ȟᶰ

 

Where ὅρ and ὅς are two concepts in WordNet and ὶ and ή are relations such as hypernyms, 

hyponyms, etc. 
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The following is a table that compares the different semantic similarity measures that is 

compared and evaluated by Meng, Huang and Gu (2013): 

Table 2-1: Comparison of Different Semantic Similarity Measures (Meng, Huang and Gu 

2013) 
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2.2 Review and Comparison of Previous Works 

There have been many studies and research done on the field of text similarity, and various 

methods have been used to try and find the similarity between two sentences. The following 

are some articles reviewed for this project that include various methods for finding similarity 

between sentences and their findings. 

 Song et al. (2007) in their paper titled ñQuestion Similarity Calculation for FAQ 

Answeringò proposes a method that takes two sentences, which is the question asked by the 

user and the question stored in the FAQ database, and calculates the overall similarity by 

finding the statistic and sematic similarity values of the sentences. In their paper, they 

mention that the question similarity calculation is the most important stage as it affects the 

answer quality.  

 Song et al.ôs (2007) method includes the usage of the cosine similarity as the statistic 

similarity measure and using WordNet to calculate the semantic similarity between two 

words using them path length between them, followed by calculation of the semantic 

similarity between two questions using the bipartite mapping by mapping the first question to 

the second and vice versa. The overall similarity is calculated using the following formula: 

Figure 2-2: Overall Similarity between 2 questions 

where  is a constant value between 0 and 1. 

 According to their experiment, the results obtained shows that a good performance is 

achieved by using the overall similarity measure as compared to only using statistic or 

semantic measures. However, as shown in their results using S@n where n=1 performance 

metrics, the statistical similarity measure gives the lowest result, with 50.0%, followed by 

sematic similarity measure with 57.1% and the combined similarity measure with 64.3%.  

From this, even though combined similarity measure is slightly better as compared to 

the semantic similarity measure, it is still not good enough when used in a real life 

application as high recall is required when categorizing hoaxes. Furthermore, it can be seen 

that semantic similarity is better than statistic similarity, and this contributes to the selection 

of similarity measurement used in this project.  
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Achananuparp, Hu and Shen (2008) evaluates various sentence similarity measures 

whereby the performances of word overlap, TF-IDF and linguistic measures are evaluated 

and each sentence pair are analyzed with the presumption that they have the same meaning. 

Their study aims to evaluate the effectiveness of the measures rather than concentrating on 

estimating the similarity between sentences.  

 However, according to their article, their semantic similarity measure transforms 

sentences into feature vectors whereby the feature set is the individual words from a sentence 

pair. Furthermore, the maximum semantic similarity score between the words in both 

sentences are only used as term weights and cosine similarity is further added to calculate the 

sentence similarity. As their method uses the inverse document frequency value in their 

calculation, a large dataset or corpus is required to calculate the IDF values prior to the actual 

sentence similarity algorithm. 

Furthermore, their study includes word order similarity as another type of sentence 

similarity measure which focuses on the word order between the two sentences. Combined 

similarity measures have also been evaluated by combining similarity sentence pair with 

word order similarity and semantic similarity measure with word order similarity. From the 

results that they have obtained, linguistic measures that include sentence semantic similarity 

and combined similarity measures perform significantly better than the others at p<0.05.  

 They have also proposed using a graph-based representation instead of using a bag of 

words to represent a sentence. This further supports the usage of Bipartite Graph as in Song 

et.alôs (2007) study. Therefore, Bipartite Graph will be used in this project to get the highest 

word similarity score between word pairs. 

 A grammar-based semantic similarity algorithm was proposed by Lee, Chang and 

Hsieh (2014) for natural language sentences whereby the corpus-based ontology and 

grammatical rules is proposed. WordNet and grammatical rules is used in the process of 

representing relationships between pairs of sentences in grammar matrices. For their research, 

they have used Wu & Palmerôs similarity measure (Lee, Chang and Hseih 2014), and have 

linked words into subtypes based on their grammar information (nouns, adverbs, adjectives, 

etc).  

 According to their paper, their algorithm is the first measure of semantic similarity 

measure that integrates word-to-word evaluation to grammatical rules, quantifies correlations 
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between phrases rather than considering word order or common words and that it performs 

well on sentences similarity and paraphrase recognition (Lee, Chang and Hseih 2014). Their 

algorithm is assumed to take a long processing time because linkages between words in a 

sentence analyzed and further categorized into subtypes for some links.  

 To summarize text automatically, Aliguliyev (2009) has presented a new sentence 

similarity measure and sentence based extractive technique in his study. Following this, his 

paper states that similarity measure plays a rule in summarization results besides an 

optimized function. His method involves the use of sentence clustering, by grouping based on 

their content or main focus. Furthermore, normalized google distance (NGD) is used, by 

computing the semantic similarity between concepts thru the number of hits returned by 

Google whereby labels, which are the concepts, are the input search terms into the search 

engine. 

 The experimentation done by Aliguliyev (2009) shows that using the NGD-based 

dissimilarity measure gives a better performance as compared to the Euclidean distance. 

However, their use of clustering may not be very accurate as the World Wide Web is very 

vast, and the sentences that are used as the cluster representative may not correctly represent 

a certain cluster, which is another factor taken into account in this project, which is to limit 

the scope only to health-hoaxes to get a more accurate result. 

 A study was done by Vukoviĺ, Pripuģiĺ and Belani (2009) to develop an intelligent 

automatic hoax detection system using Kohonenôs self-organizing maps (SOM) architecture, 

which is a type of artificial neural network. In their paper, they have emphasized on the 

importance of pre-processing for text classification and conclude that the proposed system is 

able to identify and classify hoaxes based on similar patterns. 

 Their system is automatic, whereby an additional note is added into the title so that 

users can identify if it is a hoax or not. They have included Croatian besides English for the 

languages supported, but due to this, they have chosen to use n-gram tokenization instead of 

stemming or lemmatizing. From their study, it can be further seen that the four most common 

hoaxes were chained letters that were on prayers, asking for help for a surgery and warning 

recipients about something, and of these four, three were in Croatian. Therefore, their 

proposed solution may be more suited towards Croatian than English. Besides that, their 

method does not take into account the semantic meaning of the emailôs content, which they 

hope to develop in the future.  
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 Li et al. (2006) has presented an algorithm that calculates the sentence similarity 

based on semantic nets and corpus statistics. The overall sentence similarity is calculated by 

using the semantic information and word order of the sentence with the use of a lexical 

database (WordNet) and from corpus statistics to give the algorithm adaptability. To further 

evaluate their similarity measure, they have invited participants to rate the similarity of 

meaning of sentence pairs used in the research. 

 The results obtained shows that certain sentence pairs are semantically similar and 

have also achieved good similarity scores. However, there are some sentence pairs that are 

not similar, yet achieving high similarity score, and this shows that pre-processing steps such 

as removing stop words are important and will affect the final similarity score. Furthermore, 

Li et al. (2006) have stated that the word order vector will only be useful if the ñpair of linked 

words (the most similar from the two sentences) must intuitively be quite similar as the 

relative ordering of less similar pairs of words provides very little informationò. 
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CHAPTER 3: SYSTEM DESIGN 

3.1 Entity Relationship Diagram 

Figure 3-1: Entity Relationship Diagram in the Database 

 

 In the diagram above, there are three tables in the database that stores the information 

needed to calculate the semantic similarity between a highlighted sentence and the 

description from each collected webpage. PageDetails stores each crawled webpage as a 

document and assigns the primary key, or the ID, as Doc_ID, along with its link to the 

webpage, description and title that is obtained from the webpageôs header and the status of 

the webpage (e.g. is it a false or true hoax). The lemmatized description is stored for 

reference. 

 In the POS_Doc table, each word in the description in PageDetails is extracted and is 

given an ID, Word_ID and is stored along with its POS tag, of which would only consist of 

adjective, nouns and verb POS tags as in the list of POS Tags in Appendix A. The 

lemmatized word is also stored and is used to compare with the word from the highlighted 

sentence from the extension when queried from the servlet. 

 The Word_Synonyms table stores the synonym of each word in POS_Doc. These 

synonyms are taken from WordNet using the JAWS API and is queried when the servlet 

queries for a word in the highlighted sentence from the extension. 
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3.2 Use Case Diagram 

Figure 3-2: Use Case Diagram 

 In the above use case diagram, it can be seen that the web user queries a sentence, and 

all other processes are then done within the system. The system does the POS tagging, 

lemmatization, and searching the database for similar sentences as well as calculating the 

semantic similarity between the highlighted sentence and these retrieved sentences. The 

server needs to update the database from time to time, and thus need to crawl the websites 

again and perform the POS tagging, lemmatization and save the related items into the 

database. 
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3.3 Activity Diagram 

Figure 3-3: Activity Diagram for Google Chrome Extension 

  


