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ABSTRACT

Categorization and determination of hoaxes have always been an issue, and moreso
after the Internet has become part of our lives with the introduction of social networking sites
and ecommunication. In arattempt to solve this problemhi$ project aims to produce a
Google Chrome extensicand a standalone Java applicationdetect health related hoaxes
by extractingthe highlighted text from the web page and sends it to the server to query the
databasea get the top 3 similar links for the user to further readldwe. application will also
help to categorize if the sentence is a potential hoax orTiotcalculate the semantic
similarity between thehighlighted sentence and the sentences stored in thabdse,
WordNet is used as the English lexical databalsge using Path, a similarity measure that
measure the relatedness of a pair of words based on their path length. A word can have
multiple senses, such as t hetisvpenfodnedibly birgsd t h at
and airplanes, and it could also mean the insect. Thereforepff@ense (POS) tagging is
done on both théighlightedsentence and the sentences that are stored in the database in
order to only compare words that are of s@mePOS when quging the databaselo
further increase theeliability of the application, synonyms that are in the same synset as the
word are also stored in the database so that the sentences queried from the database are not
only limited to the samwords in the sentence, but also to similar words to the words in the
highlighted sentence.Preproessing is done on the sentences queried, which includes
lemmatization to only include meaningful words to obtain more reliable similarity score.
Other similaity measures have been reviewed, and this includes Wu & Palmer, Leakcock &
Chodorow, Li, Resnik, Lin and Jiang measures. Previous works that uses statistical similarity
measures such as Cosine and Word Order Similastyell as on sentence similarésealso
reviewedfor further understanding and comparisd@he application is expected to obtain a

precision andecallrateof at least80%.
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CHAPTER 1: INTRODUCTION

CHAPTER 1: INTRODUCTION

According to the Oxford Dictionary of Current English for Malaysian Students, the
term Hoax is defined as a trick intended to make a person believe something that is untrue
and act unnecessarily. Hoaxes are sometimes created based on egghds land true
stories altered by humans to achieve certain goals such as monetary goals via scams and
advertising using these hoaxes. These hoaxes can be found almost everywhere on the
Internet, from emails to blogs and webpages, and especially on setiairking sites such
as Facebook and Twitter.

Some hoaxes are harmless; they are only stories that are untrue, posted to embarrass,
humiliate or to make fun of a person. However, there are many hoaxes that ask the reader to
answer online surveys and to send warning messages to all his/her conveats &bout a
certain virus, which are called virus hoaxes. There are also hoaxes that encourage the reader
to delete certain system files, which can ultimately damage the system. An example of this is
the hoax on the jdbgmgr.exe virus and SULFNBK.EXE.

1.1 Problem Statement

The purpose of this project is to help readers of articles to distinguish whether the
facts are true or false (a hoax). Many posts/links shared by family and friends via Facebook
and emails could cause the reader to be confused, whebkl it be true or not, and for
some, to act differently than usual, for exampleoax listed in Snopes.com (2018uch as
canola oil is dangerous as it is toxic may cause a person to avoid all foods that uses or
contains canola oil, which is in facthealthy oil. Readers may also be misinformed of a
certain news such as the missing airplane MH370 has been found in the Bermuda Triangle
was spead around Facebook (Snopes.@0th4) , however this news is false as the plaas
yet to be found talate (26' March 2015.

Further mor e, according to Radforddés (201
went viral in West Africa which claims that salt water is able to prevent or cure Ebola and
therefore causing deaths and sicknesses in the area. The haanexbtt spread everywhere
including the Internet and via woxf-mouth that other West African countries were also
affected soon many followed its advice and bathed in hot water and salt and drank salt water
as a prevention method. Drinking salt wateumhealthy even causing the deaths of two

people and many more fell ill. iErefore, it can be seen that hoaxes gives a false sense of

1
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CHAPTER 1: INTRODUCTION

security(Radford2014)and can take lives as people takes any information seriously when a
deadly disease such as Ebsi#l on the rise.

This project will also help readers/users to avoid scams; one way is via sharing and
liking pages in Facebook. In recent days, there are many pages in Facebook that promises a
large number of free products to giveaway, and all the neselér has to do is to share and
like the page. An example listed in HeSlayer (2014) of this is by a Facebook page by Big
W., which is not associated with the Australian departmental store Big W, claiming to
giveaway hundreds of electronic items suchires Samsung Galaxy S5 and Dell computers
by sharing and liking the page. These pages aim to get a large amount of followers for future
scams or to sell in the black market for malicious purposes and usually will direct followers

to online surveys that astéar personal information.

With the advancement of technology, hoaxes can be easily spread via email, blogs,
and social media. Furthermoregcording to www.w3schools.com (2015), statistics have
shown that Google Chrome is the most used browser, with 62088tved by Firefox 22.9%
and Internet Explorer (IE) with 2.0% in February 2015. This shows that the application
produced can be accessed and used by majority of the Internet users, therefore reaching a
larger audiencand many Internet users will be alib use this functionality within their own
browser Moreover, a standalone version is also provided so that users who do not own the
Google Chrome browser can use this functionality as Welvever, due to the large amount
of information required taletect hoaxes from all aspects, this project will only focus on the

scope of health related hoaxes.

1.2 Background and Motivation

Hoaxes can be detected by searching it up using search engines such as Google and
Bing to see webpages that discuss on théemawhether it is a hoax or not. In addition,
websites such as Ho&{ayer, Hoax Busters and Snopes constantly update their database on
the latest hoaxes that are spread around the internet, and allows the reader to search based on
keywords of the hoaxpr the type of hoax it is categorized as. These webpages/websites
allow the reader to determine if the article read is a hoax or not, and the detailed explanation

on how the hoax came about or the source to prove that the article is not a hoax.

BIS (Hons)Business Information Systems
Faculty of Information and Communication Technology (Perak Campus), UTAR.



CHAPTER 1: INTRODUCTION

- tked - June 30

We're seeing a lot of posts about an alleged "disease" on
a particular ahem” body part, and we have to say this:
ITS NOT TRUE! The image is actually Photoshopped
using a lotus flower pod

Most of the links being spread on Facebook about it are
scams, and some of the sites have a virus which can
endanger your computer. Be wary of the links you share
online, yo! —w

Like - Comment - Share

& Top Comments ~
and 5,152 others like this.

[ 10,594 shares

- Wiy Photoshop or not it still grosses
me out. And its not right
Like - Reply - 5 363 - June 30 at 12:57pm

' P

Rl \Write a comment
4

Figure 21: A Ahoax detectiono met hod

In the above figure, it can be seen that Facebook, a social networking site is used to
share hoaxes and at the same time, concerned Internet users will warn their friends and family
that a certain article/story is a hoaurther explanation can be found at hoax detection
websites such as hoalayer.com and snopes.com as follows:

- SR ISlEEs
; et S She L - ot
€' | [1 www.hoax-slayer.com/breast-larvae.html i’@‘%g EEE

Deatiled Analysis

This circulating "warning" claims that anthropologist Susan McKinley developed an unusual rash on her breast after a trip to South America.
According to the message, which arrives with a picture of the supposed rash, doctors subsequently found that live larvae were growing in the
breast. Versions of the message have been circulating since at least 2003, first via email and more lately via social media.

However, the breast rash "photograph” featured in the message is almost certainly a fake created by combining two or more images in a graphics
manipulation program. A closer inspection of if the image reveals a strong similarity between the "rash" and a lotus seedpod. The images below
clearly illustrate this similarity:

Part of Breast Rash Image Close up of Lotus Seed Pod
P i | [ & > Ay

2

Although larvae infestation of the breasts is possible (as discussed below), genuine images of such infestations have no resemblance to the rash
supposedly depicted in the message. In fact, | could find no genuine photograph of any sort of skin condition resembling the one included in this
"warning" email. If true, such an unusual breast rash would surely have been published in medical journals and websites along with more information -

Figure 22: A detailed analysis on the hoax at hedayer.com

BIS (Hons)Business Information Systems
Faculty of Information and Communication Technology (Perak Campus), UTAR.



CHAPTER 1: INTRODUCTION

Even though this is only a hoax, yet it still affects the mental state of se&tene examples

are as follows:

Like - Reply - w» 110

L7} 3 Replies

Oh dear. | nearly puked last night looking those
post on my news-feed non stop... wonder why people post those
gross picture and scare the hell out of everyone.. some has weak
heart people.. do consider that! Thanks guys for the info~
Like - Reply - ¥4 51

. eally gives you the goose bumps huh
haha

Like

Some times those might kill people too
Like

Omg this kind of pic is disgusting..i can't
- even look at it. It gives me goosebumps and it keeps playing in my

mind. Yes i have trypophobias)ies
Like - Reply - &4 41

. Me too. Couldn't stop thinking
about it

Like
B Write a reply

gg trypophobia
Like - Reply - #4142

L. 2 Replies

. | know its scam.. but still really hate to see that
geli

Figure 13: An example of Facebook users expressing fear over the hoax

As seen above, it is clear that many are affected by the hoax, and many claim to suffer
from the fear of holes. The term trypophobia is frequently uagdrm used to describe the
fear of hoit'sgpmhablyanbt teveroauregahphoiia, which the American Psychiatric
Association's Diagnostic and Statistical Manual of Mental Disorders says must interfere
"significantly with the person's normalroune. 00 ( Abassi 2011) . Thus
detection is an area that still requires lots of attention to help reduce such anxiety among

Internet users

1.2.1 Impact, Significance and Contribution

The widespread sharing of hoaxes has become increasingly unmanageable, that most
people would change their beliefs because of them. Therefore, the contribution by this project
is that it will analyzeif the sentencegainst the sentences in the databadecategorizes it as

a hoax or not, and further provide the links to see related webpages that prove the authenticity

4
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CHAPTER 1: INTRODUCTION

of the messagd he focus on health related hoaxes is crucial as these hoaxes can change the

lifestyle of a person and therefotige outcore of the project will help to align their beliefs

based on facts, and not lies and myths. In addition, it will also ensure that readers/users do not

fall into traps and scams created by scammers in an attempt to obtain personal information

for malicious puposes.

1.3 Project Objectives

The objectives of this project are as follows:

1)

2)

3)

4)

To obtainhealthrelateddata from reputable websites to store in the database for
future retrieval and comparison with queried sentences

Data such as the keywords and a description ofptges from reputable websites
such as www.hoaslayer.comwww.webmd.comand www.snopes.comeeds to be
extractedand storedin the database so that when a new query comesn be
compared against théosed data in the database for ranking and categorization.

To developa working Google Chrome extensitimat is able to grab highlighted text

and send to server for sentence similarity against sentences in database.

At the end of this project, a Google ©hne extension is expected as the output that is
able to extract the highlighted text from a webpage and send this to the database for
sentence similarity against the sentences stored in the databasextension will

also display the related links to th@ghlightedsentence and allow the user to further
read more about it in@ew tabso as not to disturb their browsing activity.

To produce a system that has a high precisiorreceall

The system should have a precision aechll of 80% to ensure that the chances of
selecting the correct link and sentence is higher, thus the results shown to the user
would be as accurate as possible so that the facts delivered to the user/reader are only
true.

To find a suitable semantic simitgr method to calculate the similarity of sentences
and further ranking them in accordance to their similarity tditpelightedsentence.

There aremanymethods for calculating the similarity between words and sentences.
Therefore, many trial and errohgve to be done in order to find the most suitable

method to be implemented for use in the application.

BIS (Hons)Business Information Systems
Faculty of Information and Communication Technology (Perak Campus), UTAR.



CHAPTER 1: INTRODUCTION

1.4 Proposed Approach/Study

There are two parts to the project: the preprocessing and the application itself (the analyzing
and categorizatiomalgorithms are implemented here). The following are the flowcharts for

both the preprocessing and implementation stages:

Collect Hoax and Non-
Hoax Links,

Descripti d
escriptions and
Keywords by Crawling

Hoax-Slayer, Snopes

Perform Part Of
Speech Tagging to
Each Description
Collected

Get Synonyms of Each

.| Word given the POS of the
" word from WordNet using

JAWS API

and WebMD l

( Stop <

Figure :4: Flow Chart for the Preprocessing Step

Store Hoax and Non-Hoax |
Links, Descriptions, POS
| Tags and Synonyms for each|
\ " Word in Each Description

Use n-grams Database
: B A T ariad| to Retrieve | Storing Hoax |
Highlight Send Queried Similar | and Non-Hoax |
Start Sentence to be —» Sentence to ———» ‘. Lk ‘
Queried the Server Sentencss [ A,
- | ——— from Descriptions
Database and Keywords
from Hoax- |
Slayer,
Snopes and
WebMD
i Compare each
Rank the P
. o word in both the
Display to the Return the similar p e
retrieved similar
user the top 3 top 3 related sentences
. . 4— sentence and the
links and the links to the based on their :
— S queried sentence to
categorization extension similarity o
—— get a similarity

score

Figure 15: Flow Chart for the Hoax Categorizati@ystem

BIS (Hons)Business Information Systems
Faculty of Information and Communication Technology (Perak Campus), UTAR.



CHAPTER 1: INTRODUCTION

1.4.1Client-Server Architecture

Client Server

Feguest >

HTTP({S)
-
Response

Figure 16: Basic Client/Server Architectu®ozilla Developer Network, 2015)

For this project, the client/server architecture is used for sending data between the
client and the server. The client will be the computer that@aogle Chrome browser with
the extension installed, while the server will receive the request sent by the client, which
contains thenighlighted sentenceand sends the response, which is the results of the ranking
and categorization of the sentence, thee it is a hoax or not.

The reason why this architecture is suitabletfos project is because client/server
relationship allows more efficient data flow as compared to-fmepeer networks and allow
servers to respond to requests from a large nuwibdients at the sam#me (Evans, Martin
and Poatsy010) The client/server architecture is also centralized, whereby any changes that
need to be done to the processing side needs to only be updated in the server side, without
affecting the clients. Fthermore, the client/server architecture has increased scalability as
compared to other network architecture such as-fmepeer networks as it allows easy
addition of wusers fAwithout affecting the pei
or perp h e r @vVasns) Martin and Poatsy 2010).

1.4.2 Google Chrome Extension

According to Developer.chrome.com (n.d.), an extension is a small program what modifies
and enhances the functionality of the Chrome browser. HTML, JavaScript and CSS are used

to write these extension and has little user interface as shown below.

Figure 27: An example of the Adblock extension icon in Chrome

BIS (Hons)Business Information Systems
Faculty of Information and Communication Technology (Perak Campus), UTAR.



CHAPTER 1: INTRODUCTION

Generally, each extension has to haveamifest file that contains information about
the extensionas well aghe allowed permissiohsapabilities.HTML, JavaScript and Image
files (for icons) are used to display and perform the functionalities that the extension is
supposed to do. All these files are packaged into a ZIP file with a .crx suffix
(Developer.chromeom, n.d.) and can be uploaded to the Chré&xtensions WebtBre.

Extensions have their own architecture as well, which usually consists of a
background pagevhich is further categorized as persistent background pages and event
pages Ul pages thatnteract with the user and content scripts thateractwith web pages
(Developer.chrome.com, n.d.).

page action

/—\—D browser action
| |

background script manifest.json

content script

developer tools

Figure 18: Architecture for a Chrome extensi¢hsonev2013)

Background pages can loategorized into persistent background pages where it is
constantlyrunning in the background and event pages, which is only called when needed.
Event pages are memory saving and helps improve the overfalimpance of the browser

(Tsonev2013). It is usually used to connect between the other parts of the extension.

For any interaction with the current webpage, the extension would require the content
script, which is some JavaScript codleat run on the page that is loaded on the web browser
(Developer.chrome.com, n.d.JThese scripts allow the developer to read and mottié
Document Object Model (DOM) of the webpage, and possible through passing of

message between itself and the extengiartMessage Passing

This project utilizes a browser action icon button to interact with the user. This opens
up the Ul page, whkhis a popup thashows the current status of the extension and also the
top 3 links that are related to tHaghlighted sentence and the categorization of the

highlightedsentence.

BIS (Hons)Business Information Systems
Faculty of Information and Communication Technology (Perak Campus), UTAR.



CHAPTER 1: INTRODUCTION

1.4.3 Natural Language Processing (NLP)

NLP is to use a computer smalyze natural languages perform a certain task. It is still an

active area of research and is seen to be used in various applications such as robotics, voice
recognitions and expert system.P involves various tasksyhich includes Part of Speech
Tagging, Named Entity Recognition (NERgentence understanding, machine translation and
word sense disambiguation (Nlp.stanford.edu, nkbj.this project Stanford CoreNLRand

POS Taggeare tools that aresedfor partof-speech tagging and lemmatization.

1.4.3.1 Part Of Speech (POS) Tagging

Depraetere and Langford (2012) in their
Linguistic Approacho states that English ser
which are terms to refer to words that behave similarly in sentences. Generally, the parts of
speech that are found in sentences are nopr®pouns, verbs, adjectives, adverbs,
prepositions, conjunctiorend interjections. However, some authors (such as Depeaahd
Langford (2012)) adds the determiner part of speech which accotditgniversity of
Victoriabs Engl i s h(Webauvcg.uvig.gag n.d@etermimers indude e
articles such aBhe filbwing shpws Boane examplds ofivds andl their

part of speech:

o A noun is a naming word. It names a person, place, thing, idea, living creature, quality, or action.
Examples: cowboy, theatre, box, thought, tree, kindness, arrival
Verb A verb is a word which describes an action (doing something) or a state (being something).
Examples: walk, talk, think, believe, live, like, want
Adjective An adjective is a word that describes a noun. It tells you something about the noun.
Examples: big, yellow, thin, amazing, beautiful, quick, important
Adverb An adverb is a word which usually describes a verb. It tells you how something is done. It may also tell you when or where something happened.
Examples: slowdy, intelligently, well, yesterday, tomorrow, here, everywhere
Pronoun A pronoun is used instead of a noun, to avoid repeating the noun.
Examples: [, you, he, she, it, we, they
N - A conjunction joins two words, phrases or sentences together.
Conjunction ] ] 5 [P 9
Examples: bur, so, and, because, or
Preposition A preposition usually comes before a noun, prenoun or noun phrase. It joins the noun to some other part of the sentence.
Examples: on, in, by, with, under, through, at
An interjection is an unusual kind of word, because it often stands alone. Interjections are words which express emotion or surprise, and they are usually
Interjection followed by exclamation marks.
Examples: Quch!, Hellol, Hurray!, Oh no!, Hal
. An article is used to introduce a noun.
Article
Examples: the, &, an

Figure 19: Parts of Speech in English and Examples

BIS (Hons)Business Information Systems
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CHAPTER 1: INTRODUCTION

Therefore, as a preprocessing step, POS Tagging is done on the sentences to be

compared for their simil.d3heiPOSTagger utihzgs afdinadnf or d

tagger model which for this project, the English language tagger model isTused®OS

Tagger will take a sentence as its input, and tags each word in the sentence with the
appropriate POSOnly words from selected past speech tagsuch as adjectives, nouns and
verbsare kept in the database as well as taken fromhidiielighted sentence so that only
words deemed as @i mportanto or have contri

considered when calculating theemantic similarity between words in both sentences.

b

Adverbs are not saved as they tend to be wo

further illustrates the noun or verb in the sentence but does not carry the main meaning of the
sentenceThe Sanford POS Tagger utilizes the Penredlvank tag set which is shown in
Appendix A

1.4.3.2Lemmatization

To reduce or derive the base form of a word, stemming or lemmatization can be used to
achieve this. An example would be to get the base word ©ofo o ki ng o, whi ch
However, lemmatization is chosen over stemming for this project, which is further explained

below.

Stemming uses a crude heuristic process that attempts to obtain the base word of the
given word by trying to substitute it wittommmon endings or remove the affixes totalyne
of the most used stemmiradgorithmsis the Porter Stemming Algorithimwhich iswritten
and maintained by M#n Porter is used to perforris process. However, as it uses a crude
method when attempting tobtain the base word, the semantic meaning is no longer taken

into account, and the undesired outcome of having stemmed words that have deviated from

its original base word may be obtaingln exampl e i s fAr oah theg 0. Af

stanming process, t  wi | | return the word fArealli o, wh

Therefore, this methoid not selected for the project.

On the other hand, the lemmatization process aims to return the dictionary form of the

gi ven wor d, whi chemmaokwiotwn fatshet hueseilof a

mor phological anal ysi s o ftemmatizatibs takeqintblapcoustt a n f o

the whole sentence and how the word is being used. For exdmple, wor d fAsawo,

lemmatization attempts to retufns e e 0 or Asawd depending of

t

sentence (e.g. if it is a verb or noun) while stemming mayren only fAso ( NI p.

10
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CHAPTER 1: INTRODUCTION

2008).Thus, it would seem that lemmatization would help maintain the meaning to the word,
and would not a#ct the semantic similarity score when calculating between words in
sentencesThe tool used for the lemmatization process is the Stanford CoreNLP by the

Stanford Natural Language Processing Group.
1.44 WordNet

WordNet isan English lexical database tlgrtbupstogether words (nouns, verbs, adjectives
and adverbs) into different comte which consists of sets of cognitive synonyms called
synsets that are linked via concepts@amantic and lexicalefations (Princeton University
2010) Words are evaluated based on tlseinses which areepresented by synonyms that
have that sense and are labeled with the semantic relations the word has with other words.

Sense is the meaning of the word in that contaisb known as the word sengeor

examplethe sentenceST hey went to the park to playo and

play was very interestingo. Both sentences
differ as in the first sentenciaganhcavityloor d Ap
fun while in the second sentence, the word

on stage.Since a word can have multiple ses)seord sense disambiguation is a part of

natural languagerpcessing applications

In WordNet, wods are connected from the same part of speech (POS) and therefore
consist of four swmets: nouns, verbs, adjectives and adveridgordNet links words via
semantic rekaons, and according to Miller (1995), there are 6 types of semantic relations in
WordNd. The tablebelow shows that WordNet accepts the four POS as mentioned above,
therefore, only words that belong in these POS are taken into consideration when performing

semantic similarity between words.

11
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Semantic Syntactic Exs les
Relation Category amples
Synonymy N, V. Aj, Av pipe. tube

(similar) rise, ascend

sad, unhappy
rapidly, speedily

Antonymy Aj, Av, (N.V) wet, dry
{opposite) 11- wierful, powerless
riendly, unfriendly

rapidly, slowly

El‘-'|})ﬂ|l‘-'|l|‘- N sugar maple, maple
(subordinate ) maple, tree

tree, plant
Meronymy N brim, hat
(part) gin, martini

ship, fleet
Troponomy L march, walk
(manner) whisper, speak
Entailment v drive, ride

divorce, marry

Note: N =Noams Aj = Adpectives F= Verts  Ap = Advenfs

Figure 210: List of semantic relations WordNet and their examples (Milldr995)

Meng, Huang and Gu (2013) explains the relationships in WordNet slightly
di fferently since Al anguage semantics are
therefore it is the focus of research in semantic siitylacalculating. According to their
paper, there are four frequently used semantic relations for nouns: hyponym/hyperaym (is
part meronym/part holonym (paof), member meronym/member holonym (membgrand
substance meronym/substance holonynbgsmceof) (Meng, Huang and GR013). In this
structure, it is then shown that the deeper concepts are more specific while the concepts in the

upper region are more abstract.

12
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entity
abstract_entity physical_entity thing

abstraction physical object horror

instrumentation being
conveyance person

mail  vehicle public transport ~ male person female person
‘“ | |

Wheeled vehicle bus train  boy girl

Self propelled bicycle School bus Boat train
vechile

Figure 211 An E x a mp laeo oRe |aa tfiiogiMeng, iHuawgoanddCRIOA 3)

Synonymy is the main relation among words in WordNé&rigceton University,
2010) and is the symmetric réan between word forms (Millet995). This relatiomelates
words that have the same serSenilarity of the wordsare evaluate@és more similar if the
words share more features of mean g -¢ yim e a ynd @@ Jess similar if the words
have fewer common meaning el ements, t hus <co

(Greenbacker, n.d.)

Antonymy (opposingname) is the lexical relation between word forms and is also a
symmetric semantic relian between word forms (Millet 9 9 5) . The antonym o
i s not a-Xowaayrsd ntntoer ef or e semanti c relations
meanings hee to be distiguished clearly (Miller et all993).It forms the principle in the
organization of the meanings of adjectives a

Afato. A person who i s nmndtvicetvérdan does not nec

Hyporymy (subname) or (isa) relationship accounts for about 80% the relations
(Meng Huang and G2013) and its inverse, hypernymy (swp@me) are transitive laions
between synsets (Millek995).1t is the semantic relation between word meanings and since it
is normally a single superordinate, a hierarchical semantic structure is foltnfes the
parentchild structure, and therefore the hyponym inherits the features the superordinate

(parent) ad adds at least a feature totihiguish itself from the paremnd the other children

13
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hyponyms For exampl-a9 malbe)y d&mod fae npilrel, fainsd bot
f e malaed fpiesr son.

The partwhole (or HASA) relation is known as meronomy (paame) and its
inverse, holonymy (whol@ame), and is a complex semantic relations, which in line with
Meng, Huang and Gu (2013), can be further categorized as component, substantive and
member partsAccor di ng t o Wor dnet 0s w e [Psincdtoa by F
University, 2010) , parts are not inherited
there may be certain characteristics that only some things have but not the wholEaclass.
example, the meronymy chai®a a tdeatd naldub | icweswears en G
all furniture have legs even though chairs have ggysnceton University2010)

Verbs are structured just like how hyponymy is for nogatied tryponymy (manner
name) or tryponyms for the verbs with this relatgoranges verb synsets into hierarchies, but
are much shallower compared to hyponyifikie deeper concepts are more specific manner
describing an evérsuch aghe volume dimension with verbs lifec o mmu niifid aail &
Awhi sper 06 and t hpessedpsedepended®n theasenmaetic {Bldhceton
University 2010). Miller (1995) states another relation for verbs called entailment which
follows a logic where if a verb X has been done, then verb Y can only be done, and therefore

verb X entails verty (Wordnet.princeton.edu, n.d.).
1.4.41 Path

To calculate the similarity between words in two sentences, ws4j (WordNet Similarity for
Java) API is used. Ws4j is the Java version of the WordNet::Similarity Perl implementation
from Prof. T e g in Praversity of dimriesota gnrDalutnd is written by
Hideki Shima from Carnegie Mellon University (USA$hima, n.d.)His API offerseight
semantic relatedness metrics, which include Hirst-&8ge, Jiang & Conrath, Leacock &
Chodorow,Wu & Palmer,Lesk, Lin, Resnik and Path. For this project, the path semantic

relatedness metric is used as the similarity metric in calculating the semantic similarity.

Path counts the number of nodes aloeong the
abd hi e ofawordNet ® calculate the semantic relatedness of word senses and is
inclusive of the end node$herefore, if the two words are in the same concept, the distance
between them is one, and thus their relatedness is alsqP&dersen, Patwardhan and

Michelizzi, n.d.) This shows that the longer the path length, the relatedness is also lesser.
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The relatedness value is the multiplicative inverse of the path length (distance) between the
two concepts, and is shown in the equation below:
P

00 "YDphic no ® iph¢

Wherei p andi ¢ aresynsets of théwo wordswhose semantic relatedness is to be calculated,
andn @@ i phi ¢ is number of nodes along the shortest path between the senses in the
0ta®® hi er ar c hi desem RatwadhandamieMicheliz®, e.d.).

However, if the two words are not from the same concept/synset, then the value
returned willbea large negative number, and for this project, it will be replaced with zero so
that it will not affect the overall semantic similarity calculation for both senteridass,
pat hés | argest similarity score carmwitbnly be
compare between all the senses of both words anct sleéehighest value that is compared.

1.4.5Bipartite Mapping

To calculate the overall semantic similarity of two sentences, each word in each sentence is
treated as a set of vertices and esahitence is a disjoint se$ they are initially assumed that
there is no element in commohhe semantic similarity of each word pair is then the edge

between the two vertices from the two disjoint sets as illustrated as follows:

Figure 212: Examples o Complete Bipartite GrapiWeissteinn.d.)

The outcome for this mapping is a matrix that consists of the semantic similarity
between word g@irs and from thighe highestscorebetween worepairs are selected for the

overall semantic similarity.
1.4.6N-grams
15
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The N-gram model is used when querying and retrieving sentences from the database.
It is illustrated as placing a small window over a sentence that shomards at a time.
When¢ p, it is called unigram, and wheén ¢, it is called bigramand etc For this
project, thehighlightedsentence fronthe user is broken down integrams wher& v and
isused for guerying the database. F dut it exampl
survived a&mgrams where h a:gCuriosity, killed, the, cat, bu}, {killed, the,

cat, but, it} {the, cat but, it, survivell and {cat, but, it, survived, anyway}

Based on the analysis done as shown in the testing results, the number of results
obtained wherg v is not too many or too little. This is also known as a query relaxation
method when querying the database for this sysamery relaxations a method to widen a
guery so that more records can be retrieved when the original search query returns none or
only a few records (Clark 2010)As in the above example, the search algorithm is therefore
now (Curiosity” killed® the" cat buf)  (kiled® the® cat but® it) (the" cat

but® it° surviveg, (cat but® it° survived anyway)
1.5Achievement Highlights

At the end of this project, a Google Chrome extension that is able to extract the
highlighted text from the webpage and sends it to the server for semantic similarity
calculation. The data sent back to the extension includes linksldted webpages and
informs the user that based on the related links found in the database, the text read is most
likely a hoax or notFurthermore, a standalone Java application is also developed for those
who may not own the Google Chrome browser ourgamiliar with using the Google
Chrome extension functionalitythe system is able to obtain a precision agchll rate of
80% when comparing with similar sentences from the datafédee database contains 59
records fromwww.hoaxslayer.com and 259 records frormww.snopes.comas records

labeled as hoaxes while 395 records freww.webmd.conserves as the namax records.
1.6 Report Organization

The rest of this report consists of Chapter 2 tbampares different semantic
similarity measues as well ashow and what methods previous works have used to solve
similar problems. Chapter showsthes y s t e md and wibekffowamdexplains the steps
taken todevelop the application. Chapter 4atdisses on thenethodologyand toolsused in

develging theentire project as well as tlsgstem requirements that the user will need to run
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the applicationChapter Sdiscusses the implementation and testing specifications and results
and lastly,Chapter 6 will conclude the entire report diying areview on the entire project
inclusive of the achievements, contributions and objectives achieved as well as some of the
issues encountered during the entire project duration and sdove fmprovements that

could further enhance the application
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CHAPTER 2: LITERATURE REVIEW
2.1 Literature Review

According to Greenbacker (n.d.), there are two methods to calculate the semantic
similarity between words: Thesaurus and Distributional methods. The thesaurus method uses
a lexical database such as Wordnet as a thesaurus and measures the distance between two
senses wie the distributional method estimates the word similarity by finding wdrds t
have a similar distributiom a corpus (Greenbacker, n.dJowever, since the database used
does not cover all hoaxes and one word can have multiple meanings, therefore the

distributional method is not as suitable as using the thesaurus method.

Generally, there arwvo types of measures: pabased (also known aslgebased or
structurebased) and information conterfhodebased) measures. Furtheresearch has
broughtforward hybrid measures and feattlvased (or glosbased) measurefccording to
Pedesen, Patwardhan and Micheliz2004) there are three similarity measures that are
based on patbased, and that includes the Leacock & Chodorow, Wu & Palmer and Path
measures.The information content measures include Jiang & Conrath, Resnik and Lin

measures.
2.1.1 Shortest Path

Some of the patbased measures depend on the shortest path between the two

concepts. The formula is as shown below:
YQOpE ¢z 0 @wdphde & Qéphic

Whered & dphd¢ is the maximum path length betweép and 6¢ and the shortest path
relating (minimum number of links) concepip and6¢ (Slimani 2013; Meng, Huang and
Gu 2013).

2.1.2 Leacock & Chodorow (ch)

The Leacock & Chodow measure calculad¢he relatednessimilarity of two words
by finding the shosst path between two synsets/concepts and further scales the score by the
maximum path length ih h e-a @ i & i eRedesen, Patwardn and Michelizz2004).

The formulais as follows:
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a Qéphic

YX2 ophog I IqZ’Q'QQj(r‘](I)(b

WheredQ £6phi¢ is the length of the shortest path between two condgpianddc, and
Q'Q 'nw ds the maximumdepth of the taxonomy (Slimani 2013; Meng, Huang and Gu
2013).

According to Meng, Huang and Gu (2013), whigm anddg are in the same sense,
Q £6pho¢  will return 0, and therefore boti® £6phi¢ and¢ 2 'Q 'Q Qi deeds to add 1
to avoid the situation where | 1€ can occur. Thereforghe rangesof values obtained are
between (01 T @' QQQ/A @p ].

2.1.3 Wu & Palmer (wup)

Wu & Pal merds similaritycomemgsspandegtdttek es t h
position of theclosestmost specific common concept (also known as the lowest common
subsumer)d i &pho¢ . The formula isas follows (Meng, Huang and @Q013):

¢z QORI Gphig
a Qéphe ¢z QQMa i Ephig

Y  6phig

Wherett Qéphc i s t he di st a@adel { mkmsb et toackptsipiaplar at e s
6¢ from the lowest common subsunierédphdc . Q Q& | Gphde is the distance

between the root node and the lowest common subsumer for coapemsl0¢. The range

of values are between,(@] (Meng, Huang and GR013).
2.1.4 Hirst & St-Onge (so

This measurés a pathbased measure and classifies relations in WordNet as having
direction (Pedersen, Patwardhan and Michelizzi, 2004). Two concepts are semantically close
if their synsets are connected to a relatively short fatts hi maés ws 4| web d
distanceis notmore than 5and relatively stationery (does not change direction too often).
An exampl eaodoi getlme iBns i s categopiazed awl apwa
horizontal.According to Silmani (2013), aflllowable Path is a path that does not stray from
At he meaning of t he sour ce concepto and t

relatedness.

The similarity function is as below (Slima@013):
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Y 6plbg 6 YD T2Q

WhereOp and6¢ are two concepts in WordNé® is the number of changes of the direction
in the path that connectsp and 6¢ while 6 and Qare constants that arerdked from
experiments (Slimar2013).

2.1.5 Resnik(reg

The Resnikmeasure relies on the information content to calculate the word similarity
and adds probabilistic information that is derived from the co(@usenbackern.d.). The
measure uses the basis that At wo concepts a
informationo. The information content of t h

WordNet indicates the information shared by the two concepts. It is defined as follows:
YR 6phde I TOQ | @phog 06 i Ephg

Where 6p and 6¢ are two concepts in WordNet, aidi &phd¢ is the lowest common
subsumer between the two conceptsl ‘O6d i &phd¢ s the information content of that

subsumes then® is defined as:

B . WEO6 DO
0

0 @

Where0 ¢ ii ‘@ is the set of words subsumed byancepty and( is the number of words

in the corpus and WordNet (Greenbacker, n.d.).

Information such as the size of the corpusr®vjaled by the measure (Slimaz013)
Itisalsoiconsi der ed slmecagsghk satme least aomsan Gubsuniseshared

with many different pairs of concepts.
2.1.6 Lin etal.

Lin et al. has calculates the similarity based on the hieratotis and the corpus
(Slimani 2013). This similarity measure is based on the more differences between the two
concepts, the less similthey are (Greenbacker, n.d.), and is shown as follows:
¢zl TOQ i Gphbg
1 To®p 1 Todg

Y  6phic

20
BIS (Hons)Business Information Systems
Faculty of Information and Communication Technology (Perak Campus), UTAR.



CHAPTER 2: LITERATURE REVIEW

Where 6p and 6¢ are two cacepts in WordNet and €6phd¢ is the lowest common

subsumer for the two concepts.is based on the similarity theorem where they similarity

between A and B is the ratio of the amount of common information of A and B and the

information that fully describes A and B (Greenbacker, n.d.).

o « WOEéE G a oD
Y2 oho

QQi'@o QdMB

Therefore, according to Slimani
similarity as compared to Resni kos

entity  0.395

inanimate-object  0.167

natural-object 0.0163
geological- fnnp_‘minn 0.00176
0.000113 nulurul-f:l.g\'ution sﬁ;)rc 0.0000836
0.0000189 hvill coast 0.0000216

(2013),

measur e.

Figure 21: A Fragment of the WordNet Hierarchy that shows the probabjilily

attached to each comite(Greenbacker, n.d.; Lin 1998)

2.1.7 Jiang & Conrath

Jiang & Conrathdés similarity measur e

combinatorof edge co-ant i enathbeédyinisa Wor dNet and

values of WordNetoncepts. This measure is expressed as distance instead of similarity, and

therefore the value is inverted to obtain the semantic relatedness m&dsufermula is as

below:
QQi 6pdc ¢zl 10y i g 1 T0@p 1 T0Q8¢
And therefordo obtain the semantic similarity measure:

p
¢zl T0Qh i @&phc 1 T0®p 1 T0®¢

Y 6phig

Where 6p and 6¢ are two concepts in WordNet aritl €6phdc is the lowest common

subsumer for the two concepts.
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This measure takes intonsideration of the shortest path between the two concepts
and the density of the concepts in the same (&iiimani2013)

2.1.8 ExtendedLesk

Lesk was originally proposed by Lesk in 1
words is proportional to thexes n t of overl aps of their di ct i
Patwardhan and Michelizzi, n.dA gloss, which is a short description that explains the
meaning of the concept by the synset, is assigned to each synset. Banerjee and Pedersen
(2002) extendard adaptthe original Lesk algorithnmRelatedness is calculated by the overlap
scores between the glosses of the two concepts and the relationships between concepts in
WordNet.Therefore, the extended Lesk measure takes into account not only the glosses, bu
also the hypernyms, hyponyms, meronys and other relations (Greenbacker, n..d). The

similarity between two concepts A and B are expressed as follows:
[ Qa Qo O Qo Qi & il iQa £ d i
E0QI DE RN & HQa ¢ 1N 6
€0 Q1 dQerg B HQa & 1@ 6
€0 Q1 OQ6rE N & hQaéd i
Which can be expressed in the following formula:

[0  6pide £0 Q1 dQdE T 6p QY £ 1 dC

hN

WhereOp and0¢ are two concepts in WordNet andandr] are relations such as hypernyms,

hyponyns, etc.

22
BIS (Hons)Business Information Systems
Faculty of Information and Communication Technology (Perak Campus), UTAR.



CHAPTER 2: LITERATURE REVIEW

The following is a table that compares the different semantic similarity measureis that

compared and evaluated by Meng, Huang and Gu (2013):

category | Principle measure features advantages disadvantages
Fath function of | Shortest | count of edges | simple two pairs with equal
based path  length | path between lengths of shortest path
linking the concepts will have the same
concepts and similarity
lh_e position [ygp path length to simple two pairs with the same
ot “-_'E subsumer, scaled Iso and equal lengths of
concepss 1N by subsumer shortest path will have
the path to root the same similarity
taxenomy L&C count of edges | simple two pairs with equal
between and log lengths of shortest path
smoothing will have the same
similarity
Li non-linear simple two pairs with the same
function of the Iso and equal lengths of
shortest path shortest path will have
and depth of lso the same similarity
IC The more | Resnik IC of lso simple two pairs with the same
based COMMOon Iso will have the same
information similarity

Iwo concepts | Lin IC of Iso and the | take the 1C of | two pairs with the same

share,  the compared compared summation of [C(c))

more similar concepts concepts  into | and IC(c;) will have the

the concepts considerate same similarity
.

e Jiang IC of Iso and the | take the IC of | two pairs with the same
compared compared summation of 1C(c,)
concepts concepts  into | and IC{c,) will have the

considerate same similarity
Feature | Concepts Tversky | compare take concept's | Computational
based with  more concepts' feature  into | complexity. It can’t
common feature, such as | considerate works well when there
features and their definitions is not a complete
less non- or glosses features set.

common

features are

more similar

Hybrid | combine Zhou combines IC | well parameter to be settled.
method | multiple and shortest | distinguished turning is required. If
information path different the parameter can’t be

SOUrces concepts pairs | turned well it may

bring deviation.

Table 21: Comparison of Different Semantic SimilgrMeasures (Meng, Huang and Gu
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2.2 Review and Comparison of Previous Works

There hae been many studiesd research done on the field of text similarggd various
methods have been used to try and find the similarity between two sentences. The following
are some articles reviewed for this project that include various methods for finding similarity
betwesn sentences and their findings.

Song et al . (2007) in their paper titl e
An s we propogeda method thiakestwo sentences, which is the question asked by the
user andthe question stored in the FAQ datahamed calculates the overall similarity by
finding the statistic and sematic similarity values of the senterinetheir paper, they
mention that the question similarity calculation is the most important stage as it affects the

answer quality.

Song eta | (2@0%) method includes the usage of the cosine similarity as the statistic
similarity measure andising WordNet tocalculate the semantic similarity between two
words using them path length between them, followed by calculation of the semantic
similarity between two questions using the bipartite mapping by mapping the first question to

the second and vice versa. The overall similarity is calculated using the following formula:

(1 —&)5im +85im_

Sim s . -
statistic semanfic

overall =

Figure 22: Overall Similarity between 2 questions
wherg is a constant value between 0 and 1.

According to their experiment, the results obtained shows that a good performance is
achieved by using the overall similarity measure as compared to only using statistic or
semantic measures. However, as shown irr tlesultsusing S@n where n=1 performance
metrics the statifical similarity measure gives the lowest result, with 50.0%, followed by

sematic similarity measure with 57.1% and the combined similarity measure with 64.3%.

From this, even though combinedrdarity measure is slightly better as compared to
the semantic similarity measure, it is still not good enough when used in a real life
application ashigh recallis required when categorizing hoaxes. Furthermore, it can be seen
that semantic similaritysi better than statistic similarity, and this contributes to the selection

of similarity measurement used in this project.
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Achananuparp, Hu and Shen (2008) evaluate®ous sentence similarity measures
whereby the performances of word overlap-IDF and linguistic measures are evaluated
and each sentence pair are analyzed wittptegeumptiorthat they have the same meaning.
Their study aims to evaluate the effectiveness of the measures rather than concentrating on
estimating the similarity betweeprstences.

However, according to their article, their semantic similarity measure transforms
sentences into feature vectors whereby the feature set is the individual words from a sentence
pair. Furthermore, the maximum semantic similarity score betweenwttrds in both
sentences are only used as term weights and cosine similarity is furthet@ddéxullate the
sentence similarity As their method uses the inverse document frequency value in their
calculation, a large dataset or corpus is requiredltulede the IDF values prior to the actual

sentence similarity algorithm.

Furthermore, their study includes word order similarity as another type of sentence
similarity measure which focuses on the word order between the two sentences. Combined
similarity measures have also been evaluated by combining similarity sentence pair with
word order similarity and semantic similarity measure with word order similarity. From the
results that they have obtained, linguistic measures that include sentence semdatitysimi

and combined similarity measures perform significantly better than the others at p<0.05.

They have also proposed using a grégpbed representation instead of using a bag of
words to represent a sentence. This further supports the usage of B(peapteas in Song
et . al 6study(TBelefdre,)Bipartite Graph will be used in this projecget the highest

word similarity score between word pairs.

A grammarbased semantic similarity algorithm was proposed by Lee, Chang and
Hsieh (2014) for natural language sentences whereby the eompad ontology and
grammatical rules is proposeWordNet and grammatical rules is used in the process of
representing relationships between pairs of sentences in grammar matricd®ir research,
t hey have used Wuw méasuRglean€harigsand Hsdiid)l aadhave
linked words into subpes based otheir grammar informatiofnouns, adverbs, adjectives,

etc).

According to their paper, their algorithm is the first measure of semantic similarity

measure that integrates wetaword evaluation to grammatical rules, quantifies correlations
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between phrases rather than considering word order or common words and that it performs
well on sentences similarity amsraphrase oognition (Lee, Chang and Hsel®14) Their
algorithm is assumed to take a long processing time because linkages between words in a
sentence analyzed and further categorized into subtypes for some links.

To summarize text automatically, Aliguliyev (200Bas presented a new sentence
similarity measure and sentence based extractive technique in his study. Following this, his
paper states that similarity measure plays a rule in summarization results besides an
optimized function. His method involves the use of sentence clustering, by grbaged on
their content or main focus:urthermore normalized google distance (NGDy used, by
computing the semantic similarity between concepts thru the number of hits returned by
Google whereby labels, which are the concepts, are the input searshitesnthe search

engine.

The experimentation done by Aliguliyev (2009) shows that using the -N&ed
dissimilarity measure gives a better performance as compared to the Euclidean distance.
However, their use of clustering may not be very accurate ad/tintel Wide Web is very
vast, and the sentences that are used as the cluster representative may not correctly represent
a certain cluster, which is another factor taken into account in this project, which is to limit

the scope only to healtimaxes to ged more accurate result.

A study was done by Vu2R08 voidévelop R intglligegti |  a n
automatic hoax det ect i eorgangipgsamaps (SOM)saichiterturé& o h o n €
which is a type of artificial neural network. In their paplrey have emphasized on the
importance of prgrocessing for text classification andncludethat the proposed system is

able to identify and classify hoaxes based on similar patterns.

Their system is automatic, whereby additional note is added into the title so that
users can identify if it is a hoax or ndthey have included Croatian besides English for the
languages supported, but due to this, they have chosen teguamrokenization instead of
stemming or lemnt&ing. From their study, it can be further seen that the ffiaast common
hoaxes were chained letters that were on prayers, asking for help for a surgery and warning
recipients about something, and of these four, three were in Croatian. Therefore, their
proposed solution may be more suited towards Croatian than English. Besides that, their
method does not take into account the semantic meaning efthe i | 6 s cont ent , V

hope to develop in the future.
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Li et al. (2006) has presented an algorithratthalculates the sentence similarity
based on semantic nets and corpus statistlvs.overall sntence similarity is calculated by
using the semantic information and word order of the sentence with the use of a lexical
database (WordNet) and from corpiatistics to give the algorithm adaptabilifyo further
evaluate their similarity measure, they have invited participants to rate the similarity of

meaning of sentence pairs used in the research.

The results obtained shows that certain sentence pairseanantically similar and
have also achieved good similarity scores. However, there are some sentence pairs that are
not similar, yet achieving high similarity score, and this shows thapqa@essing steps such
as removing stop words are important antl affect the final similarity score. Furthermore,

Li et al. (2006) have stated that the word o

words (the most similar from the two sentences) must intuitively be quite similar as the

relative orderigg of | ess similar pairs of words provi
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3.1 Entity Relationship Diagram

PageDetails
% DocID
Link
Description
Title
Status
Lemma_desc

has

POS_Doc
¥ Doc_ID
¥ word_ID
‘Waord
POS_Tag
Lemma_Woard

Word_Synonyms
% DocID
% word_ID
‘Waord
7 Synonym

Figure 31: Entity Relationship Diagram in the Database

In the diagram above, there are three tables in the database that stores the information

needed to calculate the semantic similarity betweemhighlighted sentence and the

description from each collected webpage. PageDetails stores each crawled webpage as

document and assigns the primary key, or the ID, as Doc_ID, along with its link to the

webpage,

the webpage (e.g. is it a false or true hoax). The lemmatized descriptistored for

reference.

description

and

title

t hat

i s

obt a

In the POS_Doc table, each word in the description in PageDetails is extracted and is

given an ID, Word_ID and is stored along with its POS tag, of which would only consist of

adjective, nouns and verb POS tags as in the list d® H@gs in Appendix A. The

lemmatized word is also stored and is used to compare with the word framythighted

sentence from the extension when queried from the servlet.

The Word_Synonyms table stores the synonym of each woRDIi& Doc.These

synonyms are taken from WordNet using the JAWS API and is queried when the servlet

gueries for a word in thiighlightedsentence from the extension.
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3.2 Use Case Diagram

Hoax Categorization

~ Crawl Websites
/"’r* e
include
7

— ”/r—n_,

indate Diatabase y-uhiesh, Si0m Synonyms )

. * e
—
I / 7 include

include

= ( Lemmatization )
POS Tagging ) “4[‘\’
v, include
include

=~ I SN

( Query sentence .

* ) B .
—— — - include \ *

~ Search Database ’
_for Similar Sentences *

~
include
Calculate User

*._Semantic Similarity J

ﬁrAdd Sentence to‘%
Database

{

Figure 32: Use Case Diagram

In the above use case diagram, it can be seeththateb user queries a sentence, and
all other processes are then done within the system. The system does the POS tagging,
lemmatization, and searching the database for similar sentences as well as calculating the
semantic similarity between thieighlighted sentence and these retrieved sentences. The
server needs to update the database from time to time, and thus need to crawl the websites
again and perform the POS tagging, lemmatizatod savethe related itemsnto the

database.
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3.3 Activity Diagram

Figure 33: Activity Diagram for Google Chrome Extension
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