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ABSTRACT 

In this project, there is a system called Auto-Logo-Tagging System that will be 

developed in order to solve some problems faced by the users especially the 

photographers. It has significant effect for them as they need the logo to be tagged in 

photos or images so that they can protect their images from being exploited by other 

parties. This report also explains how the problem exists for the photographers and how 

the Auto-Logo-Tagging System solves the problem. There are information gain, colour 

space, feature point detection, and wavelet transform algorithms that were done by 

other researchers to be reviewed that can greatly help and be referred to implement the 

proposed system. In order to solve the problem stated, there will be few algorithms used 

in Auto-Logo-Tagging System. They are HSI colour space algorithm and Kullback-

Leibler information gain algorithm. They can help the system to identify the main 

objects in an image and find the best position for the logo to be tagged in image. In 

other words, the background and foreground of the image can be identified through the 

algorithms used and the placement of logo can be easily done. Therefore the 

photographers do not have to tag or place the logo manually by using other image 

editing software. 
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Chapter 1 Introduction 

1.1 Motivation and Problem Statement 

In this project, the Auto-Logo-Tagging System for photographer will be going to be 

developed. Nowadays the number of people that are involved in photographic field 

keeps increasing from time to time. In order to protect their captured photos from being 

copied and transferred by other parties without the permission of original owners, the 

photographers need to put their own logo on the photos to show their ownership for 

those photos. Another main intention of putting a logo into the image is to advertise 

them to all audiences who view the photographers’ captured images. There are some 

image editing software available for them to tag the logo on photos, this can solve the 

problem of violating the copyright for photos. Through some observations, there is a 

problem exists when the photographers use those image editing software, the problem 

is they need to find the best position for the logo to be placed in photos that cannot be 

done in those software. The best position for the logo means that the logo placed will 

not cover up the main objects in photos. This can cause the photographers need to add 

the logo manually after capturing the photos. It may consume lots of time for tagging 

the logo manually. 

Instead of adding the logo manually, some of the photographers will let the software to 

place the logo automatically by fixing the position of logo placed in each photo, so that 

it can save the time for handling the process. The logo position can be fixed either at 

the edge of or in the photo. Although this can solve the problem of copyright violating, 

there are other problems exist. One of them is when the logo is placed at the edge of 

photo, this can be known as photo frame. It means that the logo will be placed at the 

frame of photos. By using photo frame the people can easily crop those photo by just 

removing logo which is tagged at the frame of photo. Then they can abuse them without 

the acknowledgement of photo’s owner. There is another case where the photographers 

place the logo that is fixed in a particular location in photo. This can be done by using 

the image editing software that can tag the logo with many photos at the same time 

without doing it manually. This can lead to a problem in which the logo in some photos 

cannot be seemed obviously or clearly, or the logo is really fuzzy in the photos for some 

people. 
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Figure 1-1: Illustration for the logo placed at the frame of photo. 

 

The main problem is the existing software are unable to automatically add or tag the 

logo that is best fit in photos for the photographers so that the logo can be shown clearly 

to everyone. Therefore the main domain for this project is the image processing. This 

means that the knowledge related to image processing will be used to develop the Auto-

Logo-Tagging System for photographers. Other than photographers, artists are also 

having the same problem mentioned before as they need to add their own logo on their 

drawings so that no one can counterfeit the ownership for those drawings. The Auto-

Logo-Tagging System is important for them as it can help to automatically find the best 

position for logo to be added or tagged in the photos. In conclusion the problem 

mentioned is significant for them, the logo added or tagged in photos can help the 

photographers and artists to protect their copyright from being counterfeited by any 

party. 
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1.2 Project Scope and Objectives 

1.2.1 Project Title 

Auto-Logo-Tagging System for Photographers 

 

1.2.2 Project Objective 

There are many objectives that need to be achieved in order to solve the problem stated 

in 1.1 Motivation and Problem Statement. The objectives are: 

 To analyse how the Auto-Logo-Tagging System places the logo that is best fit 

in the photos so that the logo can be clearly shown with appropriate size and 

colour in photos. 

 To design a system that can help the user to automatically find the best position 

for the logo to be placed in photos. 

 To evaluate usefulness of the Auto-Logo-Tagging System for the purpose of 

assisting photographers. 

 

1.2.3 Project Scope 

The project scope can help to define what the components will be included and what 

the things are needed to be done in the project. The project scope identified are: 

 There are about 3 aspects that must be included in order to solve the problem of 

adding logo in photos. There are finding the best position for logo to be placed 

in photo, adjust the size of logo based on the best location found by system and 

change the colour of logo depends on the colour value computed in best position 

found. 

 Some additional features will also be implemented to enhance the user 

experience for using the Auto-Logo-Tagging System. One of them is assist the 

users to manage their photos uploaded to the cloud storage available so that they 

can obtain those photos in anytime and anywhere. Simple logo editing tool is 

also enabled in Auto-Logo-Tagging system for the users who want to edit their 

own logo to be tagged in photos. 
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1.2.4 Project Innovation / Contribution 

In this project many innovation or contribution will be given that can help the users to 

eliminate the problem. The innovation in this project are: 

 To employ the information gain approach to compare and find the best position 

for the logo to be tagged in photos. This can solve the problem and fulfil the 

objective No. 1 and No. 2. 

 To employ the skin colour tone model to identify the main objects especially 

human beings in the photo so that the system can determine which areas that the 

logo can be placed. This can solve the problem and fulfil the objective No. 1, 

No. 2 and No. 3. 
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Chapter 2 Literature Review 

2.1 Literature Review on Information Gain 

In order to find best position for placing the logo in some particular photos, there are 

many algorithms and techniques that need to be used so that the logo tagged will not 

cover up the main objects in photos. The information gain, skin colour tone model and 

feature point detection will be used to identify the main objects in photos or images and 

then the system will not place the logo in those objects identified. There are many 

experiments and studies (Garcia, Fdez-Valdivia, Rodriguez-S´anchez & Fdez-Vidal 

2002; Garcia et al. 2001) that had been conducted in order to observe how information 

gain can be used in analysing the images which are contain more noise. Since these 

studies and experiments are mainly focusing on image processing, so the concept and 

knowledge of information gain can be greatly used in identifying the objects in photos 

or images. 

According to the study conducted by Garcia, Fdez-Valdivia, Rodriguez-S´anchez and 

Fdez-Vidal (2002), there is an approach for using the information gain that is Kullback-

Leibler information gain. It will be used for collecting and grouping the information 

from the compressed image that is relative to original image, specifically for the 

diagnose-purpose images in medical field. In this study the Kullback-Leibler 

information gain will also be tested for its performance in estimating the image fidelity. 

Image fidelity is the measure of accuracy for a particular image after it is reconstructed 

from the original one. This information gain approach is one of the useful algorithms 

used in image processing, this study let the researchers to take the opportunity to prove 

the usefulness of Kullback-Leibler information gain. This can greatly contribute for the 

image processing field. Therefore in order to test its performance, there were about 

three postulates to be proposed before the testing was started. Those postulates were 

(Garcia, Fdez-Valdivia, Rodriguez-S´anchez & Fdez-Vidal 2002): 

1. The property of how a single event of a digital image was that is depending on 

its probability occurrence. 

2. The extent which some probability distributions with the mean of mathematical 

expectation of how unexpected its single events were from this distribution can 

affect how unexpected a digital image was.  
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3. The estimation of how unexpected the reference image was from an estimated 

distribution and the estimate from true distribution. 

So there were ten digitized mammographic images in JPEG form will be obtained from 

Mammographic Image Analysis Society (MIAS) and the Department of radiology at 

the University of Nijmegen. They will be used in this testing which also mainly analyses 

the consequences of lousy compression. Those images were originally used for 

identification of breast cancer micro-calcification. By using them through testing they 

were evaluated whether those images can be used for the specific problem of detection 

in individual micro-calcifications at the different compression ratios of images (Garcia, 

Fdez-Valdivia, Rodriguez-S´anchez & Fdez-Vidal 2002). There was one term called 

false positive (FP) to true positive (TP) that will be used as a method to group the 

compression losses through images reconstructing under many extent of lousy 

compression. Its value can be obtained by reviewing those reconstructed images and 

used to be evaluated in terms of diagnose usefulness. 

Through the terms of diagnose usefulness the Kullback-Leibler information gain will 

use the false positive to true positive value in order to predict the image fidelity and 

measure the amount of image distortion between the original image and reconstructed 

image after compression. And its performance will be assessed. To compare its 

performance there were additional two quantitative measures will be included in the 

evaluation, they are Root Mean Square Error (RMSE) and Peak-Signal-To-Noise Ratio 

(PSNR). After the testing the result showed that Kullback-Leibler information gain had 

the best performance among the three qualitative measures.  

This study shows that Kullback-Leibler information gain is one of the best image 

processing algorithm used. It can also be used for finding the main objects in a particular 

image. In order to measure the accuracy of the results, this study used bootstrap 

sampling for statistical reasoning (Garcia, Fdez-Valdivia, Rodriguez-S´anchez & Fdez-

Vidal 2002). The sampling result showed that the testing has 95% of confidence interval 

for the difference of means. This means that the result for testing was not having big 

difference when the size of testing is increasing. Therefore the result of this testing in 

the study is reliable and can be used to show the usefulness of Kullback-Leibler 

information gain. The only weakness of this study is the testing of Kullback-Leibler 

information gain performance is only for predicting the images fidelity in medical field. 
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If there are more resources available for the researchers, they can conduct the studies 

other than predicting the image fidelity, such as testing the information gain accuracy 

and determining the objects in images with greater noise surrounding them. From this 

study the Kullback-Leibler information gain algorithm used can be greatly applied in 

the Auto-Logo-Tagging System because this algorithm detects the objects in images 

more effectively with lower error of probability. 

There is another study that is related to information gain (Garcia et al. 2001), but the 

intent of study is different with the previous one, it is using minimum error gain to 

predict the visual target distinctness. This study is quite similar to the previous one as 

the same authors did also researches or experiments for the past study. Therefore both 

of them have some similarities in terms of methods used and the area of study. This 

study was more focusing on how the information gain can determine the distinctness of 

visual target between target and non-target images. The target image here means an 

image that has visual target, or it has the main object that can be identified as a target. 

The goal of this study is to show that visual target can be determined with minimum 

error probability by using minimum error information gain. Compared with the 

previous study, this study used more images data set and more algorithms in order to 

archive its objectives and satisfy the hypotheses proposed. Due to this reason the study 

became much more complex and may involve lots of experiments. 

There are two hypotheses proposed in this study that are first, through the representation 

of the image content based on orientation, spatial frequency, scale and spatial location 

it can determine exactly the structure of target and non-target images. And second, since 

it has some possibilities that the target and non-target image structures cannot be 

determined precisely, so they need to be characterized statistically by using discrete 

probability distributions (Garcia et al. 2001). In order to support a large number of 

measures for its availability there are seven postulates to be presented (Garcia et al. 

2001), they are: 

1. The measure of how unexpected a single event of target image was depends 

only on its probability. 

2. The mathematical expectation of how unexpected the target image is from some 

probability distribution will define the estimation of how unexpected its single 

events were from this distribution. 
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3. From an estimated distribution the target image is more unexpected than from 

the true distribution. 

4. In the comparison between the target and non-target image, its main concern is 

how to reduce the data without major loss of information if the target image 

contains relevant structures, unwanted details and noise. 

5. If the target image’s information at significant points is some constraint for non-

target image, there are three steps included for determining error between them. 

They are firstly finding interest points in target image, secondly modifying scale 

parameter of interest point and lastly compressing non-target image locally with 

target image. 

6. The selective information gain will be obtained from a discrepancy function 

between the interest points signification in target and non-target image when the 

target image has its interest points and their significance are some given 

constraint in non-target image. 

7. The interest point mentioned is a spatial place or location of partially non-

changing behaviour that can be used for minimizing the error probability 

between the target and non-target images or scenes in order to test whether the 

target is present. 

In this study, the testing for predicting the visual target distinctness was using many 

target and non-target images. Those images was obtained from distributed interactive 

simulation, search and target acquisition fidelity (DISSTAF) field test, which was 

organized by Night Vision and Electro-optic Sensors Directorate (NVESD). The 

images obtained were captured in the complex environment and had much more noise 

surrounding the target or object. They were also divided into two sets of data and tested 

by using many information gain algorithms or prediction models. The algorithms used 

in this test were Root Mean Square Error (RMSE), selective gain, compound gain, 

Minimum Error Information Gain (MEG) and Minimum Compound Gain (MEC). This 

test included three experiment, the first one was using those prediction models to find 

the distinctness of the target and non-target images in the first set of data images. 

Another experiment was also the same with the first one, but it was using different set 

of data images. The third experiment was using both set of data in order to find what 

the impact is when altering the both original data sets by using same model predictions. 

The final result of those three experiments were the MEC prediction model showed the 
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best overall performance for predicting the visual target distinctness with lower error 

probability when comparing with other prediction models. This result showed that it 

can satisfy the seven postulate proposed before, therefore it is valid that by using 

information gain the distinctness for visual target can be predicted or determined. 

From this study it clearly demonstrated how the information gain works towards the 

images which are much more complex and have more noise that could make the object 

determination harder for the system. Through many algorithms used for the information 

gain, this study used many complicated images to show how the information gain can 

determine the image distinctness that might be very difficult to do by observing with 

naked eyes. With those experiment results they showed that the distinctness among 

different images were accurately determined. This can be useful in finding the main 

objects in an image for placing the logo in it by using information gain approach, even 

though it does not comparing many images at the same time. The only problem in this 

study is the images for the purpose of testing might not be sufficient to show how 

accurate the results are in each experiment conducted. It is suggested that the images 

used can be enhanced in terms of its quantity and variety. The variety means that the 

complexity from many images can be increased so that the experiment results will be 

more reliable and accurate with various information gain algorithms. 
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2.2 Literature Review on Skin Colour Tone Model 

Besides the information gain, the studies about the skin colour tone models (Singh, 

Chauhan, Vatsa & Singh 2003; Terrillon, David & Akamatsu 1998; Zangana & Al-

Shaikhli 2013; Lakshmi & PatilKulakarni 2010) are also reviewed as it is useful for 

detecting the main objects in images especially for the humans. Skin colour tone model 

is based on the colour space model. By using skin colour tone model, the system can 

easily detect humans who are the main objects in images by comparing the colour with 

algorithms provided. In the following studies there are many approaches or algorithms 

proposed for detecting the human skin in image through various types of colour space 

models used. 

There is one study conducted by Singh, Chauhan, Vatsa and Singh (2003), proposed a 

new approach for detecting human face and skin in images. It was proposed based on 

three colour space models that are Red, Green and Blue (RGB) colour space, YCbCr 

colour space and Hue, Saturation and Intensity (HSI) colour space. In this study the 

authors explained how those three colour space models use their own skin colour 

classification for localising and detecting the human face and skin in images. Their 

algorithms were also explained and analysed so that their strengths and weaknesses can 

be identified. Based on the analysis done, the study proposed a new algorithm that will 

combine skin colour classifications of those three colour space models. 

In the new algorithm proposed, the results generated from those three colour space 

models will be combined for finding the human skin and face. Later it detects the skin 

regions in image based on the combined results and then the face in that region will be 

extracted. There was one assumption made for the algorithm proposed, that was if one 

or more colour space algorithms detect the skin regions in an image while other than 

them give the false result for the same image used, then the algorithm proposed will 

still extract the face from skin regions through combined colour space algorithms 

(Singh, Chauhan, Vatsa & Singh 2003). After performing skin colour statistics on the 

image retrieved, the image will be transformed to become the binary image which is 

aimed to remove saturation and hue as well as the noise of image. At this point the 

algorithm now can extract the eyes, ears and mouth from that processed binary image, 

and the components extracted will be formed a triangle shape. The triangle shape 

formed can help the algorithm proposed to identify potential facial region in the image 
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by estimating the coordinates of four corner points that can also form the shape of 

rectangle. This is how the algorithm proposed can estimate and identify the location of 

human face and skin in an image. The new algorithm proposed for detecting face in the 

images provides an effective and yet high accurate results that may minimize the 

weaknesses from those three colour space algorithms. 

The detailed experimental comparison for the new algorithm proposed and three colour 

space algorithm was performed on the images obtained from the internet and Indian 

Institute of Technology, Kanpur (IITK) (Singh, Chauhan, Vatsa & Singh 2003). The 

false detection rate and false dismissal rate were used as a comparative measure for 

each algorithm in experiment. The experiment result showed that RGB colour space is 

not performing well in face detection based on skin colour classification, means that it 

cannot detect the face and skin in images accurately. It has highest false detection rate 

and false dismissal rate among the four algorithm used. While the YCbCr colour space 

has better result than RGB colour space. Its false detection rate and false dismissal rate 

is lower than RGB colour space. The result for HSI colour space is similar to YCbCr 

colour space, but its false detection rate is slightly higher than YCbCr’s. Finally the 

new algorithm proposed has the best result and performance among four algorithms in 

the experiment. It has very low false detection rate and false dismissal rate. This showed 

that the new algorithm proposed is far more effective and accurate for detecting the face 

in an image than using one of the three colour space algorithms alone. Therefore this 

study proved that by combining many colour spaces together it can perform the 

detection of human skin and face more effective in images. 

This study can be a strong proof for showing that instead of using one colour space for 

human skin and face detection in the images, combining many colour spaces together 

is one of the good approaches used in order to perform human skin and face detection 

more effectively. It also helps to reduce the probability of false detection and dismissal 

happened which can be redundant and ineffective. Based on the experiment result 

although the performance of new algorithm proposed is better than others, the duration 

for detecting face and skin in images is much longer than others, its duration is twice 

as others. This is because it needs more time to combine all results from three colour 

space algorithms and then identify the skin and face in images based on those results. 

Therefore its performance in terms of time may not be effective although it has better 
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detection accuracy when comparing with others. The study can be further extended for 

enhancing and shortening the algorithm performing duration. 

There is another study (Zangana & Al-Shaikhli 2013) that is quite similar to the 

previous one. This study also proposed a new approach of skin colour space algorithm 

in order to detect or identify the human face and skin in the images. The study also 

stated that there are some problems when using colour as a tool to identify the human 

face in the images (Zangana & Al-Shaikhli 2013). One of them is the colour denotation 

for the images captured, it is affected by many factors like the ambient light and object 

movement in the images. Another problem is some different cameras can produce major 

different colour values even though the cameras capture the images for the same person 

under the same lighting conditions. And also the skin colour variety among the people 

is also one of the problems stated. There are many colour spaces that can be used to 

solve these problems. Therefore in this study there was a comparative experiment for 

three skin colour face detection algorithms that were RGB colour space, YCbCr colour 

space and HSI colour space, and also a new proposed algorithm that was based on the 

YCbCr colour space model for its skin colour classification (Zangana & Al-Shaikhli 

2013). 

In this new proposed algorithm, the image that is decomposed into RGB colour space 

will be converted to YCbCr colour space. Before the colour space conversion the image 

will be resized into the size of 256 * 256 pixels. Then in order to get the new 

chrominance components from the image, the current colour space YCbCr was 

transformed into YC’bC’r colour space. This means that chrominance in the image will 

be separated with the luminance as well as compactness of the skin cluster in image. 

This can be done properly since the chrominance components in skin colour tone are 

independent from luminance components, even though in practical the skin colour tone 

is actually indirectly depending on luminance (Zangana & Al-Shaikhli 2013). After 

YC’bC’r colour space image is obtained, it will detect skin colour tone for image and 

then determine the face area in the image based on the C’r component in algorithm. By 

using the MATLAB system the detailed comparative experiment for testing the 

algorithm accuracy was conducted with three colour space algorithms and a new 

proposed algorithm. Many sample images obtained from internet will be used in the 

experiment. As similar to the previous study the rate of false detection and false 

dismissal were also be used as a measure for the experiment result. The process of 
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conducting the experiment was similar to the previous study, but their new proposed 

algorithms may be different with each other.  

After conducting the experiment for testing the accuracy of those four algorithms, the 

result was generated and shown. The result showed that RGB colour space had the 

lowest accuracy rate, this means that it is not capable for detecting face in image with 

skin colour classification. In the experiment it also retrieved non-skin region as the parts 

of skin region, hence the accuracy is lower based on the experiment result. While the 

colour space YCbCr had much better result when comparing with RGB colour space. 

It indicated that this colour space is able to extract the skin region from an image more 

effective than RGB colour space. At the same time HSI also showed a good accuracy 

rate which was nearly equivalent to YCbCr colour space. Both YCbCr and RGB colour 

space had lower false dismissal rate but had high false detection rate. Other than those 

three colour space, the new proposed algorithm showed the best result among all the 

algorithms involved in experiment. It has very low false dismissal and false detection 

rate, hence it can effectively estimating the face region in the images.  

When comparing with the previous study, the new algorithm proposed in this study is 

different with the previous one as it is just based on one colour space that is YCbCr 

while the new algorithm proposed from previous study is based on three colour space 

models. This can be a good example to show that the face detection in images can be 

improved further with the enhanced algorithm based on the existing colour space. 

However the new algorithm in this study has some weaknesses or limitations, one of 

them is it may not be able to detect multiple human faces in an image. So it might not 

be practical for face detection when the image have many human faces. This study 

needs to conduct some further experiment for testing whether the new proposed 

algorithm can identify many faces in an image. Another problem existed is this study 

did not show how much the time for the new proposed algorithm to perform the face 

detection in images. This may provide the information less clearly to the people about 

how well the new proposed algorithm is when comparing with others. 

The study conducted by Lakshmi and PatilKulakarni (2010) had proposed different 

approach of algorithm for detecting faces in the images compared with the previous 

two studies that were also related to skin colour tone in image processing. In this study 

it is mainly focusing on how the segmentation algorithm can detect or identify multiple 



Chapter 2 Literature Review 

BIS (Hons) Information Systems Engineering                    14 

Faculty of Information and Communication Technology (Perak Campus), UTAR. 
 

faces in a colour image using many approaches together that are colour spaces and edge 

detection techniques. The new proposed algorithm will be based on colour space and 

the edge detection which will be explained later. 

There is a new term that was used in this study. That new term is the edge detection. 

Edge detection is a process of determining and locating the sharp discontinuities 

(known as edges) in an image. The shape discontinuities here means the unexpected 

changes in pixel luminance that can form the boundaries for the objects in an image 

(Lakshmi & PatilKulakarni 2010). The study stated that it can be an important tool for 

image segmentation in image processing. There were three edge detections will be used 

in this study. One of them is Robert’s Cross Edge Detection. It is an operator that can 

execute a simple, fast to compute, and two dimension gradient measurement on an 

image. The operator contains a pair of 2 x 2 leeway kernels or matrixes, one kernel is 

the other one rotated by 90 degree.  The kernels also contain the pixel values that 

represent the estimated absolute magnitude for the spatial gradient in an image 

(Lakshmi & PatilKulakarni 2010). Canny Edge Detection was also included in this 

study. It is a method used to find the edges in which local maxima value for the gradient 

of image will be obtained. It mainly detects the weak edges in an image instead of 

finding the noise surrounding. Another term that is related to edge detection mentioned 

in this study is Prewitt Edge Detection. Its main function is to identify the horizontal 

and vertical edges available in an image. It will return the edges value at those points 

in which the image gradient is maximum (Lakshmi & PatilKulakarni 2010). This can 

be explained that this study will combine Canny Edge Detection and Prewitt Edge in 

order to remove unnecessary weak edges obtained and remain the strong boundary 

edges. 

The new proposed algorithm was based on HSI and YCbCr colour space models, and 

using Canny and Prewitt Edge Detection in order to segment the skin regions or identify 

many human faces in an image. There were many steps for executing this algorithms, 

they are (Lakshmi & PatilKulakarni 2010): 

1. Based on HSI colour space the input image is skin segmented. Then various 

structural operations are carried out on that skin segmented regions. 

2. YCbCr colour space will be used for skin segmenting on the input image. Then 

various structural operations are also carried out on that skin segmented regions. 
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3. Single segmented image is formed by combining the skin segmented regions 

retrieved from Step 1 and Step 2. In order to obtain Combined-Segmented image, 

the algorithm will carry out connected component analysis on the single 

segmented image. 

4. The input image is converted into grey scale image. By using Canny and Prewitt 

edge detection algorithms the edge-image from input image will be retrieved 

separately. Then both of edge-image values are combined and complemented to 

estimate the region boundaries in input image. 

5. Region boundaries retrieved from Step 4 is multiplied with the Combined-

Segmented image from Step 3. The final image will be generated after 

multiplication.  

The segmented regions in final segmented image may contain holes which are because 

of the existence of eyes and mouth in the face. In the algorithm it will be assumed to be 

segmented face regions and other regions are eliminated. In the experimental test there 

were two algorithms used for testing the face detection accuracy. One of them is the 

new proposed algorithm and another one is Robert Cross Edge Detection algorithm 

combined with YCbCr colour space. They were also tested for generating image 

boundaries with same structuring element. There were also many images captured with 

many persons and they will be used as the samples for the testing. The result of testing 

showed that the new proposed algorithm can accurately and effectively segment many 

faces in an image. While the combination of Robert Cross Edge Detection algorithm 

and YCbCr colour space does not generate good result for segmenting the image, 

especially when the persons in image wearing the spectacles. That combined algorithm 

will segment the faces of persons wearing spectacles into different face regions instead 

of only one face region for each person. This showed that the new proposed algorithm 

can detect human skins and faces in images with minimum errors while the other one 

may not identify the skins and faces accurately even though it can segment the face 

region in some images. 

Although this study is different with the previous two, it has still proven that it is 

encouraged for the system to use many algorithms and colour spaces together in order 

to detect human skins and faces in the images more effectively and accurately. The new 

proposed algorithm had been showing that multiple faces can also be detected by using 

appropriate colour spaces and algorithms. The previous studies are not focusing about 
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this aspect, instead they were just testing for detecting a single face in the image. There 

is a limitation for the algorithm proposed by this study. It is the algorithm may detect 

the objects mistakenly that have similar colours with the human skins. So when there 

are less objects which have similar colours with human skins in the image, the proposed 

algorithm can accurately detect the human skins and faces. In the other way it may also 

mistakenly detect those objects as the human skins and faces when they have occupied 

some certain significant amount of spaces in an image. 
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2.3 Literature Review on Feature Point Detection 

There are many studies are also conducted that relates to the feature point detection 

(Nain, Laxmi & Bhadviya 2008; Kautsky, Zitova, Flusser & Peters 1998). Feature point 

detection is a method that will help to make local decisions at each image point whether 

it is a feature for the image of a given type at that point, this can be done through 

abstractions of image information by computer. The features in detection result are the 

subsets of the image domain, and they are usually in the form of isolated points, 

continuous curves or connected regions (Feature Detection (computer vision) 2014). In 

the Auto-Logo-Tagging System, feature point detection can be used to determine the 

significant areas so that the logo can or cannot be tagged in these areas. In this section 

there are few articles will be reviewed in order to understand and know how the feature 

point detection works in the image processing. 

The study conducted by Nain, Laxmi and Bhadviya (2008), stated the significant of 

feature point detection in the image processing. In this study, the interest point or 

feature point is defined that it is the image location where the signal changes two-

dimensionally. Corners, T-junctions and locations in an image where the texture 

changes significantly are the examples of interest point. This study also indicated that 

corner is the intuitive type of feature point. This is because it is constant for the rotation 

and small changes can be inspected under different lighting. Another reason is corner 

can also minimize the number of data that is needed to be processed without losing the 

most significant information in the grey level image. That is why corner detection is 

mainly used as the first step in many vision tasks such as tracking, simultaneous 

localization and mapping, and recognition (Nain, Laxmi & Bhadviya 2008). 

In this study, the feature point detector was proposed which is based on the situation 

that the feature points are nothing else but there are some unexpected changes in two 

dimensions in them. The main intention of the proposed algorithm is to make it possible 

for detection of the corners and all other points of interest in an image, as their 

information content is larger than the desired threshold (Nain, Laxmi & Bhadviya 2008). 

In order to achieve the main aim of proposed feature point detector, there are five short 

and effective steps of algorithm to be used for implementing the proposed feature point 

detector. Those five steps are (Nain, Laxmi & Bhadviya 2008): 
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1. Apply the Difference Mask with threshold parameter P1. 

A very simple 2 x 2 mask will be used in this step instead of using the usual 

convolution masks differing from 3 x 3 to 7 x 7. It will replace the convolution 

with simple differences between intensity values. Then these differences will be 

compared with the threshold P1. The absolute sum of its values will represent 

the cornerity strength for that pixel.  

2. Apply the partial averaged Gaussian Mask to the points satisfying Step 1. 

The application of a pseudo-gaussian kernel which is partial averaged Gaussian 

Mask is used and applied with Difference Mask in this step. This can overcome 

the problem of responding to every noisy pixel by Difference Mask which is 

very redundant in feature point detector. This is caused by the image that 

consists of many types of noises and the blurred feature points. The use of 

pseudo-gaussian kernel can also increase the noise resistance of the algorithm 

proposed. 

3. Calculate the Difference Mask with threshold parameter P2. 

The Difference Mask is applied again with different threshold P2 when the new 

gaussian averaged values of four pixels under consideration is calculated. 

4. Eliminate false positives 

The candidate pixels which are only two-pixel connected in the diagonal 

direction and the part of diagonals are eliminated. This can avoid the situation 

in which all diagonal edges are responded strongly by the orthogonal Difference 

Masks. Once the candidate pixel is eliminated, its conerity strength is reduced 

by half. It is a very important process as it can determine the locality of the still 

existing candidate points.  

5. Determine localization of the desired feature points. 

Cornerity strength for each of the four pixels in 2 x 2 pixel patch will be 

compared with each other. The pixel that has highest cornerity value will be 

chosen as the true position of feature point. 

In order to test the proposed algorithm in terms of consistency and accuracy there were 

many transformations will be applied to the experimental cases. The experiment will 

use an image under many transformations for testing the proposed algorithm. The 

transformations used in the experiment are rotation variations, scaling variations, 

blurring, 3-D projection and artificial noise. The proposed algorithm will be compared 
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with other existing popular feature point detectors. The experiment result showed that 

the proposed algorithm has very good accuracy and consistency compared with other 

feature point detectors. This indicated that the simple yet effective algorithm is 

successfully evaluated for its performance in many variables like noise, accuracy and 

deformation speed.  

Feature point can play the important role in the image processing as it helps to 

determine which points in an image are significant. By proposing an effective feature 

point detector it can minimize the errors occurred in the process and can help to reduce 

the resources needed for running the detector. The proposed algorithm by Nain, Laxmi 

and Bhadviya (2008) provides a simpler way to find the feature points in an image since 

the algorithm does not use much operations for finding the feature points. It can reduce 

the complexity for the system for running the feature point detector. There is one 

limitation identified for the proposed algorithm. The limitation is it might take longer 

time to perform feature point detection as it needs to compare and compute the 

threshold twice in the process, therefore it may cause larger delay for the system that 

implements the proposed algorithm. 

There is another study done by Kautsky, Zitova, Flusser and Peters (1998) that is related 

to feature point detection. In this study it may differ from previous one as it mainly 

focused on detecting the feature points with multiframe instead of single frame of 

images. This means that it will detect the feature points in two or more images of the 

same scene which are supposed to be noisy, blurred, rotated and shifted with respect to 

each other (Kautsky, Zitova, Flusser & Peters 1998). There is one condition that needs 

to be fulfilled by the mutiframe feature point detection method, it is the condition of 

repeatability. This means that the detection results should not be influenced by the 

geometry of image, radiometric conditions and additive noise. The condition also sets 

that the group of points in all frames needs to be overlap at maximum level. The main 

intention for the proposed feature point detection is for the area of remote sensing, in 

which the scanning of the earth is done by satellite or high-flying aircraft in order to 

retrieve information about it. In this study the individual frames are assumed to have 

different contrast, be rotated and shifted with respect one another, be degraded by a 

linear shift-invariant blur, and be corrupted by the additive random noise (Kautsky, 

Zitova, Flusser & Peters 1998). Therefore the fundamental requirement is to have the 
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feature point detection that can work on different distorted frames, and this will lead to 

high repetition rate for the detection itself. 

In order to manage different distorted images, this study proposed a new method or 

algorithm for feature point detection through the use of a parameter approach. In this 

study, the feature point can be defined as a point.  A point is belonging to the two edges 

with an angle from the interval in between regardless of its orientation (Kautsky, Zitova, 

Flusser & Peters 1998). The following shows the steps for the proposed algorithm of 

feature point detection (Kautsky, Zitova, Flusser & Peters 1998): 

1. The following inputs will be used for finding the feature points: 

 The image in a particular size. 

 The desired number of feature points. 

 The radius of neighbourhood for the mean value computation. 

 The interval where the angle between feature point candidate’s edges has to 

be from. 

 The minimum allowed distance between feature points and a straight line. 

 The maximum allowed distance curvature divergence for straight line 

candidates. 

 The minimum allowed distance between two feature points. 

2. Initialize the zero matrix that has the same size with the input image. 

3. Calculate an image function of local mean values of input image, by using 

circular neighbourhood in a certain point with the input radius of neighbourhood. 

4. Calculate the weight function of local variables. 

5. Detect the feature point candidates. In this step it obtains the angle between 

edges and the number of them passing through each pixel. This can be obtained 

from the number and distribution of local sign changes in the difference of 

functions in Step 2. 

6. Eliminate the false feature point candidates. At this point after the Step 5 there 

are some impermissible points which are treated as false feature point 

candidates. Those points are not the corners but close to a straight line, or are 

the true corners but having a small variation in the grey levels. After eliminating 

the false feature point candidates, the best feature points are chosen after 

maximizing the function. The function can quantify the significance for each 



Chapter 2 Literature Review 

BIS (Hons) Information Systems Engineering                    21 

Faculty of Information and Communication Technology (Perak Campus), UTAR. 
 

point. The algorithm will include the requirement that will not lead to two 

feature points closer to each other than the distance defined by user. 

7. Select the feature points. In this step the algorithm will choose the feature points 

among a group of best feature points made in Step 6 that are satisfying the 

criteria set and have maximized weight function. 

In order to verify the capabilities of the proposed feature point detection method or 

algorithm in this study, the experiment was carried out and demonstrated. The proposed 

method was compared with other classical methods from Kitchen and Rosenfeld, and 

Harris (Kautsky, Zitova, Flusser & Peters 1998). The experiment used satellite images 

for the testing since the intention of application for proposed method is in the area of 

remote sensing. In this experiment testing, those three feature point detection methods 

will be tested for their success rate to detect the number of identical feature points in 

both original and degraded or rotated frames. The experiment result showed that the 

proposed method was outperforming the other feature point detection methods, 

however it can only do it so when the images are heavily blurred and slightly rotated. 

But the Harris’s feature point detection was performing better than the purposed method 

when the images are not significantly blurred and has more rotation angle (Kautsky, 

Zitova, Flusser & Peters 1998). The proposed method was comparable with Harris’s 

feature point detection in all other cases. But the Kitchen and Rosenfeld’s feature point 

detection had the worse success rate of detection in all cases. The result also showed 

that the proposed method was performing faster than others and its computational cost 

was also lower. 

This study evinces that there are many ways to determine the feature points in an image. 

The proposed method in this study uses more user-defined parameters to identify the 

feature points. This can be a strength for it as the user can customize the result of feature 

point detection by changing the input parameters. The proposed method is also able to 

run its process with the lower usage of resources or computational cost. This is one of 

the important aspects because it can arouse the performance issue when using the 

detection in the system. Therefore it is desirable to be used to identify the feature points 

in an image. However it may not perform well when the image or frame is less blurred 

and has bigger rotation angle, it might generate less accurate results in this situation. 

Overall it is performing well in terms of speed and accuracy as it is well tested and has 

efficient algorithm implemented inside it. 
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2.4 Literature Review on Wavelet Transform 

Wavelet transform is one of the mathematical terms that is used for carrying out the 

process of signal analysis when the signal frequency varies over time (MathWorks, 

n.d.). In mathematics, a series of wavelet is a representation of square-integrable 

function (real- or complex-valued measureable function). It is done by a particular 

orthonormal series (a type of vector) generated by the wavelet (Wavelet transform 

2014). Wavelet transform is widely used in many multimedia fields, such as speech and 

audio processing, image and video processing, biomedical imaging, and 1-D and 2-D 

applications in communication and geophysics (MathWorks, n.d.). In image processing, 

wavelet transform can be used to compress and denoise the image. It is very useful in 

image processing as it helps to solve the problem of image distorting after compression. 

There are some studies (Gracemann & Miikkulainen 2005; Ruchika, Singh & Singh 

2012) that discussed and proposed their own methods for applying the wavelet 

transform in the image processing. 

The study done by Gracemann and Miikkulainen (2005) had the interesting approach 

for wavelet transforms to compress the image effectively. The study stated that the 

wavelet transform plays the important role in image compression. The wavelet-based 

image coders stated in the study are easily available, popular and can outperform the 

traditional coders based on discrete cosine transform (DCT) (Gracemann & 

Miikkulainen 2005). Its performance is relying on large extent of wavelet choice. 

Therefore the standard wavelets which are commonly used and performing well in 

compression of photographic images are applied in wavelet-based image coders. 

However there are some types of images that do not have same statistical characteristic 

with photographic images, for example the fingerprint images, medical images, satellite 

images and scanned documents (Gracemann & Miikkulainen 2005). This can cause the 

performance and accuracy of result for wavelet transform may be decreased due to the 

standard wavelets do not match those images and those images are frequently stored in 

large databases that have similar images. 
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Figure 2-1: The structure of transform or image coder (Gracemann & Miikkulainen 

2005). 

 

In order to solve the problem mentioned before, a new algorithm was proposed in this 

study. The algorithm proposed was the coevolutionary genetic algorithm that can be 

used in wavelet transform. It is based on Enforced Sub-Populations (ESP) (Gracemann 

& Miikkulainen 2005) and Lifting (mathematical technique) that is used to find the 

wavelets which adapt to a certain class of images specifically. Lifting is an approach 

that has the effective way to create the complementary filter pairs. In order to construct 

a new filter pair from existing pair a lifting step which is a finite filter is used in lifting. 

There are two important characteristics of lifting that need to be concerned. One of 

them is the lifting will retain the biorthogonality of it, this means that the new filter pair 

will be definitely complementary which is same with the original pair no matter what 

lifting step is used. Another characteristic is that any wavelet with finite filters can be 

represented as a sequence of lifting steps (Gracemann & Miikkulainen 2005). These 

characteristics can make the lifting to become a very powerful tool to be used for 

creating the new wavelets. 

While coevolutionary genetic algorithm used in wavelet transform is closely related to 

ESP neuroevolution algorithm. In ESP the number of populations of single neurons in 

parallel will be evolved by it. Its concept is that one neuron from each sub-population 

will be chosen repeatedly by ESP in order to form the candidate networks. This concept 

will be applied in the coevolutionary genetic algorithm. This means that the algorithm 

will evolve several populations of lifting steps in parallel, then randomly combine them 

to create the new wavelets (Gracemann & Miikkulainen 2005). The following figure 

shows how the algorithm works based on wavelet ESP. 
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Figure 2-2: The ESP algorithm which is applied to the wavelets (Gracemann & 

Miikkulainen 2005). 

 

 

Figure 2-3: The evaluation function in the ESP algorithm (Gracemann & 

Miikkulainen 2005). 
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The evaluation function in the above figure is an idealized version of the image or 

transform coder. It uses only partial amount of wavelet coefficients for reconstruction 

and set the rest to zero, instead of entropy-encoding and quantizing the coefficients. 

This method is less costly and can help to select the compression ratio accurately, this 

can lead to the distortion outcome to be used directly as the fitness measurement for 

wavelet transform. 

This study shows a good example of wavelet transform even though its main intention 

is focusing on non-photographic images like fingerprints and scanned documents. The 

proposed algorithm in the study provides an effective way for wavelet transform that 

can lead to producing better quality of images after compression, in other words the 

lossless compressed images. Lower cost of operation and higher accuracy can be its 

strengths when it is compared with other algorithms. Besides that, with the effective 

algorithm proposed in this study, the image or transform coder which uses the algorithm 

can compress the images with lesser time since it only uses certain amount of wavelet 

coefficient for wavelet reconstruction. The algorithm proposed can be effectively used 

on non-photographic images, but not on photographic images. It might produce 

inaccurate results when it is used on photographic images as both of them have different 

statistical properties. Therefore this limits the uses of the algorithm especially on the 

photographic images. Its concept and method described in this study can be taken as 

great reference for wavelet transform in image processing, specifically in image 

compression. 

Other than the new coevolutionary genetic algorithm proposed for wavelet transform 

stated in previous study, there is another study that focuses on compressing the medical 

images using wavelet transform. The study conducted by Ruchika, Singh and Singh 

(2012) explained the importance of medical image in medical industry. Due to this 

reason the medical image compression plays the vital role for database storage and 

medical data transfer for the diagnosis purpose. The statistical redundancy which is 

presented in real world images has been utilized by various traditional image 

compression methods (Ruchika, Singh & Singh 2012). Reducing the redundancy can 

only produce a very small amount of compression after using the traditional image 

compression methods. And some important and non-redundant information or data 

must also be removed so that the higher ratios of compression can be achieved. 
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This study also stated that the medical image compression is a challenging technique in 

image processing because there are some high frequency elements in the image may 

contain relevant and significant information that is used for the purpose of diagnosis. 

In the medical image compression applications, if the compression approaches are able 

to retain all important and relevant image information needed, then the diagnosis done 

is considered as effective (Ruchika, Singh & Singh 2012). Due to this reason its 

applications will be suffering and ineffectively used because the compression 

approaches might not be able to retain all information of image needed, for example the 

telemedicine, and the fast searching and browsing of medical volumetric data. 

Therefore in order to encounter the problem stated, wavelet transform is used for the 

medical image compression. There are some characteristics of wavelet transform that 

will make the discrete wavelet transform (DWT) to become one of the most significant 

techniques for image compression. Those characteristics are multiresolution 

representation, energy compaction, blocking artefacts and decorrelation (Ruchika, 

Singh & Singh 2012). Because of this the wavelet transform is used in the proposed 

medical image compression methods. 

 

 

Figure 2-4: Basic model of compression system (Ruchika, Singh & Singh 2012). 

 

The new algorithm for medical image compression was proposed in this study. It is 

based on the basic model of compression system which uses the wavelet transform, as 

shown in Figure 2-4. It also uses Huffman encoding and threshold to reduce the 

redundancy of medical image information and DWT coefficients. In data redundancy 

reduction inside the basic model of compression system, it will remove highly 

correlated data which has low frequency details in the image (Ruchika, Singh & Singh 

2012). In order to reduce the redundancy more effectively, DWT has been used in this 

compression system. It can remove non-significant information inside the image 
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effectively since it has energy compaction efficiency and high decorrelation process. 

While Huffman encoding can also reduce certain amount of redundancy of the data in 

image. One of the reasons is that the Huffman encoding is belonging to a category of 

code which has the variable in codeword length. This means that the individual symbols 

will have their own different length, as it leads the message to be encoded or represented 

with bit sequences (Ruchika, Singh & Singh 2012). Huffman encoding can reduce the 

redundancy through the different possibilities of incidents for different symbols. The 

shorter codewords will be encoded with the symbols which have higher probabilities of 

incidents, and vice versa. The following figure shows how the new proposed algorithm 

works on compressing the medical image through the use of DWT and Huffman 

encoding. 

 

 

Figure 2-5: Thee compression algorithm proposed in the study (Ruchika, Singh & 

Singh 2012). 

 

Although this study is more focusing on compressing the medical image, its wavelet 

transform application on the new proposed compression algorithm can be referred and 

implemented to some extent. This compression algorithm using the wavelet transform 

can provide more accurate results as it removes the redundant information in image 
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which may contribute to producing less exact outcome of compressed image. Besides 

that with the use of Huffman encoding the proposed algorithm is able to compress the 

medical images effectively without losing the significant data. This means that the 

lossless compressed images are produced in the end of compression process. In the 

image compression lossless is one of the very important properties of good compressed 

image, therefore the algorithm proposed in this study can be useful for compressing the 

images. However there are some wavelets from same domain which is medical images 

that might not be suitable to be used for the algorithm as the information properties 

among them are varies and different from each other. Thus the results generated might 

be not accurate based on the wavelets used from the images. 
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2.5 Summary of Literature Review on Information Gain 

Table 2-1: The summary of literature review on information gain. 

Algorithm Proposed / 

Algorithm Studied 
Strengths Limitations 

Performance of the Kullback-Leibler information gain for predicting image fidelity 

by Garcia, Fdez-Valdivia, Rodriguez-S´anchez and Fdez-Vidal (2002) 

 Kullback-Leibler 

information gain 

 It can be used with 

minimum number of 

properties. 

 It can detect differences 

between two images with 

minimum level of errors. 

 Its accuracy for detection 

is consistent among the 

images. 

 Its execution time is 

twice longer than other 

algorithms. 

 There is some difficulties 

to implement algorithm. 

Minimum error gain for predicting visual target distinctness  

by Garcia, Fdez-Valdivia, Rodriguez-S´anchez, Fdez-Vidal and Fuertes (2001) 

 Root Mean Square 

Error (RMSE)  

 Selective gain 

 Compound gain  

 Minimum Error 

Information Gain 

(MEG)  

 Minimum Compound 

Gain (MEC) 

 It can detect the objects in 

an image easily even 

though there are some 

significant noises 

presented. 

 It has lower probability of 

error occurred for 

detecting the objects in an 

image. 

 Its execution time might 

be relatively slower when 

there are more and more 

noises presented in an 

image. 

 

 

 

 

 

 

 

 

 

 



Chapter 2 Literature Review 

BIS (Hons) Information Systems Engineering                    30 

Faculty of Information and Communication Technology (Perak Campus), UTAR. 
 

2.6 Summary of Literature Review on Skin Colour Tone Model 

Table 2-2: The summary of literature review on skin colour tone model. 

Algorithm Proposed / 

Algorithm Studied 
Strengths Limitations 

A Robust Skin Colour Based Face Detection Algorithm 

by Singh, Chauhan, Vatsa and Singh (2003) 

 Combination of three 

colour space, they are 

Red, Green and Blue 

(RGB) colour space, 

YCbCr colour space 

and Hue, Saturation 

and Intensity (HSI) 

colour space 

 It is able to detect various 

skin colours of humans 

from different races 

accurately. 

 It has lower false 

detection and false 

dismissal rate for 

detecting faces in the 

image. 

 It may not effectively 

detect the human faces in 

various lighting 

conditions. 

 Its false detection and 

false dismissal rate may 

be increased when there 

are more noises presented 

in the image.  

A New Algorithm for Human Face Detection Using Skin Colour Tone 

by Zangana and Al-Shaikhli (2013) 

 Combination of two 

colour space, they are 

Red, Green and Blue 

(RGB) colour space 

and YcbCr colour 

space, and YC’bC’r 

colour space will be 

obtained from YcbCr 

colour space 

 It can detect the human 

faces in the image in 

various lighting 

conditions. 

 It is able to detect various 

skin colours of humans 

from different races 

accurately. 

 The process will be faster 

as the image is resized 

before it is being 

processed. 

 The face detection may 

not be accurate because 

the image is resized that 

may lead to distortion of 

the image sharpness. 

 It may need more 

resources in computation 

as the process of 

algorithm is complex. 

Segmentation Algorithm for Multiple Face Detection in Colour Images with Skin 

Tone Regions using Colour Spaces and Edge Detection Techniques 

by Lakshmi and PatilKulakarni (2010) 

 Combination of HSI 

and YcbCr colour 

space models, using 

Canny and Prewitt 

Edge Detection 

 Robert Cross Edge 

Detection 

 It can detect multiple 

faces in the image at the 

same time. 

 It is able to detect the 

human skins with various 

lighting conditions in the 

image. 

 It can detect the human 

skins which have 

different skin colours. 

 It cannot effectively 

detect human faces when 

there are some objects 

that have similar skin 

colours with human 

skins. 
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2.7 Summary of Literature Review on Feature Point Detection 

Table 2-3: The summary of literature review on feature point detection. 

Algorithm Proposed / 

Algorithm Studied 
Strengths Limitations 

Feature Point Detection for Real Time Applications 

by Nain, Laxmi and Bhadviya (2008) 

 Short algorithm for 

feature point 

detection that uses 

smaller mask 

 Less resources are needed 

for performing the 

process. 

 Most of the errors can be 

minimized during the 

process. 

 It is easy to be 

implemented. 

 Time consuming as the 

process in algorithm 

compares and computes 

threshold twice. 

 Results generated may be 

less accurate as simple 

mask is used. 

Feature point detection in blurred images 

by Kautsky, Zitova, Flusser and Peters (1998) 

 Algorithm for feature 

point detection that 

uses a parameter 

approach 

 It uses more user-defined 

parameters that will lead 

to more variety results 

generated. 

 It can run the operation 

with lower computational 

cost. 

 Its results generated will 

be more accurate as the 

false feature points 

candidates are eliminated 

in the process. 

 Might not perform well in 

various condition, for 

example the image is less 

blurred and has bigger 

rotation angle.  
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2.8 Summary of Literature Review on Wavelet Transform 

Table 2-4: The summary of literature review on wavelet transform. 

Algorithm Proposed / 

Algorithm Studied 
Strengths Limitations 

Effective Image Compression using Evolved Wavelets 

by Gracemann and Miikkulainen (2005) 

 Coevolutionary 

genetic algorithm 

used in wavelet 

transform 

 It requires less resources 

to run the process and yet 

has high accuracy for 

compressing images. 

 Due to the use of certain 

amount of wavelet 

coefficient lesser time is 

required to compress the 

images, even though it 

involves several 

evaluation in the process.  

 Its usage is limited to 

non-photographic images 

as both photographic and 

non-photographic images 

have different statistical 

properties. 

Compression of Medical Images Using Wavelet Transforms  

by Ruchika, Singh and Singh (2012) 

 Algorithm based on 

the basic model of 

compression system 

and uses Huffman 

encoding, DWT and 

threshold 

 It can compress the 

images without losing 

significant data in the 

images. 

 Removing redundancy in 

the algorithm can lead to 

producing more accurate 

results after compressing 

the images. 

 The images compressed 

can be easily 

uncompressed as the 

algorithm has 

uncompressing function. 

 It might be more difficult 

to be implemented 

compared to others as it 

involves a lot of 

processes and levels. 

 The wavelets from the 

same domain might not 

be suitable to be used in 

algorithm since their 

information properties are 

different from each other. 
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2.9 Review of Existing Software 

There are many existing image editing software available in the market that can help 

the photographers to edit their captured images or photos. In this section there is a 

software that will be reviewed in order to express the problem stated in Section 1.1 of 

Chapter 1. That software is the Adobe Photoshop Creative Suite 6 (CS6) which is 

developed and published by Adobe Systems. It is one of the most popular raster graphic 

editor software that provides industry standard services to individuals as well as 

multimedia organizations in the competitive market. 

Most of the photographers nowadays will use Adobe Photoshop CS6 to embellish their 

images captured. They will also use it to place the logo in a certain position of the 

images. The following will show how photographers as the users place or tag a logo in 

an image by using Adobe Photoshop CS6: 

1. Open an image and a logo in Photoshop, the logo should be in PSD (Photoshop 

Document, a layered image and default format for saving the data used in 

Photoshop) or PNG format. This can allow the image and logo to be in semi-

transparent background. 

 

Figure 2-6: Illustration for Step 1 (Smith 2012). 
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2. Use the Move tool in Photoshop (or using shortcut “V”) to click and drag the 

logo onto the image. 

 

Figure 2-7: Illustration for Step 2 (Smith 2012). 

 

3. Check in the checkbox that indicates “Show Transform Controls”. It will allow 

the logo to be changed in size freely. 

 

Figure 2-8: Illustration for Step 3 (Smith 2012). 
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4. Use the Move tool in Photoshop (or using shortcut “V”) to change the size of 

the logo and place it to the position desired in the image. 

 

Figure 2-9: Illustration for Step 4 (Smith 2012). 

 

The above steps show that the photographers can freely resize and place the logo 

anywhere that they desire in an image. The following will show how to automatically 

place a logo in many images at the same time, at the same fixed position in many images: 
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1. Insert an image and a logo into Photoshop CS6. Then select Window > Action, 

and the Action window will be popped out. 

 

Figure 2-10: Illustration for Step 1 (Resize & Watermark Multiple Images 

Automatically in Photoshop CS6 2013). 

 

2. Press a file icon at the window and it will create a folder to hold the action. Then 

click the “Create New Action” button which is beside the file icon pressed just 

now. Another window will also be popped out. 

 

Figure 2-11: Illustration for Step 2 (Resize & Watermark Multiple Images 

Automatically in Photoshop CS6 2013). 
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3. At the window popped out, just set the name and a set of function key (used to 

start the action) for the action. And then press record button. 

 

Figure 2-12: Illustration for Step 3 (Resize & Watermark Multiple Images 

Automatically in Photoshop CS6 2013). 

 

4. Once the action is finished setting up. Press the square button (Record Action 

button) which is left side of the file icon to start recording the action. 

 

Figure 2-13: Illustration for Step 4 (Resize & Watermark Multiple Images 

Automatically in Photoshop CS6 2013). 
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5. Place the logo in the image accordingly and these actions will be recorded. After 

placing logo properly in the image, press the red circle button (Stop Recording 

Action button) beside square button to stop recording the action. 

 

Figure 2-14: Illustration for Step 5 (Resize & Watermark Multiple Images 

Automatically in Photoshop CS6 2013). 

 

6. After stop recording the action, select File > Scripts > Image Processor to 

configure the recorded action for other images. 

 

Figure 2-15: Illustration for Step 6 (Resize & Watermark Multiple Images 

Automatically in Photoshop CS6 2013). 
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7. In the Image Processing window, select the file that contains the images which 

are needed to be processed, and also select the destination file to save the 

processed images. Then choose the action recorded that will be used to process 

the images. After that click Run button to start the action. 

 

Figure 2-16: Illustration for Step 7 (Resize & Watermark Multiple Images 

Automatically in Photoshop CS6 2013). 

 

8. Photoshop will run the action automatically for all images selected. 

 

Figure 2-17: Illustration for Step 8 (Resize & Watermark Multiple Images 

Automatically in Photoshop CS6 2013.
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9. After completing the action for each image, the images processed will be saved 

to the destination folder specified before. The logo will be placed at the same 

position in each image selected. 

 

Figure 2-18: Illustration for Step 9 (Resize & Watermark Multiple Images 

Automatically in Photoshop CS6 2013). 

 

From the steps shown above, Photoshop CS6 can efficiently place the logo in each 

image automatically. But there are some cases when the logo in some images cannot be 

easily found as some certain positions in the images will cover up the logo. Therefore 

the photographers either need to manually place the logo in images one by one or using 

automatic way to do those tasks. Besides that, Photoshop CS6 is also able to create the 

frame for each image and place the logo at the frame (as shown in Figure 2-14). This 

can be done by using similar process that places the logo in each image as shown just 

now. The following will show the strengths and weaknesses for using Photoshop CS6 

to tag or place the logo in images: 
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Table 2-5: The strengths and limitation for using Photoshop CS6 to tag the logo in 

images. 

Strengths Limitations 

 It can handle many images to be 

processed in a certain period of time. 

 It provides greater flexibility on how 

the logo can be shaped and placed in 

an image. 

 It cannot detect the best position for 

the logo to be placed in an image. 

 It might not be user friendly for some 

certain users as it can be confusing for 

them. 

 It may consume more resources for 

processing the images when there are 

some complex actions need to be done 

and more images need to be processed 

by it. 

 

 

 

Figure 2-19: One of the ways to add the frame for an image (Ray 2012). 
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Chapter 3 Methodology 

3.1 Block Diagram 

 

Figure 3-1: Block Diagram for illustrating overall process for Auto-Logo-Tagging 

System. 

 

In order to solve the problem of tagging logo, there are three sections in this Auto-Logo-

Tagging System that are divided so that it will be easy to be developed. Those modules 

are Calculate Mean and Standard Deviation in Moving Kernel, Compute Information 

Loss from Adjacent Kernels and Find Suitable Location for Logo Placement. 
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3.2 System Methodology 

3.2.1 Calculate Mean and Standard Deviation in Moving Kernel 

 

Figure 3-2: The input-process-output flow chart for Calculate Mean and Standard 

Deviation in Moving Kernel Module. 

 

At first, when the image is inserted into the system it will be resized to a smaller image 

in order to decrease the workload for computation. Then the system will create a kernel 

and its size is based on the resized image, this means that its width and length are certain 

percentage of the width and length of resized image. After the kernel is created it will 

be placed at top left corner of resized image. The kernel is moved from left to right and 

top to bottom, its moving step is half of the kernel size. Before it is moved, the system 

collects hue information from HSI colour space model within kernel area. The hue 
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information collected will be used to calculate mean and standard deviation that 

represent hue information. 

The mean and standard deviation are calculated by using Expectation Maximization 

algorithm in Gaussian Mixture Model. Gaussian Mixture Model is used to assume that 

all the data points in probabilistic model are generated from a mixture of a finite number 

of Gaussian distributions with unknown parameters (scikit-learn n.d.). This model can 

be seen as generalizing k-means clustering which can incorporate information about the 

structure of the data and the centres of latent Gaussians (scikit-learn n.d.). While 

Expectation Maximization algorithm will help Gaussian Mixture Model to estimate 

parameters in probabilistic models with incomplete data (Chuong & Batzoglou 2008). 

It is used for finding parameters of statistical models in maximum likelihood estimates 

where unobserved latent variables are depended by the model (Expectation-

maximization algorithm 2015). The algorithm helps to determine the approximate mean 

and standard deviation in a group of hue data which is collected earlier.  

After mean and standard deviation in current kernel are calculated, the kernel will be 

moved to another position to calculate another mean and standard deviation from hue 

information in moved kernel area. This process is repeated until the kernel is moved to 

bottom right corner of resized image. Those calculated mean and standard deviation 

will be stored as data collection for further calculation. 
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3.2.2 Compute Information Loss from Adjacent Kernels 

 

Figure 3-3: The input-process-output flow chart for Compute Information Loss from 

Adjacent Kernels Module. 

 

Once mean and standard deviation from each kernel movement are calculated and 

collected, the system will traverse the resized image again by using the kernel created 

earlier. Similar to the previous steps, the system starts traversing from top left corner to 

bottom right corner in resized image. When the system traverses the resized image, in 

each current kernel location it will calculate the information loss from each adjacent 

kernel. Those adjacent kernels are from left, bottom, right and top of the current kernel 

location. The information loss is calculated by using the Kullback-Leibler divergence 

algorithm. It can indicate whether there is any changes from current kernel location to 

another kernel location when moving based on the amount of information loss. The 
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mean and standard deviation in data collection which are calculated in previous steps 

are needed to compute the information loss. 

In current kernel location, after finishing calculating the information loss from adjacent 

kernels, the system will identify which adjacent kernel has the least amount of 

information loss. The system will tag that adjacent kernel and store the related 

information into another data collection. After that it will move to next kernel location 

and repeat the same processes. 
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3.2.3 Find Suitable Location for Logo Placement 

 

Figure 3-4: The input-process-output flow chart for Find Suitable Location for Logo 

Placement Module. 

 

After calculating the information loss and tagging the adjacent kernel which has the 

least information loss in each kernel location, the system will find a suitable location to 

place the logo so that the logo can be shown clearly in the image. In each kernel location, 

the system will determine whether all its adjacent kernels are tagging it as having the 

least information loss. It uses the data collection that contains each kernel location and 

its tagged adjacent kernel which has been created earlier in the process of finding. Those 

determined kernel location will be stored into another data collection for further use.  

After that the system will use this data collection of determined kernel location to find 

a proper location for logo to be placed in the image. In order to do this, the system will 
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check the determined kernel locations in data collection one by one to find out whether 

each of them is the nearest to the sides or corners of the image. By placing the logo near 

to the sides or corners of image, the people can easily recognize or detect the logo 

placed in image. The determined kernel location is ignored if it is in the skin region. 

The logo will not be placed in skin region so that it would not cover this region in image, 

instead the system will place it in background of the image. Then the system places the 

logo at the kernel location which is found to be the nearest to corners or sides of the 

image. In the end an image with the tagged logo will be produced as an output of the 

system.  
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3.3 Experiment Setting 

In the beginning of this project, there are about two experiments will be set in the project 

prototype which helps to build or establish the fundamental functions of the Auto-Logo-

Tagging System. Those experiments are the Identification of Background and 

Foreground Using Kullback-Leibler Information Gain and the Identification of Human 

Skin Using HSI Colour Space Model. 

 

3.3.1 Identification of Background and Foreground Using Kullback-Leibler 

Information Gain 

 

Figure 3-5: The traversing of kernel in the image (Columbia University, n.d.). 
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Figure 3-6: The code for creating custom kernel based on size of the logo. 

 

Figure 3-5 shows how the kernel is traversing throughout the image. The kernel size is 

based on the size of logo which is needed to be tagged in image. The experimental 

system will use the kernel to traverse the image iteratively, and in each iteration it will 

calculate the value differences from image. Once the traversing and calculation are done, 

the experimental system will gather all values calculated and form the probability 

distribution for the image. This process is similar with the procedure in Chapter 3.2.2 

Gather Probability Distribution from Image. The Figure 3-6 shows the C# programming 

code for creating the custom kernel based on size of the logo. It is useful as there are 

various sizes of logo that will be used to be tagged in image, so it would be easier for 

the experimental system to create the kernel dynamically. 
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Figure 3-7: Expected result in the experiment (Columbia University, n.d.). 

 

Figure 3-7 shows the expected result which is critical in this experiment. This is because 

with the use of probability distribution formed, the foreground and background in the 

image should be identified. It can be done by finding the lower information gain in 

probability distribution. The finding can be executed by using Kullback-Leibler 

information gain algorithm. Once the foreground and background are identified, the 

placement of logo can be easily done as the logo will be placed at background in the 

image. So the experimental system should be expected to identify the logo placement 

locations as shown in Figure 3-7. After that it will compute the score in each logo 

placement location and the highest score will be selected to place the logo in image. 
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3.3.2 Identification of Human Skin Using HSI Colour Space Model 

 

Figure 3-8: The HSI colour space model (Maraqa, Al-Zboun, Dhyabat & Abu Zitar 

2012). 

 

In this experiment, the HSI colour space model is used in order to identify the skin 

regions in image and find out the location which is suitable for logo to be placed without 

interfering the main objects or skin regions in the image. At first the process is similar 

to the previous experiment, the kernel is traversing throughout the image. However in 

the process of traversing, instead of finding the value differences and generate the 

probability distribution, the experimental system will compute how much the skin 

pixels occupy within the kernel in percentage. The skin pixel is based on the value 

retrieved from Hue value in the HSI colour space model, which values are extracted 

from the image.  

After traversing the image, the system will find out which kernel region has less portion 

of skin pixels. In this experiment, the system sets the limit that there is less than 10% 
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of pixels in kernel is occupied by skin pixels. This means that if the skin pixels occupy 

the kernel more than 10% of pixels in kernel, that kernel region will not be selected as 

the location for placing the logo in image. There will be many possible locations for the 

logo to be tagged in image after the traversing and calculation. Therefore the system 

will evaluate each possible location and then choose the best location for tagging the 

image. The expected results for the sample image is shown in Figure 3-10. 

 

 

Figure 3-9: The percentage of pixels in kernel that is occupied by skin pixels 

(Columbia University, n.d.). 
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Figure 3-10: Expected result that shows the possible location for tagging the logo in 

image (Columbia University, n.d.). 
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3.4 Actual System and Algorithms Walkthroughs 

In this section there are some explanations on how the actual system and algorithms 

works. 

 

 

Figure 3-11: Logo is resized based on original photo. 

 

In the beginning, the system will retrieve the photo image and logo from certain file 

directory and start to determine the width and height of both images. The width and 

height of logo will be resized based on the width and height of photo image. The 

maximum width and height for resized logo is about 10% of the width and height of 

photo image. If the photo image has the width of 640 px and the height of 960 px, then 

the maximum width and height that the logo can be resized is about 64 px and 96 px 

respectively. The reason that the logo needs to be resized is to prevent any undesired 
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result produced when the logo size is larger and it can distort the photo image when 

logo is placed or tagged on it. Before performing any computation, the system will 

resize both photo and logo image into smaller size to reduce the computational 

workload for the system. 

 

 

Figure 3-12: Kernel movement in photo image. 

 

After the logo is resized, a kernel is created based on the width and height of resized 

logo. The use of kernel is to traverse the entire image and retrieve pixel value within 

the kernel area for further calculation. At first the kernel will be placed at the top left 

corner, and will be moved from left to right and top to bottom. It is moved with half of 

kernel width as its moving step, this means that after doing certain computation the 
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kernel will be moved right by half of its kernel width as shown in Figure 3-12. When it 

is moved to the right end of photo image, the kernel will be placed at left end of photo 

image again but with half of its length lower than its original position as shown in Figure 

3-13. After it is placed it will move to the right end again, and this process is repeated 

until the kernel cannot move to anywhere at the bottom right corner of photo image.  

Before it is moved to next position, the system will collect each hue value from each 

pixel within the kernel area and all hue values will be normalized for producing accurate 

result. The normalized hue values are treated as the independent observations. These 

observations will be used to calculate the mean and standard deviation for the 

observations. They are calculated by using the Expectation-Maximization Algorithm in 

Gaussian Mixture Model (refer to the equations in Chapter 6.1 Gaussian Mixture Model 

and Expectation-Maximization Algorithm). After the computation is completed in the 

current position, the mean and standard deviation values for current kernel position are 

stored and the kernel will be moved to next position and repeats the same process. 

 

 

Figure 3-13: Kernel will be moved to lower position after reaching right end of photo 

image. 
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Figure 3-14: System will tag kernel position that has the lowest information loss from 

current kernel position. 

 

When the computations of mean and standard deviation for each kernel position are 

completed, the system will traverse the whole photo image again by using same kernel. 

The kernel positions traversed earlier will be passed through again. This time the system 

will find out how much the information loss to surroundings from the kernel itself. In 

each kernel position, the system will calculate the information loss from the current 

kernel position to kernel’s right, bottom, left and top positions as shown in Figure 3-14. 

The amount of information loss from one position to another position can be calculated 

by using Kullback-Leibler Divergence Algorithm (refer to the equation in Chapter 6.2 

Kullback-Leibler Divergence Algorithm). 

Once the information loss is computed to kernel’s surroundings, the system will tag the 

kernel position that has the least information loss from current kernel position. Then 
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the system will continue calculating information loss and identifying kernel position 

which has the least information loss in other kernel positions until the kernel reaches to 

the bottom right corner of photo image. In each kernel position the information of 

tagged position will be stored by the system for further usage. 

 

 

Figure 3-15: Kernel position which has been tagged as having the least information 

loss by surrounding kernel positions. 
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After computing the information loss and identifying the kernel position which has the 

least information loss in each kernel position, the system will find the suitable locations 

for placing the logo. The main condition for finding the suitable locations is that in 

current kernel position, each of adjacent kernel positions are tagging it as having the 

least information loss. The system will pass through each kernel position again to 

perform this process. As illustrated in Figure 3-15, there are many kernel positions are 

tagged by each of their adjacent kernel positions. These tagged positions will be 

identified and stored by the system as the potential positions for placing the logo as 

shown in Figure 3-16. 

Among the potential positions for placing the logo, the system will inspect each of them 

to determine whether it is the nearest to the side or corner in photo image. By placing 

the logo nearer to the side or corner in image it helps the people to easily identify the 

logo in photo image. The potential position will be ignored by the system from 

inspecting when it is in the skin region. The skin region can be detected by using three 

colour spaces, there are RGB colour space, YCbCr colour space and HSV colour space 

(refer to Chapter 6.3 Determination of Skin Pixel in the image). After inspecting the 

system will place the logo at the potential position that is the nearest to side or corner 

in photo image. 

 

 

 

 

 

 

 

 

 

 

 



Chapter 3 Methodology 

BIS (Hons) Information Systems Engineering                    61 

Faculty of Information and Communication Technology (Perak Campus), UTAR. 
 

 

Figure 3-16: Potential positions for logo placement are identified by the system. 
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Figure 3-17: The final result when the logo is placed at suitable location. 
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Figure 3-18: Another logo placement in other photo image by the system. 

 

 

Figure 3-19: Another logo placement in other photo image by the system. 
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Chapter 4 Conclusion 

In a nutshell, Auto-Logo-Tagging System is designed and developed to minimize the 

problem of tagging logo in images faced by photographers. There are many similar 

systems exist in the market but they have some weaknesses that cannot help to solve 

the problem. Therefore this system can serve the users well by automatically tagging 

the logo in images accurately. In the process of developing the system, there is one 

biggest concern which can impact greatly to the system. That is whether the Kullback-

Leibler divergence can be appropriately used for separating the background and 

foreground in the image accurately.   

Kullback-Leibler divergence is an approach to find how much the information lost from 

a collection of data (which can be also treated as a set of probability distribution) to 

another. This can help the system to know which parts in the image have lesser 

information loss. The parts in image which have lesser information loss is a suitable 

place for placing the logo as there are is any other object can cover up the logo when it 

is placed. Through this method many major objects can be easily identified by the 

system. Therefore Kullback-Leibler divergence in which the Auto-Logo-Tagging 

System uses its information gain algorithm provides the significant amount of 

contribution to the system developed. 

Throughout this project the prototype will be first developed and it includes many 

experiments mentioned in Chapter 3.3 Experiment Setting. Those experiments are 

conducted to show that how the Kullback-Leibler information gain algorithm and HSI 

colour space model work in this system. They are quite significant as they are primarily 

used to identify the objects in image which is the fundamental function in this system. 

Therefore the experiments need to be carefully carried out so that the accurate results 

can be produced. 

Other than Kullback-Leibler divergence algorithm, the Expectation-Maximization 

algorithm in Gaussian Mixture Model is also used in this system. It is mainly used for 

finding and estimating many sets of mean and standard deviation in a collection of data 

or observations. It is very useful as it can estimate the unknown parameters that 

represents the mixing value for the Gaussians, mean and covariance in a set of data 

(Expectation-maximization algorithm 2015). As shown in Chapter 3.4 Actual System 

and Algorithms Walkthroughs, the system combines the Expectation-Maximization 
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algorithm and Kullback-Leibler divergence algorithm in order to find out many 

locations in image that has lesser information loss. By combining both algorithms, the 

logo can be placed in a location of photo image that can be seen clearly by the people. 
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Appendix A Gaussian Mixture Model and Expectation-Maximization Algorithm 

 (In this section, all the information is from Expectation-maximization algorithm 2015) 

A-1 Gaussian Mixture Model 

Let be a sample of  independent observations from a 

mixture of two multivariate normal distributions of dimension  and let 

 be the latent variables that determine the component from 

which the observation originates. 

 

and 

 

where 

 

and  

 

 

The aim is to estimate the unknown parameters representing the "mixing" value 

between the Gaussians and the means and covariance of each: 

 

where the incomplete-data likelihood function is 

 

and the complete-data likelihood function is 

 

or 
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where  is an indicator function and  is the probability density function of a 

multivariate normal. 
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A-2 Expectation (E Step) 

Given the current estimate of the parameters θ(t), the conditional distribution of the Zi is 

determined by Bayes theorem to be the proportional height of the normal 

density weighted by τ. 

 

 

These are called the "membership probabilities" which are normally considered the 

output of the E step (although this is not the Q function of below). 

Note that this E step corresponds with the following function for Q: 

 

 

This does not need to be calculated, because in the M step we only require the terms 

depending on τ when we maximize for τ, or only the terms depending on μ if we 

maximize for μ. 

 

 

 

 

 

https://en.wikipedia.org/wiki/Bayes_theorem
https://en.wikipedia.org/wiki/Probability_density_function
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A-3 Maximization (M Step) 

The fact that Q(θ|θ(t)) is quadratic in form means that determining the maximizing 

values of θ is relatively straightforward. Note that τ, (μ1, Σ1) and (μ2, Σ2) may all be 

maximized independently since they all appear in separate linear terms. 

To begin, consider τ, which has the constraint τ1 + τ2 = 1: 

 

 

For the next estimates of (μ1, σ1): 

 

and 

 

and, by symmetry 

 

and 

 

 

A-4 Termination 

Conclude the iterative process if 

for  below some pre-set threshold. 
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A-5 Kullback-Leibler Divergence Algorithm 

(In this section, all the information is from Expectation-maximization algorithm 2015) 

In Univariate Gaussian distributions, the Kullback-Leibler divergence between a 

Gaussian distribution  with mean  and variance  and a Gaussian 

distribution  with mean  and variance  is given by 

 

 

The equation above shows the transmission value from Gaussian distribution p to 

Gaussian distribution q. In order to show how much the information that will be lost 

from Gaussian distribution p to Gaussian distribution q, let 

𝑥 = KL(𝑝, 𝑞) 

and 

𝑦 = KL(𝑞, 𝑝), 

therefore, 

Amount of information lost from Gaussian distribution p to distribution q  

=
𝑥

𝑥 + 𝑦
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Appendix B Determination of Skin Pixel in the Image 

(In this section, all the information is from Abdul Rahman, Kit & See n.d., ‘RGB-H-

CbCr Skin Colour Model for Human Face Detection’) 

In order to determine the skin pixel in an image, there is a set of bounding rules derived 

from three colour spaces, there are RGB, YCbCr and HSV, which rules are needed to 

be met so that the system can accurately determine the skin region. 

 

B-1 RGB Colour Space 

In RGB colour space, the skin colour at uniform daylight illumination rule is defined 

as: 

(R > 95) AND (G > 40) AND (B > 20) AND 

(max{R, G, B} − min{R, G, B} > 15) AND 

(|R − G| > 15) AND (R > G) AND (R > B)              [Equation 1] 

 

While the skin colour under flashlight or daylight lateral illumination rule is given by: 

(R > 220) AND (G > 210) AND (B > 170) AND 

(|R − G| ≤ 15) AND (R > B) AND (G > B)              [Equation 2] 

 

To consider both conditions when needed, a logical OR will be used to combine both 

Equation 1 and Equation 2. The RGB bounding rule is denoted as: 

Rule A: Equation 1Equation 2 
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B-2 Cb-Cr Subspace from YCbCr Colour Space 

Cb-Cr subspace is a strong discriminant of skin colour, there are 5 bounding planes 

from its 2-D subspace distribution. The five bounding rules that enclosed the Cb-Cr 

skin colour region are formulated as below: 

Cr ≤ 1.5862 × Cb + 20                 [Equation 3] 

Cr ≥ 0.3448 × Cb + 76.2069                 [Equation 4] 

Cr ≥ -4.5652 × Cb + 234.5652                [Equation 5] 

Cr ≤ -1.15 × Cb + 301.75                 [Equation 6] 

Cr ≤ -2.2857 × Cb + 432.85                 [Equation 7] 

 

The Equation 3 to Equation 7 are combined by using logical AND to get the CbCr 

bounding rule, denoted as: 

Rule B: Equation 3  Equation 4  Equation 5  Equation 6  Equation 7 
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B-3 HSV Colour Space 

In HSV colour space, the hue value exhibit the most noticeable separation between skin 

and non-skin regions. Therefore there are two cut-off levels as H subspace skin 

boundaries. 

H < 25                   [Equation 8] 

H > 230                  [Equation 9] 

 

Both Equation 8 and Equation 9 are combined by using a logical OR to obtain the H 

bounding rule, denoted as: 

Rule C: Equation 8  Equation 9 

 

Thereafter, each pixel that fulfils Rule A, Rule B and Rule C is classified as a skin 

colour pixel. So: 

Rule A  Rule B  Rule C 

 

 

 

 


