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ABSTRACT 

 

The security in residential area has become main issue in Malaysia due to the increasing 

in crime rate in Malaysia. Therefore, with the help of automated surveillance system, 

human can ensure their safety in their home area by monitoring their home. In this paper, 

an intrusion detection surveillance system is proposed to detect the home intrusion 

activity and alert the users and surrounding to prevent criminals committing the crimes. 

Recent pieces of work such as surveillance system, human action recognition, and object 

tracking papers are reviewed and studied. By using computer vision techniques, the 

automated surveillance system is achieved by analyzing the video captured using 

computer program. Next, the proposed system intends to track the objects throughout the 

video frames and determines whether an object is moving from outside area to home area. 

Several processes will be implemented such as area classification, background modeling, 

and object tracking to ensure the system performs accurately and correctly. In area 

classification, the video frames captured is divided into home area and outside area 

followed by background modeling to segment the moving object from the background. 

Finally, tracking techniques is applied to each of the object detected to determine whether 

the object from outside area has broken into the home area. In order to further improve 

the accuracy of the proposed system, gate analysis techniques is used to provide a hard 

evidence to support the intrusion case detected by the object tracking. 
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CHAPTER 1 INTRODUCTION 

 

1.1 Motivation and Problem Statement 

In past few years, there have still many crime cases in Malaysia. Based on the report from 

Overseas Security Advisory Council (OSAC), the overall crime rate in Malaysia is high 

due to the dominant number of criminal cases in Kuala Lumpur. (Overseas Security 

Advisory Council, 2015). Moreover, the number of crime involved in Kuala Lumpur is 

increased as compared to last year. From the findings on the report, Malaysia is 

considered quite dangerous country in terms of number of criminal cases involved. 

 

There are many different types of crimes involved in Malaysia, such as assaults, 

robberies, burglary, and more. Particularly, the robbery and burglary cases that occur in 

residential area had become more frequent. (Overseas Security Advisory Council, 2015). 

During the break-ins, it is difficult for the victim to call the police or alert the surrounding 

because most of the time, the criminals can predict what the victims can attempt. In 

addition, they will be monitoring victims‟ action to prevent them from calling for helps. 

In summary, residents require a surveillance system to monitor the home security in order 

to prevent the cases mentioned. 

 

1.2 Surveillance System 

Surveillance system was introduced to deal with the problem of break-ins robbery case. 

Surveillance system is a system that monitors the behavior, activities, actions, or 

changing environment in order to notify users about the security information. One of the 
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most popular surveillance system is the Closed-circuit television (CCTV) or known as 

video surveillance that can monitor the environment captured by the camera. Every 

change of environment in the captured scene is monitored by the video surveillance 

system. At first, the video surveillance is done by human operators where large amount of 

real-time videos are monitored by one or more human in parallel and any crime activities 

happen in the video is detected by the human. Due to the limitation of the human, 

however, the following practice is not suitable for monitoring the home security 

environment. For example, it is impossible to let users monitor the video captured all the 

time since users have to do their own things as well. Secondly, once the criminals break 

into the home area when the users are not aware, it is very difficult for users to react even 

though the video is captured.  

 

Therefore, in order to tackle the problems raised by the human surveillance, automatic 

computer video surveillance system is introduced. With the name itself, the surveillance 

system is done automatically by computer program to process the video frames to 

monitor the security environment as well as detect the criminal actions. The computer 

program is using the computer vision technology that analyzes the video frames captured 

from digital camera to obtain useful information from the video. Computer vision is a 

field of studies which including reconstruct, interpret, and understand the meaningful 

information in 3D scene from 2D image. Computer vision makes use of image processing 

and pattern recognition techniques to achieve its goals. 

 

In summary, a surveillance system can greatly reduce the crimes happening in residential 

area and it provides convenient feature to allow users to prevent robberies. Moreover, 

automatic video surveillance system is the most suitable surveillance system to monitor 

the security of home area. Therefore, this project will develop a surveillance system to 

monitor the home area to detect the intruders or robbery scene automatically and alert 

users when intrusion happened in the users‟ home area. 
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1.3 Project Scope 

This project will develop a surveillance system that can detect intruders breaking into the 

home areas. The system will start to monitor when users activate the system. Besides, the 

system can also be built with the alarm system to alert the surrounding when the intruders 

break into the home area. The focus of this project is to study and understand the 

computer vision techniques then implement the techniques into the surveillance system. 

 

1.4 Project Objectives 

a) To develop a real-time surveillance system 

 The system aims to respond to the activity immediately by sending out alert to 

surrounding area when intruders break into home. 

b) To provide semi-automated surveillance system 

 The system will allow users to classify the outside area and home area within 

the video frame in order to detect intrusion automatically. 

 The system aims to monitor and detect intrusion automatically without the 

assistance from human. 

c) To design and implement the intrusion detection system by using following 

techniques to detect intrusion activity 

1. Area classification 

 The system should classify the scene captured into outside area (public 

space) and inside area (restricted zone) based on the user inputs. 

2. Object tracking 

 The system should able to perform multiple object tracking.  

3. Gate analysis 

 The system should obtain some important information from the gate such 

as the orientation of the gate in order to determine whether the gate is 

opened or closed. 

4. Intrusion detection 
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 The system should be able to make use of the information from the results 

of gate analysis and object tracking to determine whether the intrusion 

case happens. 

d) To provide an user interface to allows user to use the proposed system 

 The system is able to allow user to perform an initialization to let the system 

understand the environment captured by the camera. 

 The system should display the results of intrusion detection, object tracking, 

and gate analysis to the user. 

 

1.5 Impact, Significance and Contribution 

The surveillance developed in this project will provide a robust intrusion detection 

feature in real-time manner. The system developed will helps to decrease the crime rate at 

home area, since it is difficult for thefts or criminals to commit the crime successfully if 

there is surveillance system monitoring. With this surveillance system, the security in 

residential area will be improved and the peoples in home area will be more comfortable 

and safe. 

 

By consider some cases, when the owner of the house wish to go for vacation, but he is 

worrying about the house whether it will be intruded by theft or criminals. Another case 

is that, when the owner is inside the house and the thefts or criminals successfully intrude 

to the house, by the time owner realize the intrusion, the owner is too late to realize the 

situation because the owner might be killed or manipulated which allows the thefts or 

criminals to finish their robbery action. Therefore, the system can contribute to this group 

of people by alerting the neighbor household to help out when intrusion happens. 

 

Beside the user perspective, the system also provides some useful techniques such as area 

classification and edge-based gate analysis. These two techniques allow the system to 

obtain extra information from the scene in order to improve the performance of the 

system. Moreover, addition technique such as object tracking is used to provide the 

intrusion information with the inputs from the results of area classification and gate 
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analysis. Therefore, with these three techniques the home surveillance can be more 

reliable compared to other system that just using one technique. 

 

1.6 Proposed Method 

Home intrusion usually will lead to robbery case where the intruders tend to steal or 

snatch the valuable things from the owner. Therefore, the proposed method is using 

information from gate pattern and restricted zone intrusion to detect the intrusion. The 

gate information is obtained through a series of edge analysis and the restricted zone 

intrusion is detected by using object tracking and area classification techniques. Figure 

1.1 shows the overview of the surveillance system proposed where the details of each 

block in the system flow diagram are discussed in Chapter 3 and Chapter 4. 

 

Figure 1.1 System flow diagram of proposed system 
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1.7 Report Organization 

The rest of the paper is organized as follows. The related works are presented in Chapter 

2. The proposed method is described in Chapter 3. The detail of proposed system design 

is explained in Chapter 4. Experimental results and discussion are conducted in Chapter 5. 

Lastly, Chapter 6 concludes the whole project. 
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CHAPTER 2 LITERATURE REVIEW 

 

Robbery cases are committed by criminals and they usually carry out some abnormal or 

anomaly activity such as stealing, threatening victims, assaults to commit the crime. In 

order to detect the activity, human activity recognition techniques were used to classify 

between normal activity and anomaly activity in video surveillance system. Once the 

abnormal activity detected, there is a high chance that the activity is a crime. 

Besides, object tracking is another important technique for surveillance system, it allows 

system to identify the motion of the object captured in the video. To prevent the home 

area entered by the intruder, object tracking was used to track whether the intruders enter 

to the home area from outside to inside without the permission. 

This chapter includes the following materials, review of existing surveillance systems, 

activity recognition techniques, and object tracking techniques. 

 

2.1 Automated Surveillance System 

The automated video surveillance system has received much attention as the technology 

gets advanced due to its automated process that is able to replace the human operation. 

Video surveillance system requires the computer vision techniques that are able to 

segment the foreground objects from the stationary background and then perform the 

post-processing on the foreground object in order to further analyze the object behavior 

to detect the anomaly actions. 
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2.1.1 Vision-Based Human Tracking and Activity Recognition (Bodor et al., 2003) 

Bodor et al. (2003) developed an automated surveillance system to track pedestrians and 

detect suspicious activities. The system first tracks each with a camera and then performs 

the action recognition technique to detect any danger or suspicious activity involved. The 

overall process for the system was described in 4 steps: human detection, human tracking, 

human activity recognition, and high-level activity evaluation. For human detection and 

tracking, mixture of Gaussians (Stauffer and Grimson, 2000) for foreground 

segmentation and Kalman filter were used respectively. For each pedestrian detected, a 

bounding box is used to surround the detected predestrian. After that, as long as the 

tracked pedestrian remains in the video, the pedestrian image within bounding box is 

captured in each frame as shown in Figure 2.1. For the next 2 steps, the system records 

each pedestrian position and velocity state and then develops a pedestrian‟s position and 

velocity path by using Kalman filter. On the other hand, the system will generates a 

bounding box (shown in Figure 2.2) for “secure area” such as expensive art display that is 

provided by users. The warning signal will be generated when one of the conditions in 

following fulfilled. The authors listed several condition such as pedestrian enters the 

“secure area”, moves faster than normal speed, loiters around the scene, and falls down. 

 

Figure 2.1 Samples image sequence of two pedestrians 
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Figure 2.2 Bounding box for pedestrian and “secure area” 

 

2.1.2 Automatic Video-Based Human Motion Analyzer for Consumer Surveillance 

System (Lao et al., 2009) 

Lao et al, (2009) introduced the combination of trajectory estimation and posture 

recognition to improve the human behavior analysis in their proposed system. For 

trajectory estimation, Lao et al. used mean shift algorithm on the persons‟ appearance 

model such as color histogram to track the persons. For the posture recognition, the 

authors model the silhouettes detected by using their proposed shape descriptor called 

HV-PCA. Then, the authors adopt Continuous Hidden Markov Model (CHMM) for 

posture classification which trained by using Baum-Welch algorithm.  (Rabiner, 1989). 

Through the classification, the classified posture can be categorized into these 5 type 

actions: left-pointing, right-pointing, squatting, raising hands overhead, and lying. Finally, 

to detect the robbery scene, an interaction model was used to understand people involved 

in the scene. The interaction modeling is defined as posture made by each person in the 

scene along the time. For example, person A has a label as “pointing”, then person B was 

detected as “raising hands overhead”, therefore this scene can be concluded as robbery 

scene. 
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2.1.3 W
4
: Real-Time Surveillance of People and Their Activities (Haritaoglu et al., 

2000) 

Haritaoglu et al. present a W
4
 real-time surveillance system which answers the following 

questions: who are the objects, what are they doing, where and when they act. The system 

will classify the objects detected into single person, multiple persons, and other objects 

for different post processing before tracking. 

For single person object, the system is modeling the human posture through silhouette-

based body modeling. The silhouette-based body modeling is computing the normalized 

projection of horizontal and vertical histogram of person silhouette as shown in Figure 

2.3 and Figure 2.4. The posture is determined by the highest similarity compared to the 

four different training posture histograms (standing, crawling/bending, lying down, and 

sitting) in three different views. After that, the posture is further classified into one of the 

view-based appearance (front/back, left, right). If the posture of detected person is 

standing, the silhouette of the person undergoes the symmetry and periodicity analysis 

which analyze whether the standing person is carrying an object. If the person is in other 

postures or the person is not carrying any objects, the body parts of the person are tracked 

instead. The location of head is used to determine the other body parts based on the order 

of the body parts that defined in the posture respectively. 
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Figure 2.3 Vertical normalized projections of standing, crawling/bending, lying down, 

and sitting postures used in body posture estimation (Haritaoglu et al., 2000) 

 

Figure 2.4 Horizontal normalized projections of standing, crawling/bending, lying down, 

and sitting postures used in body posture estimation (Haritaoglu et al., 2000) 
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For multiple persons in an object, the authors assume that every person in the group is in 

standing upright posture. Therefore, geometric shape cues and the vertical projection 

histogram of the binary silhouette are used to determine the number of head count in the 

group of people object. The system used intensity-based template to track each of the 

head detected. Using median-based estimate, the silhouette of the multiple persons object 

is segmented into part where each part represents a person in that group. 

After that, the system will track the person detected frame-by-frame by using the median-

based coordinate estimation of the position of the person and compare it with the actual 

position of the person to update the motion model. To further improve the system 

tracking performance, the system employed an appearance model which used gray-scale 

texture and shape to model each person for tackling the case when the person reappear to 

the scene after occlusion or interaction. The system continues to update the tracking 

information to handle the scenario when an isolated person joins to a group or when the 

group of person split up to a few isolated persons. 
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2.1.4 Discussion 

Papers 

Features 

Bodor et al., 

2003 

Lao et al., 2009 Haritaoglu et al., 

2000 

Camera Static Static Static 

Foreground Segmentation Gaussian Mixture 

Model 

Gaussian Mixture 

Model 

Bimodal 

distribution 

Number of object detected Multiple Multiple Multiple 

Person Recognition - k-Nearest 

Neighbor 

Static shape 

analysis, dynamic 

periodicity 

analysis 

Appearance Model Position, velocity, 

and shape 

Color Histogram Shape, silhouette, 

projection 

histogram, gray-

scale textural 

Tracking Kalman filter Mean-shift, 

Kalman filter 

Median-based 

coordinate 

estimate, binary 

edge correlation 

Specific area warning Yes No No 

Action Recognition Map of motion Continuous 

Hidden Markov 

Model 

Body part 

analysis 

Table 2.1 Comparison of 3 reviewed surveillance systems 

From table 2.1, the surveillance systems are using static camera to monitor the 

environment. In terms of foreground segmentation, the systems reviewed are using 

statistical model by generate the probability density function for each pixel to detect 

multiple foreground objects in each frame. Next, human object recognition can be 

achieved by using classification algorithm such as k-NN algorithm or shape and 

periodicity analysis. For appearance model, the systems use varieties of models to define 

the object appearance such as color histogram, shape, silhouette, and more. Color 

histogram might provide better model if illumination of the scene does not have 
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significant changes while the shape of silhouette model might provide better result if the 

object‟s posture or view are not changing greatly across the frames. The selection of 

appearance will greatly influence on the tracking and action recognition process. With the 

appropriate selection of the appearance model, tracking process will be more efficient. 

The tracking algorithm involved in the system reviewed are Kalman filter, mean-shift, 

median-based coordinate estimation. Mean-shift is a template matching tracker while 

Kalman filter is estimation based tracker. Template matching tracker tends to have 

advantage on capturing object trajectory provided that the object‟s appearance did not 

change significantly. On the other hand, the Kalman filter is suitable for occlusion 

handling due to the pre-calculation of the object‟s new position. Finally, there exist many 

techniques involved in action recognition, but most of them perform posture analysis on 

the object by using different models and approaches. 
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2.2 Activity Recognition 

Based on recent review of Ke et al. (2013), the main technology of the human activity 

recognition includes 3 steps as shown in Figure 2.5. 

 

 

 

 

 

 

 

 

 

Figure 2.5 Core Technology of Human Activity Recognition 

 

2.2.1 Object Segmentation 

Object segmentation is a process that segments the foreground object from the 

background in order to retrieve the required objects in the frame-by-frame video. In this 

project, static camera segmentation is focused that the camera capture the video without 

changing the viewpoint of the camera such as position and angle. Therefore, a static 

background model is required to segment the foreground object based on the model 

defined. In the static camera segmentation, the following techniques are proposed in 

recent works which include background subtraction, statistic model, and segmentation by 

tracking. 
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Input 
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2.2.1.1 Background Subtraction 

Background subtraction is one of the widely used approaches for static camera 

segmentation due to its many different varieties of derived methods such as Running 

Gaussian average (Wren et al., 1997), Gaussian Mixture (Stauffer and Grimson, 1999), 

Eigenbackgrounds (Oliver et al., 2000) and more. Each method has its own advantages 

and disadvantages (Piccardi, 2004). In order to detect foreground object, the pixel‟s 

difference is calculated between the current frame and the reference frame which is the 

background model. When the difference calculated on a pixel of the frame above a 

predefined threshold, the pixel is considered to be the foreground object‟s pixel. However, 

due to its simplicity, this approach might not have good accuracy. For example, it might 

have difficulty to deal with the changing background. Overall, the background 

subtraction technique is simple yet efficient to model the background. 

 

Running Gaussian Average 

Wren et al. (1997) had proposed a technique that detects the background by considering 

the last n frames for every pixel by calculating the running average and standard 

deviation of the pixel‟s value. Any pixel value fall under the predefined range in the 

Gaussian probability density function is considered as background else the foreground. 

The disadvantages of this technique is that the average value is considering the past frame 

foreground pixel value which results in inaccuracy of the background average pixel value. 

In order to solve the problem, Koller et al. (1994) proposed a modified background 

update equation with selective background update. The boolean value is used to indicate 

whether the pixel is a foreground or background in order to consider the background 

average calculation. In short, Running Gaussian average is simple and requires less 

memory to model the background. 
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Gaussian Mixture Model 

Background subtraction uses one model for a background, but Gaussian Mixture Model 

(GMM) uses multi-modeling to model the background in order to adapt to different 

scenarios. (Stauffer and Grimson, 1999). For each pixel at location (x, y), a mixture of 

Gaussians is used to model it. During the learning phase, the GMM is learned by using 

the expectation maximization (EM) algorithm. Therefore, if a pixel value is having high 

probability in the GMM, then the pixel most probably will be the background pixel. By 

defining a threshold, the image pixel will be classified as background when the value is 

above the threshold, or it will be classified as foreground when the value is below the 

defined threshold. Despite of its good performance, this approach suffered in term of 

computation cost from the EM. Permuter et al. (2006) proposed a new approach for 

GMM learning algorithm which is the k-means clustering algorithm. Although the 

performance from k-means clustering is not as high as the EM, the computation cost is 

significantly lower. Moreover, Zivkovic (2004) introduce an online adaptive GMM by 

using recursive equations to update the parameters. The author also state that the adaptive 

GMM is able to select the appropriate number of components instead of using fixed 

number that used by recent works. Generally, GMM can be used to describe a more 

complex background with high computation cost. 

 

Eigenbackground 

Eigenbackground is an eigenspace based modeling technique proposed by Oliver et al. 

(2000). This eigenspace model describes variety of appearances that have been observed 

and it provides robust model for probability distribution function of background but not 

moving object. This approach consists of two phases, learning phase and classification 

phase. In the learning phase, a sample of images is obtained to compute background 

image means and covariance matrix. The computed covariance matrix then undergoes the 

eigenvalue decomposition to obtain the eigenvector (eigenbackground). Lastly, only 

specific number of eigenvectors with largest eigenvalues is stored in eigenvector matrix 

to obtain the eigenbackground image. In the classification phase, the new image is 
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projected into the eigenspace to remove the moving object from the background, after 

that it is projected back to the image space. At this point the resultant eigenbackground 

image contains no moving object and hence the moving object can be segmented by 

subtracting the original image with the eigenbackground image by fulfilling the specified 

threshold. Figure 2.6 shows samples of the result of eigenspace decomposition-based 

background subtraction technique. The limitation of this method is that it is only 

applicable when the background is static. Therefore, Monnet et al. (2003) and Zhong and 

Sclaroff (2003) addressed the limitation by introducing the methods that are able to 

handle the dynamic background (e.g. waving trees, water wave, moving cloud). These 

methods describe the image regions as autoregressive moving average (ARMA) 

processes that provide a way in learning and predicting the motion patterns in a scene. 

 

Figure 2.6 (a) Original image, (b) reconstructed image after projecting input image onto 

the eigenspace, (c) difference image. (Yilmaz et al., 2006). 

 

2.2.1.2 Statistical Model 

Despite the high performance from the GMM, it underperformed in brightness and 

chromaticity changing environment. Statistical model is another approach for static 

camera object segmentation that is able to model this kind of environment by using four 

parameters to model each pixel in the image. The four parameters are brightness 

distortion, chromaticity distortion, the variation of the brightness distortion, and the 

variation of the chromaticity distortion. (Horprasert et al., 1999). By referring the pre-

defined threshold on brightness distortion and chromaticity distortion, the pixels can be 
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classified into original background, shadow, highlighted background, or moving 

foreground. For example, when background distortion and chromaticity distortion are 

small, the pixel is classified as original background and the pixel is classified as 

foreground pixel if the pixel values of chromaticity distortion are high. 

 

2.2.1.3 Segmentation by Tracking 

The techniques mentioned such as background subtraction and statistical model, are deal 

with the pixel-level segmentation, but it will lose the global information of the object in 

the video frame such as the location of the object in the video frame because it only able 

to detect whether the pixel is consider background or foreground without consider the 

spatial location of the whole object. Therefore, segmentation by tracking was proposed to 

tackle the problem. Brendel and Todorovic (2009) proposed a segmentation by tracking 

regions method by using new circular dynamic-time warping (CDTW) algorithm, which 

matching the similar boundary portion of two regions in different frames. Furthermore, 

Yu et al. (2007) proposed another method which tracked the spatial-color Gaussian 

mixture model (SCGMM). The SCGMM is represented with five dimensions, X, Y, R, G, 

B where X and Y describe the spatial location and R, G, and B describe the color 

information of the pixel. The authors introduced an algorithm that iteratively updated the 

SCGMMs by fixing the spatial Gaussian models while updating the color Gaussian 

model and vice versa along with a constrained estimation maximization algorithm.  

 

2.2.2 Feature Extraction and Representation 

In the second phase of human activity recognition, the feature of the segmented 

foreground object is extracted and represented in mathematical forms for further 

recognition process. There are many pieces of recent work being done in this area and 

Figure 2.7 shows the categorization of the feature extraction and representation 

techniques. In global feature representation, the whole image is used to compute features, 

however global features are usually sensitive to noise, partial occlusion and variation of 

viewpoint. (Poppe, 2010). Whereas in local representation, Poppe states that local image 
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patches and descriptors are considered as local features, and in contrast to global 

representation, local representation is rather invariant to changing in viewpoint, person 

appearance and partial occlusions. 

 

 

 

 

 

 

 

Figure 2.7 Categorization of Feature Extraction and Representation techniques 

 

2.2.2.1 Space-Time Volumes (STV) 

A 3D spatial-temporal volume is formed by stacking the video frame over a certain 

amount of time. The silhouettes of a segmented object are stacked over sequences of 

video frame to form a STV as shown in Figure 2.8. (Blank et al., 2005). The figure 

represents the three type of actions jumping-jack, walking, and running respectively. The 

x and y define the spatial information of the object and the t represents the time 

information. Through the SVT, local space–time saliency and orientation features can be 

extracted. 

Feature extraction and 

representation 

Global representation Local representation 

Space-Time Volumes Local Descriptors 



CHAPTER 2: LITERATURE REVIEW 

BCS (Hons) Computer Science 

Faculty of Information and Communication Technology (Perak Campus), UTAR. 21 

 

Figure 2.8 STV of “jumping-jack”, “walking” and “running” actions (Gorelick et al., 

2007) 

2.2.2.2 Local Descriptors 

Local descriptors are able to handle the noises, occlusions, and possibly to rotation and 

scale. Scale Invariant Feature Transform (SIFT) features are local image features that are 

invariant to image 2D transformation, and partially to affine and illumination change. 

(Lowe, 1999). Lowe (2004) further explained the 4 major steps involved in generating 

SIFT features from image frame. Firstly, the difference of Gaussian function is applied to 

search over all image frames‟ scales and locations to determine the interest points. For 

the second step, scale and location models are used to fit the scales and locations obtained, 

and then in the third step, more suitable points are selected as keypoints and assigned the 

orientation based on local image gradient directions. Lastly, the keypoint descriptor is 

constructed that the measured image gradients at the selected scale are transformed into a 

representation to allow for local shape distortion and illumination changes. 

Besides SIFT, histogram of oriented gradient (HOG) descriptor is another local 

representation for human detection since the local object appearance and shape can 

usually be represented by the distribution of local intensity gradients or edge directions. 

(Dalal and Triggs, 2005). HOG is derived by counting the occurrences of gradient 

orientation in localized portions of an image. Different from SIFT, HOG is computed on 

a dense grid and uses overlapping local contrast normalization. 
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2.2.3 Activity Detection and Classification 

In the third phase, activity detection and classification techniques are used to apply on the 

obtained feature descriptor. In the following discussion, several recent pieces of work on 

the activity detection and classification algorithms are explored and discussed. The 

following Figure 2.9 shows the categorization of the activity detection and classification 

techniques. 

 

 

 

 

 

 

 

 

Figure 2.9 Categorization of activity detection and classification techniques 

 

2.2.3.1 Dynamic Time Warping (DTW) 

Dynamic time warping measures the similarity between 2 sequences by using the 

dynamic programming techniques. Veeraraghavan et al. (2005) use DTW algorithm for 

matching the sequences of normalized shape features. Furthermore, the DTW algorithm 

can be used in the extent that it can measure and recognize many kinds of human 

activities (Sempena et al., 2011). DTW requires many templates for matching with 

different scenarios which might lead to high computation cost, but it provides the speed 

and ease in recognize and implementation respectively. 
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2.2.3.2 Generative Models 

Generative model is a probability and statistics model that creates the joint probability 

distribution by modeling each class label individually with observed variables. Given a 

class label, generative model will produces the likelihood of that class generates the 

observed variable. 

Hidden Markov Models (HMM) 

Hidden Markov model is defined as a doubly stochastic process which can produce the 

sequence of observed symbols. It consists of an underlying hidden stochastic process and 

an observed stochastic process. (Rabiner and Juang, 1986). It has been used popularly in 

temporal pattern recognition such as speech and video. (Ke et al., 2013). The hidden 

stochastic process and observed stochastic process are described as: 

i. Hidden stochastic process (First-order Markov process) 

o Each hidden state depends only on the previous hidden state, which means that 

the hidden variable at time t, xt only depends on the previous hidden state x at 

time t-1. The first-order Markov assumes that the transition probability of xt that 

depends on all the past hidden states (x1, x2, x3, …, xt-1) is equivalent to the 

transition probability that depends on only the previous state xt-1. 

 

ii. Observed stochastic process 

o Each observed measurement (symbol), y depends only on the current hidden state. 

In other words, the observable variable at time t, yt is only depends on the current 

hidden state xt and it is independent of all other observable variables and past 

states. 

 

With these two assumptions, the HMM can be illustrated where the circular nodes 

represent the hidden state variable and the square nodes denote the observed variables. 

Figure 2.10 shows the sequence of observed symbols that generated by using the hidden 

stochastic process and observed stochastic process. 
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Figure 2.10 Graphical representation of HMM (Brand et al., 1997) 

 

Dynamic Bayesian Network (DBN) 

DBN is considered the generalization of HMM where it relates each random variables to 

others over the time. (Murphy, 2002). DBN is widely used in machine learning field to 

perform prediction or forecasting tasks. Besides, Coupled Hierarchical Duration-State 

DBN (CHDS-DBN) is proposed as an alternative for DBN. (Du et al., 2007). The CHDS-

DBN is able to represent two scales of human motions, which are global activity state 

scale and local activity state scale. Moreover, CHDS-DBN has a low-dimensional and 

small size of feature space and state space respectively which is able to reduce 

computation complexity. It is used for modeling the interaction between human as a 

multiple stochastic process. However, the training for DBN is suffered from long training 

time. 

 

2.2.3.3 Discriminative Models 

Discriminative model determines the class labels of observed variables by learning the 

probabilities of class labels conditioned by the observed variables. Discriminative model 

tends to predict the class labels based on the observed variables which forms a decision 

boundary of that class. 
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Support Vector Machine (SVM) 

The SVM proposed by Schuldt et al. (2004) is a margin-based supervised classifier in the 

data analysis and pattern recognition. SVM is able to construct the optimal hyperplane 

that can maximize the margin between two classes. The support vectors in the name are 

referring to the data points on the margin of the hyperplane. Schuldt et al. (2004) used the 

SVM to classify the human activities by extracting local space-time features in a video. 

Despite the good performance of SVM offer, it has a high computation cost during the 

learning phase. 

 

Artificial Neural Network (ANN) 

Jain et al. (2000) use a mathematical model to transform the problem into a network 

ANN of artificial neurons and weight directed edges. ANN is constructed in 3 layers and 

above, where the first layer is the input layer to receive the input from environment and 

the last layer is the output layer to present the processed result. All the middle layers of 

the ANN are hidden layers where each receives the signals of weighted neurons from the 

previous layers and computes the weighted sum and act as an input for next layer, the 

process continues until to the last layer which is the output layer. ANN proposed is used 

to learning the complex nonlinear input-output pairs. With sufficient training, the ANN is 

able to train the model to adapt to the new input. Fiaz and Ijaz (2010) proposed a method 

to detect human suspicious activity by using the ANN in a surveillance environment. The 

ANN used by the Fiaz and Ijaz is three-layer perceptron from the input of distance 

vectors and motion vectors for each image frame. Altough ANNs have the ability to 

describe complex nonlinear relationship, but it suffers from high computation cost during 

the learning phase and it is prone to over-fitting of the data. 
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2.2.3.4 Others 

Kalman Filter 

Kalman filter is an algorithm that using a series of observed measurements in the past 

along with statistical noise and other uncertainties observations to produces the 

estimation of Gaussian distributed state through the minimization of mean square errors. 

(Welch and Bishop, 1995). The algorithm is performed in two phases recursively. In the 

prediction phase, Kalman filter generates the estimation on the current state variables 

with their uncertainties. In the next phase which is update phase, the estimation from the 

previous phase is used to update the state of the process. Kalman filter was used to track 

pedestrian by generating the position and velocity path for the pedestrian. (Bodor et al., 

2003). In order for Kalman filter to work, robust foreground segmentation is required to 

segment the object correctly. 

 

K-Nearest Neighbor (k-NN) 

The k-Nearest Neighbor algorithm measure the distance between input frames with those 

in a training set. The most frequent label around the k closest training data with respect to 

input frame is classified as the label for the input frame. Blank et al. (2005) used the 

global features that represent the sequence compared with the database using 1-NN (with 

Euclidean distance) to classify the action. Sullivan and Carlsson (2002) using k-NN to 

label the key poses of the tennis strokes since key poses can represent many actions 

instead of using sequence. One of the significant problems for k-NN classification is the 

k value selection. Different k value will generate different kinds of results, therefore k 

value should decide carefully during the training phase. 
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2.3 Object Tracking Techniques 

The objective of object tracking is to locate the objects in every frame of the video by 

generating the trajectory of the object. Object tracking can be performed by either 

separately or jointly. For object tracking separately, the tracker corresponds object 

regions across every frame which is obtained by computing the means of object detection 

algorithm in every video frame. Besides, jointly object tracking can be achieved by 

iteratively estimate the next location of the object by update the object location based on 

the information obtained in previous frames. In order to implement a good tracker, a 

suitable descriptor or appearance model must be used for different kind of object. In 

general, object tracking technique can be categorized into 3 types which are point 

tracking, kernel tracking, and silhouette tracking. Each type of tracking will tackle 

different type of model used for the object. Figure 2.11 shows the hierarchy of the object 

tracking technique. (Yilmaz et al., 2006). 

 

 

 

  

 

 

 

 

Figure 2.11 Object tracking categories 
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2.3.1 Point Tracking 

In point tracking, the objects are represented by points and objects are tracked by 

building up the point correspondence using translation model. 

2.3.1.1 Deterministic 

Point correspondence can be formulated by defining the cost of association of each object 

in frame t-1 to each object in frame t where the cost of correspondence is defined by 

qualitative motion heuristics method. (Veenman et al., 2001). The minimization of the 

overall correspondence cost will produce one-to-one correspondences for each object. 

Sethi and Jain (1987) minimize the correspondence cost by using greedy approach on 

distance with neighbor points between 2 consecutive frames based on the rigidity and 

proximity constraints. However, this method did not handle occlusion, entry or exit of the 

objects. After that, Rangarajan and Shah (1991) used greedy approach as well, but with 

different constraints such as proximal uniformity to solve the occlusion scenario. The 

occlusion was handled by using constant velocity assumption to predict the position of 

the object. Veenman et al. (2001) improve both of the works mentioned by introduced the 

common motion constraint for correspondence. The proposed common motion constraint 

provides a strong constraint for coherent tracking of points that lie on the same object. 

This approach first generates the initial tracks using two-pass algorithm and the cost 

function is minimized by Hungarian assignment algorithm (Kuhn, 1955) in two 

consecutive frames. Similarly, this approach cannot handle entry or exit of object and it 

assume that the number of object is preserved throughout the scene. 

 

2.3.1.2 Statistical 

Different from deterministic method, statistical method consider the uncertainties into the 

object state estimation process instead using constraint on the object. Object in video 

frame are modeled using state space model which consists position, velocity, and 

acceleration. Broida and Chellappa (1986) used Kalman filter to estimate the optimal 

state variable of objects in the noisy image. This approach requires the state and noise to 

be distributed in Gaussian in order to perform better. Therefore, this limitation can be 

overcome by using particle filter. (Kitagawa, 1987). Particle filter make use of weight 
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assigned to each sample to indicate the importance of every sample. With weight 

assigned to every sample, importance sampling was used to estimate the state. Both 

Kalman filter and particle filter only perform measurement on single object, hence joint 

measurement was required when tracking multiple objects. 

In case for multiple object tracking, object states first required to be associated with most 

likely measurement of a particular object, then using the filters to estimate the next object 

state. Due to the varying in object position, sometimes measurement might be associated 

to the incorrect object which cause the filter fail to converge. Therefore, there is a need 

for data association technique to assign the measurement correctly. Joint Probability Data 

Association Filtering (JPDAF) was used to assign all measurements to each track by 

calculating the posterior probability of each particular measurement originated from the 

object associated with the particular track. (Bar-Shalom and Fortmann, 1988). The 

drawback for this approach is the number of track has to be fixed. Next, Reid (1979) 

proposed an algorithm named Multiple Hypothesis Tracking (MHT). Instead of 

establishing the correspondence using two frames, MHT establish the correspondence 

using multiple frames. Moreover, MHT was able to handle occlusion, entry, and exit of 

the object. MHT starts with iteration that begins with a set of hypotheses and by using 

each hypothesis to predict next position of each object. The predictions are compared to 

the actual measurements using the distance measure. New hypotheses is generated for 

next iteration by establish a set of correspondences for each hypothesis by referring to 

distance measure. 

 

2.3.2 Kernel Tracking 

The objects are modeled based on their defined shape (box or ellipse) or appearance in 

kernel tracking. The kernel is tracked by computing the motion of the object in the form 

of parametric transformation. 
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2.3.2.1 Multi-view based 

Multi-view appearance model was used to tackle the frequently changing in the object 

appearance due to the different view by training the system with multi-view sample 

offline. Black and Jepson (1998) make use of the eigenspace to define the affine 

transformation of current object view to the new object view using eigenvectors. 

Principal Component Analysis (PCA) was used to build up the eigenspace representation 

of the object. The affine transformation is computed by minimizing the subspace 

constancy that measures the difference between the image transformed and the original 

image. 

Besides, classification such as SVM can be applied to object tracking. (Avidan, 2004). 

During training, the positive examples of SVM include the image of the object to be 

tracked and the image of confusing background is used for negative example. The author 

used SVM to track the object by maximizes the classification score in image region to 

estimate the position of object. 

 

2.3.2.2 Template and Density based 

In single object tracking, Comaniciu et al. (2003) used a weighted histogram accumulated 

from the bounded object region to model the appearance of object. The authors used 

mean-shift algorithm to search for the most similar appearance by comparing the 

histograms of the object where the histogram similarity is defined by Bhattacharyya 

coefficient (Kailath, 1967). The mean-shift vector is computed such that the similarity is 

increasing and the process is done iteratively until the convergence is reached. The 

problem for mean-shift tracking is not able to perform well when the histograms keep 

changing across the time. Therefore, Bradski (1998) proposed a Continuously Adaptive 

Mean Shift (CAMSHIFT) algorithm which allows the tracker adapt the change in object 

histogram. 

Besides, Jepson et al. (2003) introduced the tracker that used mixture of three 

components to track an object. The first component is the stable appearance component 

where this feature defines the reliable of slow changing pixel in the object region. For the 
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second component which defined as transient component that describe the quick 

changing pixels. The last component, noise component handles the uncertainties that 

present in the object appearance. An online Expectation Maximization (EM) algorithm 

was used to train the parameters of this mixture of three components. The authors 

computed warping of the tracked region from current frame to next frame to get the 

motion of the object where the warping parameters were determine by using weighted 

combination of stable and transient components. 

For multiple object tracking, image is modeled as a set of layers in order to tracking 

multiple objects. (Tao et al., 2002). Each layer is either background layer or an object 

layer. Each layer includes shape priors (ellipse), motion model, and layer appearance. 

These layers were formed by compensating the background motion with projective 

motion so that the object‟s motion can be estimated from compensated image using 

parametric motion. Next, probability of belonging to an object layer, pl in every pixel is 

computed based on the previous object motion and shape features. If the pixel did not 

belong to any object, a probability of uniform background pixel pb is assigned. The 

object‟s appearance probability pa is then paired with pl to obtain the final layer 

estimation. EM algorithm was used to estimate iteratively the 3 model parameters that 

maximize the observation on a layer at time t. 

 

2.3.3 Silhouette Tracking 

Silhouette provides a good representation for non-rigid object which cannot be achieved 

in simple geometric shape. The silhouette tracking is using estimation on object region in 

each frame by using contour evolution or shape matching. 

2.3.3.1 Shape Matching 

The process of shape matching is similar to the template matching in the kernel tracking 

in which the object silhouette and its associated model are searched in current frame. 

Similarity is defined as the distance between the model that generated from the 

hypothesized object silhouette in previous frame and current silhouette. Edge map is used 

as an object model for shape matching, where it is reinitialized in every frame to adapt 
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the non-rigid object shape. (Huttenlocher et al., 1993). Hausdorff distance is used to 

construct a correlation surface where the minimum is selected as the new object position. 

(Hausdorff, 2005).  

Besides edge map, silhouettes tracking can be achieved by generate silhouette trajectory 

from computing flow vectors for each pixel inside the object region such that the flow is 

dominant most of the object region. Sato and Aggarwal (2004) generate object track by 

applying Hough transform in the velocity space to object silhouette in consecutive frames. 

This approach provides motion-based matching of the object silhouettes and is insensitive 

to variations in object viewpoint. 

 

2.3.3.2 Contour Evolution 

Contour evolution track the silhouette by adapting the initial object contour in the 

previous frame to its new position in the current frame through state space model or 

minimization of the energy function. 

In state space model, state of the objects contour is represented by shape and motion 

parameters. Tracking is achieved by update the object state in every instant time such that 

the contour‟s a posteriori probability is maximized. Terzopoulos and Szeliski (1992) used 

dynamic of the control points (spring model) to define the object state in which the 

direction of control points moves based on the spring stiffness. Therefore, the new object 

state can be estimated through Kalman filter. In 1998, Isard and Blake used spline shape 

parameters and affine motion parameters to represent the object state which measure the 

image edges computed in the normal line to contour. The authors used particle filter to 

estimate the new state. 

On the other hand, contour evolution can be achieved by minimizing the contour energy 

which defined in terms of temporal image gradient (optical flow). The optical flow 

constraint is depends on the brightness constancy constraint. Bertalmio et al. (2000) used 

optical flow constraint to evolve the current contour to new contour. Beside optical flow, 

Yilmaz et al., (2004) used color and texture object models to evolve the contour where 

the color and texture models are generated in a group around the object boundary. 
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CHAPTER 3 PROPOSED SYSTEM 

 

3.1 Project Scenarios 

This project is to develop an intrusion detection surveillance system that able to handle 

the scenarios which can be illustrated by three (3) example scenarios with sequence of 

frames as shown in Figure 3.1, Figure 3.2, and Figure 3.3. 

 

3.1.1 Scenario 1 

   

a)      b) 



CHAPTER 3: PROPOSED SYSTEM 

BCS (Hons) Computer Science 

Faculty of Information and Communication Technology (Perak Campus), UTAR. 34 

   

c)      d) 

Figure 3.1 Sequence of frame of intrusion scenario 1 

In scenario 1, the owner reached to her home and the gate was closed but it was not 

securely locked as shown in Figure 3.1a). In the next few frames, the intruders reached to 

the gate and they broke into the owner home area causing the owner panic as shown in 

Figure 3.1b) and 3.1c). In Figure 3.1d), the owner had lost her handbag and the intruder 

got ran away. 

 

3.1.2 Scenario 2 

   

a)      b) 
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c)      d) 

Figure 3.2 Sequence of frame of intrusion scenario 2 

In scenario 2, the owner was inside the house with the gate unlocked as shown in Figure 

3.2a). In the next few seconds shown in Figure 3.2b), the intruders realized the unlocked 

gate. Then, one intruder decided to break in as shown in Figure 3.2c), luckily the owners 

realized the situation in time and the intruder left without success in Figure 3.2d). 

 

3.1.3 Scenario 3 

  

a)      b) 
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c)      d) 

Figure 3.3 Sequence of frame of intrusion scenario 3 

Scenario 3 shows a woman who was cleaning the front yard in Figure 3.3a). 

Unfortunately, an intruder approached the owner in Figure 3.3b). In Figure 3.3c), the 

intruder decided to break-in to commit a crime. The owner had to surrender her valuable 

things to the robber in order to save her life in Figure 3.3d). 

 

3.1.4 Discussion 

Based on these three scenarios, the common approach for the intruders to break-in to the 

home area is by rush in through the unlocked gate due to the owner mistake. As described 

in scenario 2, if the owner knows the intrusion case in advance, the owner is able to put 

up a defence to force the robbers to retreat. Therefore, if the system is able to detect the 

intruders stepping into the home area and raise an alarm, the neighbor and police can 

come to help and make the robbers to retreat. 

 

3.2 Design Specifications 

3.2.1 Methodologies and General Work Procedures 

The system proposed will segment the foreground object and detect whether there are 

objects from outside break into the home area. Besides, the system needs to detect the 

number of object appearing in the scene and then track all of them until they leave the 
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scene. The tracked object will be labeled with a value which distinguishes the region 

(inside or outside the home area) of this object appear in the scene. The tracking process 

will continue and the label assigned to each object will be checked based on the current 

position of the object in the scene. When the object label is outside and it move to inside 

the home area, then the system will do a reasoning process to determine whether the 

person is an intruder. Furthermore, edge-based gate analysis will be used to provide the 

evidence to improve the confidence of the intrusion detection result. 

 

3.2.2 Tools to use 

i. Microsoft Visual Studio (C++) 

Integrated Development Environment (IDE) is used to develop the image 

processing program. 

ii. Open Source Computer Vision (OpenCV) 

Library interface for Microsoft Visual Studio C++ to provide programming 

functions mainly aimed at real-time computer vision. 

iii. Logitech HD Pro Webcam C920 

A webcam that is used to conduct experiments to evaluate the proposed system by 

capture sample videos 

 

3.3 System Flow Diagram 

The overall process of proposed system is described in this section. The proposed system 

consists of several main processes such as system initialization, object tracking, gate 

analysis, and intrusion detection. 

Figure 3.4 shows the complete system flow which consists of the main processes 

mentioned in section 3.3 and some of the process is further expanded into several sub-

processes to illustrate the process in detail. The assumptions of the system will be listed 

in section 3.4 and the detail design of the system will be presented in the next chapter. 
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Figure 3.4 System flow diagram 

3.4 Assumptions 

There are several assumptions required to be considered to make sure the system work 

properly: 

i. The system will start monitoring when users start the system manually. 

ii. The system will stop monitoring when users stop the system manually. 

iii. The camera needs to capture the entire main gate region in home area. 

iv. The main gate must be opaque. 

v. The camera needs to be placed in higher position to capture inside and outside the 

home areas. 

vi. Intruders only break in by moving from outside to inside the home area through 

unlocked gate. 

vii. The position of the main gate captured is required to be almost upright.  
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3.5 Implementation Issues/Challenges 

The image complexity can be as high as possible due to the large variation in image 

content. Furthermore, every image or video that is captured in different places and at 

different time is totally different. Moreover, a 3D real life environment only can be 

described in 2D form in the image in which the image processing require to retrieve the 

information in 3D based on the 2D image. Therefore, computer vision tasks are always 

challenging for researcher. 
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CHAPTER 4 SYSTEM DESIGN AND IMPLEMENTATION 

 

4.1 System Initialization 

Before the proposed system operates, several initializations are required to obtain 

information from users about the scene captured. This initialization process needs user to 

select four (4) gate points that respect to the four (4) gate corners in the scene as shown in 

Figure 4.1. 

 

Figure 4.1 Four (4) gate corners in the scene captured 

After 4 gate points has been selected, the next information required is the gate region. 

Gate region is defined by a rectangle that can cover the whole gate region in a scene. 

Users are required to draw the rectangle that can cover the gate region as shown in Figure 

4.2. 

Point 1 

Point 4 

Point 2 

Point 3 
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Figure 4.2 Rectangle that covers the gate region 

Once the user finish input the information required, the system will store the user inputs 

for further processes which will be discuss in section 4.2. The system initialization 

process allows the proposed system adapt to different environment based on user inputs. 

However, the inputs provided by the user will acts as a basis on how the system performs. 

Therefore, the performance of the system will be greatly affected by the users‟ input. 

 

4.1.1 Area Classification 

Area classification is a process that the scene captured is divided into two (2) areas, 

“inside” and “outside” based on gate points selected by the user. During system 

initialization, gate point 1 and gate point 2 will be form a line. The line indicates the 

boundary between inside and outside area as well as providing the orientation of the 

closed gate which will be used for gate analysis in later stage. 

When users select the first two gate points (point 1 and point 2), the coordinate for these 

two points (x1, y1) and (x2, y2) is stored in the system permanently or until users wish to 

change it. The line is form by using straight line equation (in slope-intercept form) as 

shown: 

                , where   
       

       
 

Gate region 
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Consider Figure 4.3, where the image is in 2D matrix form and each block is a pixel then 

two gate points are selected which are represented by blue circles. These coordinates for 

these two gate points are (9, 3) and (0, 4). Therefore, the straight line equation is form as 

follows: 

  
     

     

  
 
 

 

              

=>    
 

 
   (1) 

=>    
 

 
     (2) 

 

Index 0 1 2 3 4 5 6 7 8 9 

0           

1           

2           

3           

4           

5           

6           

7           

8           

9           

 

Figure 4.3 Image in 2D matrix form with area classification 

Given a point (3, 2) as shown in dark blue circle in Figure 4.3, the y coordinate will be 2 

and the x coordinate will be 3. By substitute these values in the equation (2), the left-hand 

Inside 

Outside 

Point 1 

Point 2 
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side (LHS) of the resultant equation is less than zero (< 0), then the point is in outside 

area. On the other hand, if the point is below the line as shown in brown circle in Figure 

3.5, the left-hand side (LHS) of the resultant equation will be more than zero (> 0). 

Therefore, based on the equation (2), all the pixels will be classified into outside area if 

its‟ coordinate result in LHS of the equation is less than zero (0). In contrast, if coordinate 

of the pixels result in LHS of the equation more than zero (0), then the pixels consider 

inside. The labels of “inside” and “outside” are shown in Figure 4.3. 

 

4.1.2 Image Frame Resize 

In order to allow the system work correctly, the video frame size need to be adjusted to a 

suitable range such that the accuracy and speed of the system can be improved. During 

the system initialization, the ratio for the frame scaling is required. To obtain the ratio, 

the following steps are used: 

1. Initialize variable i with 1 

2. Create a temporary copy of frame 

3. The temporary frame width and height are divided by i 

4. If the resultant width or height of the temporary frame is lower than 200 pixels, 

the loop stopped 

5. Else increase i by 1 and go to step 1 

After the loop, the variable i will be stored for the next frame and act as a divisor to scale 

down the frame image. 

 

4.2 Gate Analysis 

Gate analysis is a process that extracts the edge information from the region defined by 

the users and hence determines the status of the gate (open or close). The gate status can 

be obtain by analyze the edge information from the gate region defined by user. 
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4.2.1 Edge Detection and Extraction 

In order to determine whether the gate is opened or closed, the orientation of the gate and 

the line formed by area classification are required. When the difference in gradient 

between the line formed by area classification and gate line is high, then the gate is 

consider as open and close when the difference is low as shown in Figure 4.4. In Figure 

4.4, the light blue line represents the area classification line and the dark blue and yellow 

colors represent the close gate line and open gate line respectively. 

   

Figure 4.4 Gate line during opening and closing 

Based on the case mentioned, the edge information is useful to obtain the gate lines. 

Therefore, the edge information is extracted from the gate region by using the reliable 

edge detection algorithm known as Canny Edge Detection. (Canny, 1986). When Canny 

edge detection is completed, the resultants binary image with all the edge points as white 

pixels and the non-edge points are produced as black pixel as shown in Figure 4.5b). 

After that, the boundary following technique is used to locate all the edge points in the 

Canny Edge Detection result to generate list of contours. For each of the contour detected, 

polygon approximation technique is used to reduce the contour information while 

preserve most of the important information in the contour. By doing so, the speed of 

processing these contours is increase since the information is lesser. Figure 4.5c) and 

Figure 4.5d) show the result of boundary following (or find contour) and polygon 

approximation of the canny edge result. In boundary following results, each contours 

represented by a unique color, which shows that all the edge points has been retrieved as 

a list of contours. 
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a) Original frame with  gate region  b) Canny edge results on gate region 

   

c) Boundary following results   d) Polygon approximation 

Figure 4.5 Image frame with original frame, canny edge detection result, boundary 

following result, and polygon approximation result respectively 

 

4.2.2 Reliable Gate Line Extraction 

After edge features are extracted from the gate region, several processes are required to 

obtain the gate lines that can used to infer the status of the gate. Firstly, the reliable gate 

lines need to be obtained followed by collecting all the gate lines that can determine the 

orientation of the gate. In order to determine whether the lines are reliable gate lines, 

several characteristics of the lines must be satisfied as follows: 

 The line will remain its orientation throughout the process of opening and closing 

 The line will remain its position throughout the process of opening and closing 

 All type of gates must have this reliable line 
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With these characteristics, the reliable gate line is defined as the line that refers to the 

pickets that closest to the gate post as shown in Figure 4.6. Figure 4.6 shows the lines are 

appear to be almost the same throughout the process of opening and closing of gate. 

  

 

Figure 4.6 Image frame with reliable gate lines 

After the defining the reliable lines, these lines are extracted out from the result of 

polygon approximation. In order to extract these lines, several conditions need to be 

satisfied. First, these reliable gate lines all have similar gradient which is close to the 

gradient of vertical line where the gradient is computed as shown in equation (3) below. 

          
     

      
 (3) 

Therefore, in step 1, for each of the line produced from polygon approximation, compute 

its gradient, if the absolute of gradient is more than predefined threshold (or gate gradient 

threshold), then the line is consider a candidates lines for step 2. The predefined threshold 

used for candidates lines classification is 3.0 because the gate captured might not be 

always in exactly upright position. In the next step, check if the end points of candidates 

lines close to one of the 4 gate points. If the end points of line are close to point 1 or point 

Reliable gate lines 
Reliable gate lines 
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3 (in Figure 4.1), then it is in left-side of the gate. Similarly, if the end points are close to 

point 2 or point 4 (in Figure 4.1), then it is in right-side of the gate. All other candidate 

lines from step 1 that not fulfill one of the two conditions mentioned in step 2 are 

eliminated. After filter out the candidate lines, the checking is to make sure the candidate 

line is within the range of the gate points in term of y-axis. For example, the y value for 

both end points in each candidate lines detected must be greater than y value of point 3 

(for left-sided) or point 4 (for right-sided) and at the same time it must be less than the y 

value of point 1 (for left-sided) or point 2 (for right sided). In order to prevent the 

elimination of the candidate lines that having y value is slightly less the minimum 

boundary value or slightly more than the maximum boundary value, an extra value is 

added to range such that the reliable gate can be obtained correctly. Therefore, the 

reliable lines are obtained as shown in yellow lines as shown Figure 4.7. 

 

 

Figure 4.7 Results of reliable gate lines extraction 

The reliable gate line detection process will able to work perfectly in most of the scenario 

except that it only fails in 3 scenarios as follows: 

 The vision of reliable gate line is completely blocked by an object 
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 The vision of reliable gate line is blocked by an object which have the similar 

edge information 

 The edge information is from Canny edge detection is very less 

Despite the 3 scenarios that cause the process fail, the process can be used even when the 

reliable gate line is partially blocked. Figure 4.8 shows the reliable gate line detected 

using the method proposed when the gate is partially blocked. 

  

Figure 4.8 Reliable gate lines extraction when partially blocked 

 

4.2.3 Scene Modeling 

The last part of the gate analysis is scene modeling, scene modeling is a process to model 

the scene that captured by surveillance camera through analysis of the sequence of video 

frames in order to produce useful information to the user. In this project, scene modeling 

mainly focuses on the gate status where the results from reliable gate lines extraction will 

be used to infer the status of the gate. 

In Figure 4.8, the gate points (from Figure 4.1) that close to the any two of  the reliable 

lines‟ end points will be used for gate lines detection whereas the points which do not 

have any corresponding line match are labeled as missing gate points. By using the 

accepted gate points, the gate lines will be detected by fulfill 2 criteria as follows: 

 The gradient of the gate lines detected must be lower than the gate gradient 

threshold 
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 The gate lines detected must be close to the accepted gate points 

Figure 4.9 shows the gate lines detected by using reliable gate lines and gate points, 

where the yellow lines, orange cross, red cross, and dark brown lines represent the 

reliable gate lines, accepted gate points, missing gate points, and detected gate lines 

respectively. 

   

Figure 4.9 Gate analysis results 

Next, for each of the detected gate lines, its gradient is computed by using equation (3) in 

section 4.2.2 and compare with the gradient of area classification line. If the absolute 

difference between absolute gradient of a gate line and absolute gradient of area 

classification line is greater than the minimum threshold, then the gate line is labeled as 

opened, else label it as closed. The minimum threshold value mentioned is varies with 

different type of gate. After observing the results by making several adjustments on the 

threshold value, the value range from 0.1 to 0.2 are having the better results. In some 

cases, due to the consistent performance of canny edge detection algorithm, sometimes 

the gate line can be detected as 2 or more lines with similar orientation or detected as 

shorter line due to the thickness of the pickets or rails of the gate and the type of the gate 

as shown in Figure 4.10. 
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Figure 4.10 Multiple lines detected for each gate lines 

With the aforementioned problem, the status of the gate can be inferred by using counting 

technique. For each of the detected gate lines, calculate the number of line with open 

label and close label separately for each side of gate. Then, pick the highest count to 

update the gate status. In case of tie in the count between number of open label and close 

label, the gate status remains unchanged. For example, Figure 4.11 shows that there are 3 

opened gate lines and 1 closed line detected for right-side gate. By using the counting 

techniques, since 3 is greater than 1, therefore the status of right-side gate is detected as 

opened. 

 

Figure 4.11 Results of gate analysis with opened and closed gate lines 
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4.3 Object Tracking 

The object tracking techniques is able to locate moving objects over time that appears in 

the scene captured by camera. The process mainly involves 3 major steps which are 

foreground segmentation, connected components analysis, and tracking. 

 

4.3.1 Foreground Segmentation 

Foreground segmentation is a process that segments the foreground objects from the 

background in a scene. Usually, a robust background model is required to segments 

moving objects correctly. By computing the difference between the pixels in current 

frame and the background model, the foreground object pixels can be segmented from the 

scene by eliminate all the background pixels. 

In this step, mixture of Gaussian is used to model the background pixel to adapt the 

dynamic scene. (Zivkovic, 2004). The pixel is considered foreground when the pixel 

value does not fit to the distribution of the model. To tackle the slow illumination change 

due to the change in time of a day (day to afternoon, afternoon to night) or foreground 

object become a background (car parked into home area), the model will consist only 

previous 500 frames to model the background by update the model using the new frames 

and remove the old frames. Sometimes, suddenly illumination might happens, in this case 

the system will check if the detected foreground pixels are more than 60% of the total 

pixels of an image frame, then the background model will be reinitialized. (Haritaoglu et 

al., 2000). 

The background model separates the foreground pixels from background pixels and 

obtains the foreground mask. Foreground mask is a binary image where the background 

pixel is assigned as 0 (or black) and the foreground pixel is assigned as 255 (or white) as 

shown in Figure 4.12c). The foreground mask is then undergoing for morphology 

operation to eliminate some of the noises. 
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a)     b) 

 

c) 

Figure 4.12 Images with original frame (top left), background image (top right), and 

foreground mask (center bottom) 
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4.3.1.1 Noise Handling 

Noises such as isolated points can be removed by using hit-or-miss transformation. This 

operation is finding all the pixels‟ patterns that match exactly with the model. Since the 

isolated points are required to be removed, therefore the models used for this operation is 

shown in Figure 4.13. 

0 0 0 

0 1 0 

0 0 0 

 

Figure 4.13 Model used for hit-or-miss transformation which label as D for left mask and 

W for right mask 

With this 2 model, all the isolated points can be filtered out by apply the following 

equation: 

             

Where A is the foreground mask produced by background subtraction and   is erosion 

morphology operation. The hit-or-miss transformation will produce a white pixel in the 

center of mask when both of the models are matched. Therefore, by applying intersect 

operation between foreground mask and negation of the result from hit-or-miss 

transformation, the isolated points will be removed. 

 

 

 

 

 

1 1 1 

1 0 1 

1 1 1 
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Next, in order to further remove the noises in foreground masks, closing morphology 

operation is used to fill the gaps found within the single object blob or connects 2 object 

blobs which refer to the same object. A rectangle 5x5 kernel is used for this closing 

operation because 3x3 kernel underperforms the hole filling operation due to the gaps 

between 2 blobs is large and 7x7 kernel is not consider due to the large kernel size might 

merge the object blobs with other noise pixels. Figure 4.14a) shows the result of closing 

morphology operation by using the kernel showed in Figure 4.14b). 

   

a)     b) 

Figure 4.14 Result of closing morphology operation and its kernel 

 

4.3.2 Connected Components Analysis 

From the result of foreground segmentation process, connected components analysis is 

used to extract each of the blob object detected. The connected components analysis is 

depends on the connectivity defined which is either 8-connectivity or 4-connectivity. The 

2 pixels are considered to be in the same blob as long as there is a path from one of the 

pixel to another based on the connectivity type used. In this project, 8-connectivity is 

used for the process. Based on the Figure 4.14, there are 2 blobs detected based on the 8-

connectivity. 

Besides, for each of the blobs detected, sometimes it might be very small that the 

particular blob provides very less information. In this case, the blob is considered as a 

noise which is needed to be filtered out. Therefore, the blob is removed if its area is less 

than 100units
2 

as shown in Figure 4.15 where the group of few pixels is removed and 2 

blobs are detected (based on Figure 4.14a). 

1 1 1 1 1 

1 1 1 1 1 

1 1 1 1 1 

1 1 1 1 1 

1 1 1 1 1 
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Figure 4.15 Result of connected components analysis and blob filtering 

 

4.3.3 Tracking 

Tracking objects that appear in the camera scene over time is an important task to 

identify robbery scene. When the intruders break into the home area, several assumptions 

are made as follows: 

 Only object from outside area move into inside area are consider intruders 

 Object that appear in inside area will never become an intruders 

With these assumptions, area classification line (from section 4.1.1) will be used as a 

reference line for identify intruders. 

After all the moving objects segmented out from the scene, object tracking technique will 

be applied to each of these objects individually. Figure 4.16 shows the flow chart of the 

proposed object tracking technique. The description of the object tracking technique will 

be presented from section 4.3.3.1 to section 4.3.3.9. 
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Figure 4.16 Object tracking flow chart 

 

4.3.3.1 Overview 

From section 4.3.3.1 to section 4.3.3.9, the detail on the process of object tracking will be 

discussed. Following terms will be used to identify some of the important variables or 

data structures in order to clarify the explanation of the technique proposed. 

i. object_tracker list – An array of current Tracker 

ii. temp_tracker list – An array of temporary generated Tracker 

iii. new_tracker list – An array of newly generated Tracker for next frame 
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4.3.3.2 Object Tracker 

In this section, the overall object tracking method is explained and each of the detail sub-

process is described from section 4.3.3.3 to section 4.3.3.9. Object Tracker is a data 

structure or descriptor that defines the characteristics of the each blob objects detected (or 

detections). It is used to identify each of the object appear in the scene captured. Besides, 

object tracker also used to determine the object track path by associate the object location 

in 2 consecutive frames. It consists of several characteristics as follows: 

1. HSV color histogram 

o A 3-D color histogram which consists of Hue, Saturation, and Value 

2. Area label  

o To determine the tracker is originally from outside area or inside area 

3. Warning label  

o To determine the tracker is intruder or not 

4. Track path 

o An array that store a list of points that formed a trajectory of the tracker 

5. Region 

o To define the respective object region 

6. Kalman filter  

o A motion model used to predict the tracker movement 

When the all object blobs are detected, each of the detections will generate its tracker by 

using its color histogram, position, area label, and region. If the object_tracker list is 

empty in current frame, these generated trackers just added into the object_tracker list at 

the last step of the object tracking process as shown in Figure 4.16. In next frame, these 

trackers in object_tracker list will be used to find their respective new state based on the 

new detections. 

In case when the object_tracker list is not empty which means that there are detections 

appeared in previous frame. Therefore, each of the new trackers generated by the 

detections in current frame will be pushed into the temp_tracker list. After that, an 

association is linked between trackers from object_tracker list and trackers from 

temp_tracker list. Each of the trackers in a list can be assigned to at most one tracker 
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from the other list. If the association is established, the tracker which is assigned is 

updated by using the information from its assigned tracker. If the association cannot be 

established, then the unassigned trackers in temp_tracker list will be act as a new tracker 

to be added into object_tracker list at the end of the process and the unassigned object 

trackers in object_tracker list will be removed and assumed that it is disappeared in 

current frame. During the tracker update, the new position of the tracker will be pushed 

into the track path to update the trajectory of the tracker and other update will be 

discussed in section 4.3.3.9. 

However, by using the mentioned method to perform the object tracking, it will fail to 

locate the objects when the 2 or more of the tracked objects are merged together. The 

method will only track one of the 2 trackers and another tracker will be considered as 

disappeared and hence removed from the object_tracker list. 

Therefore, a modification is done on the method when the detections are retrieved and 

object_tracker list is not empty. After all the detections are extracted, each of the 

detections will be split into 1 or more new detections by using the information from each 

trackers in object_tracker list. Firstly, for each of the detections, a CAMSHIFT algorithm 

will be applied with each of the trackers in object_tracker list on current frame to locate 

its shifted region. If the shifted region is overlap with the detections region, the HSV 

color histogram is computed from the overlapping area and then computes the distance 

between the resultants histogram with the histogram from the trackers. If the distance 

between resultant histogram and tracker‟s histogram is small, then a new detection is 

formed by using the information from this overlapping area and its respective tracker will 

be generated and added into the temp_tracker list. Since the original detections might 

overlapping with 2 or more shifted region generated by different trackers in 

object_tracker list. As a result, the detection will be split into several new detections and 

the original detection is removed. At the end of the splitting process, there will be a list of 

possible temporary generated trackers for trackers in object_tracker list to assign. If the 

detection cannot be split into new detections due to the high histogram distance with each 

of the trackers in object_tracker list, the detection will be considered as new object blob 

that appear to the scene in current frame. 
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Figure 4.17 illustrates the process mentioned in this section in a sequence of frames. In 

Figure 4.17a), there are 3 detections available, since the object_tracker list is empty, 

therefore three of them are initialized as 3 tracker and added into object_tracker list for 

next frame which shown in Figure 4.17b). In the next frame shown in Figure 4.17c), there 

are 2 detections and 3 trackers available, now the object_tracker list is not empty, 

therefore the detections will undergo the splitting process where each of the new 

detections are formed by intersect the original detection region with shifted region of 

tracker. In results 4 new detections are formed and the original 2 detections are removed, 

assuming that there is no intersection area between any detection and shifted region of 

tracker 2 as shown in Figure 4.17d). After finish the assignment process, the result of the 

tracker update is shown in Figure 4.17e) and tracker 2 is removed from object_tracker list 

because it didn‟t assign to any detections available. In Figure 4.17f), there are 2 

detections available and the detection with larger area is assumed to be the merging of 2 

detections in previous frame, after undergo splitting process, 2 new detections are formed 

from the larger detection and the original detection is removed as shown in Figure 4.17g). 

In Figure 4.17g), the smaller detection is initialized as new object because the color 

histogram of intersection area between the smaller detection and shifted region of the 2 

trackers is not match with the color histogram of the 2 trackers. Finally, Figure 4.17h) is 

result after the process of assignment and tracker update. 

 

 

 

 

 

 

 

a) Frame 1  b) Frame 1 tracking result 
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 c) Frame 2  d) Frame 2 (after splitting) e) Frame 2 tracking results 

 

 

 

 

f) Frame 3  g) Frame 3 (After splitting) h) Frame 3 tracking result 
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Figure 4.17 Illustration of tracker update process 

 

1 

2 
3 

1 

2 
3 

1 

3 

1 

3 3 

1 

4 

1 

3 

Legends : 

Detections in current frame 

New detections 

Tracker starting point 

Matching between 

detection area and shifted 

tracker 

Track path of a tracker 



CHAPTER 4: SYSTEM DESIGN AND IMPLEMENTATION 

BCS (Hons) Computer Science 

Faculty of Information and Communication Technology (Perak Campus), UTAR. 61 

4.3.3.3 Tracker Initialization 

Each of the detections needs to generate its tracker which can describe the detection itself. 

Some information such as color histogram, position, area label, and region are required to 

generate a tracker. Color histogram is obtained by using the blob objects as a mask to 

accumulate all the object‟s pixels from HSV image. Next, the region of the object is 

defined as the minimum area of rectangle to cover all the white pixels in the object mask. 

By obtaining the object region, the position of the object can be easily obtained by 

locating the centroid of the region. Lastly, the area label is obtained by using the centroid 

of the object with the equation (2) in section 4.1.1. If the LHS of the resultant equation is 

greater than zero (> 0), the object is defined as enter the scene in inside area, else the 

object is located in outside area. Figure 4.18 shows the owner object mask, region and 

position which are labeled as white pixels, green rectangle, and red cross respectively. 

  

Figure 4.18 Images with original frame (left) and information obtain from the object‟s 

blob (right) 

4.3.3.4 Continuously Adaptive Mean Shift 

Each of the detections will be split into several new detections by using CAMSHIFT 

algorithm which the current tracker‟s color histogram is used as feature space for 

CAMSHIFT algorithm. (Bradski, 1998).  

Since CAMSHIFT algorithm required to shift the current region to a more confidence 

region, color histogram back projection is applied on the current frame to obtain a 

confidence map (or probability image). Back projection is a process of measure how well 

the pixels of a given image fit the distribution of color histogram. Figure 4.19 shows the 

results of back projection with 2 trackers from which are the intruders and the owner. The 
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results of back projection shows that the brighter the region, the more confidence for that 

region to fit the color histogram. This step is repeated for every tracker in the 

object_tracker list. 

   

Figure 4.19 Image with original frame (left), back projection of the intruders‟ tracker 

(center), and back projection of the owner‟s tracker (right) 

After that, CAMSHIFT algorithm is used to shift the current region to a brighter region 

based on the confidence map generated by back projection. The CAMSHIFT algorithm 

can locate the new detection region through use of mean-shift technique and adapt the 

changes in object size provided that the initial starting region. The initial region is input 

as tracker region in this step. Figure 4.20 shows the result of CAMSHIFT algorithm 

where the red box represents the tracker region and the green box represents the shifted 

region. 

    

Figure 4.20 Image with original frame (left), CAMSHIFT of the intruders‟ tracker 

(center), and CAMSHIFT of the owner‟s tracker (right) 

Once the shifted region is obtained, a bitwise AND operation is used to locate the new 

detections based on the original detections. For each combination between the all the 

detections and all the shifted regions, the intersection area is found by using bitwise AND 
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operation as shown in Figure 4.21. Figure 4.21 illustrate the process of the formation of 

new detection from the original detections and shifted region. In Figure 4.21f, there is no 

overlapping region, therefore no detections is formed. When a detection has no 

overlapping region with all the shifted regions, the detection is considered a new object 

that appeared to the scene. 

   

 

 

   

 

 

Figure 4.21 Illustration of the formation of new detections 

 

4.3.3.5 Bhattacharyya Distance 

Next, in order to determine whether the new detection formed is reliable, a color 

histogram is generated based on the new detection mask and compare with the respective 

tracker‟s color histogram. In this process, Bhattacharyya distance is used to measure the 

distance between two histograms. The output of Bhattacharyya distance is from 0 to 1 

a) Original frame b) Original detections 

for intruders 

c) Original detections 

for owner 

d) New detection 

between intruders‟ 

shifted region and b) 

e) New detection 

between owners shifted 

region and c) 

f) No detection found 

between owners shifted 

region and b) / intruders‟ 

shifted region and c) 
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where 0 shows that the given two histograms are identical whereas 1 represents that the 

given two histograms are completely different. If the distance is less than 0.7, the new 

detection is acceptable for further process by added to temp_tracker list, else it will be 

ignored. The high threshold 0.7 is used because in this step, the more data generated the 

more possible accurate result can be obtained in later stage since the information is 

sufficient enough. If all the new detections formed from current detection are having a 

Bhattacharyya distance more than 0.7, the detection is consider a new detection where its 

tracker is generated and pushed into the new_tracker list at the end of the process. 

 

4.3.3.6 Affinity Model 

During the assignment process, a measurement is required to measure how similar for the 

given 2 trackers in order to make optimal assignments between all the trackers in 

temp_tracker list and object_tracker list. Therefore, affinity model is introduced to tackle 

this problem. The affinity model will results a value which determine the degree of 

similarity between 2 trackers where 0 represents the 2 trackers are completely different 

and 1 represents that the 2 trackers are exactly the same. The affinity measurement 

considers 3 characteristics of the tracker which are color histogram, position, and motion. 

The affinity score between 2 trackers is the product of these 3 affinity model. 

Color Affinity 

In order to measure the affinity between two color histogram, Bhattacharyya distance is 

used where the distance is measure from 0 to 1 which interpreted as from exactly the 

same to completely different respectively. Since affinity measure how similar given 2 

histograms, therefore the Bhattacharyya distance obtained is required to subtract from 1 

to obtain color affinity. 

Position Affinity 

For position affinity, the absolute difference between previous position of tracker in 

object_tracker list and current position of tracker in temp_tracker list. Below equation 

shows the position affinity measured in exponential of negative distance. 
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Motion Affinity 

Lastly, the motion affinity is measured with equation (4) but with different points where 

the points are the previous predicted position of tracker in object_tracker list based on 

velocity and current position of tracker in temp_tracker list. The predicted position of a 

tracker is obtained through the process of Kalman filter. (Welch and Bishop, 1995). 

When an object first appears to the scene, an instance of Kalman filter is assigned to it 

along with tracker. Each objects‟ Kalman filter will correct and update its measurements 

(position and velocity) when the object tracker is updated with assigned tracker‟s 

information. At the start of tracking process in every frame, a prediction has to be done to 

obtain the predicted position of each of the trackers in object_tracker list based on the 

corrected measurements. 

 

4.3.3.7 Tracker Confidence 

Tracker confidence provides a measure of degree on how reliable on the respective 

tracker. After the temp_tracker list is generated, each of the tracker in object_tracker list 

will be undergo a classification where the tracker with track path length less than 20 is 

consider having low confidence else the tracker is consider having high confidence. The 

track path length is defined as the number of frame of this tracker exists since it appears 

to the scene. The purpose of the classification is to set a priority to the trackers where the 

high confidence trackers have the high priority to undergo the assignment step first 

before the low confidence trackers. Once the high confidence tracker is assigned, an 

association is established between one of the trackers from temp_tracker list and one of 

the trackers from object_tracker list. The assigned tracker will be removed from their 

respective list. In case when the high confidence tracker is not assigned to any tracker 

from temp_tracker list, it will be removed from the list as well. After that, the 

temp_tracker list will be used for the same assignment process with low confidence 

tracker. Lastly, all the remaining trackers from both tracker lists that didn‟t assign to any 

other tracker will be removed. 
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4.3.3.8 Hungarian Assignment Algorithm 

In the assignment step where associations are need to be established between the trackers 

in temp_tracker list and object_tracker list. This step require to generate a list of pairs 

between trackers from temp_tracker list and object_tracker list where the total affinity 

score for the all the pairs are optimal whereas the unassigned tracker will be eliminated. 

Therefore, from temp_tracker list and object_tracker list, a profit matrix is formed by 

making object_tracker list and temp_tracker list as columns and rows respectively. Each 

cell in the profit matrix is representing the affinity score, between the tracker from 

temp_tracker list and tracker from object_tracker list. 

By using the matrix generated, Hungarian algorithm is used to find out the optimal 

assignment between these 2 lists as illustrated in Figure 4.22. (Kuhn, 1955). Since the 

Hungarian algorithm is finding the overall minimal cost which is contradict with the 

affinity score defined in section 4.3.3.6. In order to modify the matrix generated to cost 

matrix, the matrix is normalized to 0 to 255 and then subtract each cells from 255 to 

obtain cost matrix. With the aforementioned algorithm, it can only solve the assignment 

problem when the number of row is equal to the number of column. In this project, the 

number of tracker in temp_tracker list and number of tracker in object_tracker list are 

usually not equal to each other. Therefore, a Munkre‟s variant of Hungarian assignment 

algorithm is used. (Bourgeois and Lassalle, 1971). The Munkre‟s assignment algorithm is 

able to obtain the optimal assignment in square matrix as well as in rectangular matrix 

with the constraint that the number of column must be at least as much as the number of 

row. The aforementioned constraint can be solved easily by adding a zero-column to the 

matrix until the number of column is more than or equal to number of row. The algorithm 

performs by only following the 7-steps as shown below to find the optimal solution to the 

assignment problem. 

1. Search the smallest element in each row and then subtract it from every element 

in its respective row.  Next, go to step 2. 

2.  For each of the elements in the resulting matrix, if the element is zero valued and 

there is no starred in its row or column, star this zero (Z) element by star its row 

and column. Next, go to step 3. 
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3. Cover each column containing a starred zero. If the number of columns covered is 

equal to the number of column of the original column, the starred zeros describe a 

complete set of unique assignments.  In this case, go to step 7, else, go to step 4. 

4. Search for an uncovered zero and set it as prime. If there is no starred zero been 

found in the row containing this primed zero, go to step 5. Else, cover this row 

and uncover the column containing the zero that labelled as starred. Proceed in 

this way until all the zeros are covered. Save the smallest uncovered value and go 

to step 6. 

5. In this step, a series of alternating primed and starred zeros are generated as 

follows. Let    indicate the uncovered primed zero found in step 4. Let    

represent the starred zero in the column of    (if any). Then    denote the primed 

zero in the row of   . Proceed until the series terminates with a primed zero that 

has no starred zero in its column. Then, the star label for each starred zero of the 

series is removed, followed by labelling star for each primed zero of the series, 

then erase all primes and uncover every line in the matrix.  Lastly, return to step 3. 

6. The smallest value found in step 4 is added to every element of each covered row, 

and subtract the smallest value found from every element of each uncovered 

column. After that, return to step 4 without update any stars, primes, or covered 

lines.  

7. Assignment pairs are indicated by the positions of the starred zeros in the 

resultant matrix where the starred zeros are represented as 1 in assigned matrix. 

 

 

          
            
            
            

      
   
   
   

 

Figure 4.22 Result produced by using Hungarian algorithm 
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Although the result produced by Hungarian algorithm is optimal, but there is some case 

that the affinity score for a particular cell is very low and it is selected as the optimal 

assignment as shown in the last column of the matrix in Figure 4.22. In this case, a 

threshold is required to determine whether the assignment is reliable. When the affinity 

score is too low, the particular cell is considered not reliable and hence in the result 

matrix where the binary value will be set from 1 to 0. In others word, the tracker in the 

object_tracker list is assume to be disappeared in current frame since it cannot pairs with 

any of the trackers in temp_tracker list. 

 

4.3.3.9 Tracker Update 

When the tracker in object_tracker list has been assigned to a tracker from temp_tracker 

list, then the tracker in object_tracker list is required to update by using information from 

the assigned tracker in temp_tracker list. This means that the assigned tracker in 

temp_tracker list is the new state for the tracker in object_tracker list. The update process 

involves color histogram, position, Kalman filter, track path, region, and warning label.  

The color histogram is updated by replacing the color histogram of the tracker in 

object_tracker list with the color histogram of the assigned tracker. Then, the position, 

Kalman filter, and track path will be updated by using the position information from the 

assigned tracker. During the update on the Kalman filter, the new position is used as 

measurements to correct the Kalman filter state so that the prediction in the next frame is 

more reliable. At the same time, the track path is updated by push the new position into 

the list. Next, the region is updated by replacing the region information of tracker in 

object_tracker list with the assigned tracker. After that, the update process on the warning 

label is by identifying the area located for the tracker in temp_tracker list by using the 

equation (2) in section 4.1.1. If the area label of the tracker in temp_tracker list is “inside” 

and the area label for the tracker in object_tracker list is “outside”, then the warning label 

of this tracker is set as true. Lastly, all the trackers in temp_tracker list will be removed 

once the update is finish. 
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4.4 Intrusion Detection 

The level of security of the proposed system is designed in 4 phases which are safe, alert, 

warning, and danger. In safe phase, there is no intruder detected and the gate is detected 

as closed. Next, the alert phase is entered when the gate is detected as opened under the 

system monitor but no intruder is detected. When there is intruder detected and the gate is 

closed then the system is entering the warning phase. Lastly, the danger phase is entered 

whenever there is an intrusion action detected. 

 

4.5 Alarm System 

In terms of the alarm system, the alarm system will behave differently which depends on 

the phase of the security. The alarm system does nothing when the security phase is in 

safe phase. When the security phase reached to alert or warning phase, a low frequency 

alert sound is produced. Lastly, in danger phase, a high frequency alert sound is produced. 
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CHAPTER 5 EXPERIMENTAL RESULTS AND DISCUSSION 

 

The experiments are done in 2 aspects, which are gate analysis performance and object 

tracking performance. The number of scenarios which used for the experiments are 5 

where each of the scenarios are shown in sample frame in Figure 5.1. 

  

a) Scenario 1 b) Scenario 2 

  

c) Scenario 3 d) Scenario 4 
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e) Scenario 5 

Figure 5.1 Sample frame of scenarios that used as experiments 

 

5.1 Gate Analysis Performance 

The experiments in gate analysis are conducted by observing results generated by the 

system. 

5.1.1 Experiment on scenario 1 

In the first scenario, the results are obtained as shown in Figure 5.2. 

 

a) 

 

b) 
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c) 

 

d) 

Figure 5.2 Experiment results of gate analysis obtained from scenario 1 

Based on Figure 5.2, the results showed that performance of gate detection is good when 

the gate pattern can be seen obviously. The status of the left-side gate can be obtained 

and display correctly. When the reliable gate line is missing as shown in right-side gate of 

Figure 5.2c) and Figure 5.2d), the system will remain the latest gate status which is 

closed. In case where the right-side gate is opened when the reliable gate lines is missing, 

the gate status will not update which is the drawback of this system since the gate 

information cannot be obtained when vision towards it is blocked. The solution for this 

problem might be install another camera in different place so that the system allows to 

collect information from different camera and then later combine to perform an analysis. 
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5.1.2 Experiment on scenario 2 

In scenario 2, the gate is opened by sliding to inside area instead of outside area. 

Therefore, following results has been recorded as shown in Figure 5.3. 

 

 

a) 

 

b) 

 

c) 
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d) 

Figure 5.3 Experiment results of gate analysis obtained from scenario 2 

In Figure 5.3, the gate is opened by intruders by sliding the gate towards inside area. The 

results show that the system is able to detect the orientation of the gate despite how the 

gate is opened. 

 

5.1.3 Experiment on scenario 3 

In scenario 3, the special type gate is used where the gate is divided into several parts 

where each part can be opened or closed. In this case, the 4 gate points input from the 

user is not enough to describe the gate as shown in Figure 5.4. 

 

 

a) 
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b) 

Figure 5.4 Experiment results of gate analysis obtained from scenario 3 

The system fails to obtain all the information from the gate due to the gate has many 

leaves which are 4 in this case. The user can select 4 points that correspond to the opened 

leaf and left other leaf in closed as shown in Figure 5.5. 

 

a) 

 

b) 

Figure 5.5 Experiment results of gate analysis obtained from scenario 3 by changing 4 

gate points 
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As shown in Figure 5.5 the proposed system is not able to get all the gate line due to the 

design of the gate where the present of horizontal skeleton in top and bottom of the gate 

leaf which block the vision of the gate leaf. In summary, the system would not able to 

retrieve the gate information when the gate design is unique. 

 

5.1.4 Experiment on scenario 4 

In scenario 4, the surveillance camera is not placed properly such that the camera cannot 

capture the whole gate region. The results of the gate analysis on scenario 4 are shown in 

Figure 5.6.  

 

a) 

 

b) 

Figure 5.6 Experiment results of gate analysis obtained from scenario 4 

From Figure 5.6, the results shows that the system is fail to obtain most of the gate lines 

due to the improper placement of the camera and poor lighting condition. In summary, 

the system is not able to provide accurate results when the information provided is very 

less. 
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5.1.5 Experiment on scenario 5 

In scenario 5, the gate pattern to observe due to the cloudy weather and complex scene. 

The results of gate analysis are shown in Figure 5.7. 

 

 

a) 

 

b) 

 

c) 
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d) 

 

e) 

Figure 5.7 Experiment results of gate analysis obtained from scenario 5 

Based on the results from scenario 5, the system fail to obtain gate pattern from the scene 

due to the cloudy weather and the shadow projected to the gate which make the edge of 

the gate color merge with the shadow color. This problem greatly affects the Canny edge 

detector to fail in obtaining the gate lines as shown in Figure 5.8. Moreover, Figure 5.7a 

shows the false detection on gate lines on the left-side gate. This shows that there might 

be have an object in a scene where the Canny edge results is having similar feature as 

gate. 

 

Figure 5.8 Results of Canny edge detector on scenario 5 scene 
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5.2 Object Tracking Performance 

The performance of the object tracking is evaluated by observing the trajectory produced 

by the system. 

5.2.1 Experiment on scenario 1 

In scenario 1, the performance of the proposed tracking method is good when the object 

have unique color in a scene. Figure 5.9 shows the results of object tracking in scenario 1. 

 

a) 

 

b) 

 

c) 
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d) 

Figure 5.9 Experiment results of object tracking in scenario 1 

Figure 5.9 shows object tracking results in intrusion case where the 2 intruders break-into 

the home and snatch the owner handbag. The results show that the tracking is able to 

locate the intruders correct until they split up into 2. When the intruders is split up into 2 

groups, the tracker only able to locate one of them and the other intruder is assume to be 

disappear from the scene. For the owner‟s tracker, the tracker is able to track correctly in 

Figure 5.9a) and later on the tracker lost its object and a new tracker are reinitialized to 

tracker the owner as shown in Figure 5.9b). In Figure 5.9d), the owner‟s tracker is slowly 

shifted to the intruders when the intruders try to escape from the owner house. 

 

5.2.2 Experiment on scenario 2 

Scenario 2 involves multiple intruder break-into the home area with occluding each other 

as shown in Figure 5.10. 

 

a) 
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b) 

 

c) 

 

d) 

Figure 5.10 Experiment results of object tracking in scenario 2 

 

In scenario 2, there are total 4 intruders break into the home area one by one. The results 

show that the proposed system able to detect intrusion case 3 out of 4. Besides, in Figure 

5.10b), there is a small area is being tracked due to the suddenly illumination change. 

Usually, these false detections will be disappeared after few frames due to their color 

distribution are closer and closer to the background. 
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5.2.3 Experiment on scenario 3 

Scenario 3 involves an intruder that attempt to intrude the house twice and both times the 

intruder also cross the area classification line as shown in Figure 5.11. 

 

 

a) 

 

b) 

 

c) 
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d) 

Figure 5.11 Experiment results of object tracking in scenario 3 

Based on the results from Figure 5.11, both intrusion attempts from the intruder are 

detected successfully. Besides, other accomplice also tracked successfully in outside area. 

 

5.2.4 Experiment on scenario 4 

In Scenario 4, the scene is captured under the poor light condition and the results are 

shown in Figure 5.12. 

 

a) 

 

b) 
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c) 

Figure 5.12 Experiment results of object tracking in scenario 4 

From Figure 5.12, the results show that the system has been performing less accurate due 

to the poor lighting condition. In Figure 5.12a), the owner‟s shadow is tracked instead of 

the real object. This is due to the CAMSHIFT algorithm shift the region to darker area 

due to the bottom half of the owner body is also dark due to the projection of shadow. In 

Figure 5.12b), when the first intruder break-in only the owner object is tracked but not 

the intruder. This result shows that the tracker is not able to locate the intruder when the 

intruder first appear to the scene due to the less color information obtain from the scene. 

With this cause, in the following frames, there will be one less tracker to track the 

intruder. However, with all false detections on previous frames, the system able to detect 

the second intrusion successfully as shown in Figure 5.12c). 

 

5.2.5 Experiment on scenario 5 

In scenario 5, the intruder is riding a vehicle (such as bicycle, motorcycle, and car) to 

break-into the home area as shown in Figure 5.13. 

     

a) b) 
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c) 

 

d) 

Figure 5.13 Experiment results of object tracking in scenario 5 

Scenario 5 shows that the background model is able to handle the slow illumination 

change on the scene as shown in Figure 5.13a) and Figure 5.13b). During this period, no 

false detection on moving object is occurred. In Figure 5.13c) and Figure 5.13d), the 

tracker is not able to track the intruder for a single frame. As a result, the tracker is 

initialized again to track the intruder. This shows that the tracker will fail when the 

tracker cannot locate its new location for a single frame which is due to the mismatch 

between shifted region and tracker. 
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CHAPTER 6 CONCLUSION 

 

In this paper, the crime rate in Malaysia is studied and there is an increase in the crime 

rate in Malaysia. Hence, there is a need for surveillance system to overcome the problems. 

The proposed surveillance system can help users to monitor their home area semi-

automatically to ensure their home area is monitored. 

This project provides a robbery scene detection surveillance system that specifically 

contributes to the home intrusion detection. The system can detect the intrusion case by 

using computer vision techniques. The system will monitor and analyze the video frames 

captured and detect whether the intrusion has happened. 

The following techniques have been developed in this project which are area 

classification, gate analysis, and object tracking. Area classification provides a boundary 

line that can separate a scene into two areas which are outside area and inside area. By 

using the classification line, the tracked object can be detected as intruder when the 

particular object is moving from outside area to inside area. To further improve the 

accuracy of the system, gate analysis technique is used to provide some evidences to the 

system in order to cover some of the false detections. 

Throughout this project, several problems have been encountered. Firstly, the scope of 

the project is very wide such that with a limited time provided, it is very difficult to study 

all the techniques available in research papers. Secondly, the scenario for robbery scene 

can be varied in type of gate, method of robbery, number of intruders, placement of 

camera, surrounding light, weather, and more. Some of these can be controlled while the 
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others cannot be controlled. This further increases the problems for researcher to 

implement a perfect surveillance system. 

For future works, the proposed system can be improved by using a more robust model to 

describe all the object appeared to the scene which can handle splitting, merging, and 

occlusion between objects. Next, the gate analysis can be improved by include other type 

of gate instead of only applicable to two leaves swing gate. On the other hand, this 

project can be extended by include some action recognition/classification and robbery 

event behaviour analysis to detect whether the intruder is perform some harmful action 

such as killing, stealing, threatening, and more. Moreover, some evidences other than 

gate status such as screaming sound, presents of blood, and presents of weapons can be 

used to further improve the system. Lastly, a human detector can be used in replace to the 

moving object segmentation. 
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