
 

QUANTIFICATION OF BUS ACCIDENT ON 

RURAL ROADWAYS 

 

 

 

By 

MUAID ABDULKAREEM ALNAZIR AHMED 

 

 

 

 

 

A dissertation submitted to the Department of Civil Engineering,  

Lee Kong Chian Faculty of Engineering and Science 

Universiti Tunku Abdul Rahman, 

in partial fulfilment of the requirements for the degree of 

Master of Engineering Science in 

May 2017 

 



ii 

ABSTRACT 

Accidents are the outcomes of vastly complex random processes, whose 

general characteristics can be modelled statistically. Therefore, an accident risk 

is a quantifiable product probability and is a corresponding consequence. The 

causes of an accident, if successfully reproduced, can lead to another similar 

accident. Bus accidents, in particular, is a crucial issue to tackle as it relates to 

the public safety. Many existing studies have looked into the contributing 

factors of the occurrence of bus accidents. This study intends to investigate the 

relationship of bus accident occurrence with various factors namely driver 

characteristics, environmental conditions, and bus characteristics. Of these 

three factor categories, 13 variables were driven and studied to achieve the 

mentioned objective. Furthermore, these variables were then modelled to 

quantify the risk of an accident occurrence. A quantifiable model based on 

Bayesian network principal is found to be a useful tool to model the causality 

relationship among the studied variables. 

The findings in this dissertation indicated presence of a gap between driver 

perception and road geometry via using Lamm model. Significant gap is found 

between operational speed and limit speed, and between developed and 

assumed friction values at various road sections. This result implies design 

inconsistencies which can lead to accidents. Moreover, based on Pearson linear 

correlation it was evidenced that the driver characteristics, bus function, 

working conditions and surrounding factors significantly influence the 

longitudinal acceleration and speed. This finding is further evidenced via 

Bayesian network model which presented that an accident occurrence is 
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directly influenced by driving conditions, and years of driving experience at 

investigated road. Motion parameters including speed and acceleration have no 

direct impact on accident risk.  

 



iv 

ACKNOWLEDGEMENT 

This study is supported by the Ministry of Science and Technology (MOSTI) 

Malaysia under the Science Fund, Project Number: 06-02-11-SF0175. We 

would like to express our sincere thanks to Professor Komiya and Mr. Daniel 

Leow for providing technical advises in data collection. In addition, we would 

like to thank the group of students who had assisted us to collect the data on 

sites. 

  



v 

APPROVAL SHEET 

This dissertation entitled ―QUANTIFICATION OF BUS ACCIDENT ON 

RURAL ROADWAYS‖ was prepared by MUAID ABDULKAREEM 

ALNAZIR AHMED and submitted as partial fulfilment of the requirements for 

the degree of Master of Engineering Science at Universiti Tunku Abdul 

Rahman. 

 

Approved by:  

 

  

(Dr. KHOO HOOI LING) 

Associate Professor/Supervisor  

Department of Civil Engineering 

Lee Kong Chian Faculty of Engineering and Science 

Universiti Tunku Abdul Rahman 

Date: …………………. 

(Mr. OOI EAN HUAT) 

Lecturer/Co-supervisor  

Department of Internet Engineering and Computer Science 

Lee Kong Chian Faculty of Engineering and Science 

Universiti Tunku Abdul Rahman 

Date: …………………. 



vi 

LEE KONG CHIAN FACULTY OF ENGINEERING AND SCIENCE  

UNIVERSITI TUNKU ABDUL RAHMAN 

Date: ______________________ 

SUBMISSION OF DISSERTATION 

It is hereby certified that MUAID ABDULKAREEM ALNAZIR AHMED (ID 

No: 1401377) has completed this dissertation entitled ―QUANTIFICATION 

OF BUS ACCIDENT ON RURAL ROADWAYS‖ under the supervision of 

DR. KHOO HOOI LING (Supervisor) from the Department of Civil 

Engineering, Lee Kong Chian Faculty of Engineering and Science, and Mr. 

OOI EAN HUAT (Co-supervisor) from the Department of Internet 

Engineering and Computer Science, Lee Kong Chian Faculty of Engineering 

and Science. 

I understand that the University will upload softcopy of my dissertation in pdf 

format into UTAR Institutional Repository, which may be made accessible to 

UTAR community and public.  

Yours truly, 

_______________________ 

(MUAID ABDULKAREEM ALNAZIR AHMED) 

  



vii 

DECLARATION 

I MUAID ABDULKAREEM ALNAZIR AHMED hereby declare that the 

dissertation is based on my original work except for quotations and citations 

which have been duly acknowledged. I also declare that it has not been 

previously or concurrently submitted for any other degree at UTAR or other 

institutions. 

 

 

 

 

 

 

 

  

(MUAID ABDULKAREEM ALNAZIR AHMED) 

Date: ____________________________________ 



viii 

TABLE OF CONTENTS 

ABSTRACT              ii 

ACKNOWLEDGEMENT iv 

APPROVAL SHEET v 

SUBMISSION OF DISSERTATION vi 

DECLARATION vii 

TABLE OF CONTENTS viii 

LIST OF TABLES xi 

LIST OF FIGURES xiii 

LIST OF ABBREVIATIONS xvi 

CHAPTER 

1.0 INTRODUCTION 17 

1.1 Background                                                                                         17 

1.2 Problem Statement                                                                              21 

1.3 Study Objectives                                                                                 22 

1.4 Scope of Study                                                                                    22 

1.5 Organisation of Thesis                                                                        22 

2.0 LITERATURE REVIEW 24 

2.1 Factors of Accident Risk                                                                     24 

2.1.1 Driver Behaviour Factor 25 

2.1.2 The Environment Factor 32 

2.1.3 The Vehicle Factor 36 

2.2 Fundamentals of Bayesian Networks (BNs)                                       37 

2.2.1 Structural Learning and Inference Algorithm 39 

2.2.2 Performance Evaluation of Structural Inference 44 

2.2.3 Sensitivity Analysis 48 

2.2.4 Model Testing and Validation 49 

2.2.5 Modelling Software 49 

2.3 BN in Traffic Engineering Studies                                                     50 

2.4 Advantage of BN as a Modelling Tool                                               53 

2.5 Limitations of Existing Studies                                                          54 



ix 

3.0 METHODOLOGY 55 

3.1 The Methodology Framework                                                            55 

3.2 Data Collection Roads                                                                        57 

3.2.1 B66 Jalan Batang Kali 57 

3.2.2 North-South Expressway 58 

3.2.3 Jalan Batu Feringghi 60 

3.2.4 Karak Highway 61 

3.2.5 Route 59 63 

3.3 Bus Motion and Location Measurements                                           64 

3.4 Passenger Risk Perception Measurement                                           66 

3.5 Bus Driver Characteristics                                                                  69 

3.6 Vehicle Characteristics                                                                       73 

3.7 Identification of Accident Risk Variables                                          75 

3.7.1 Passenger Risk Perception 75 

3.7.2 Driver Behavioural Factor 75 

3.7.3 The Environmental Factor 76 

3.7.4 Bus Type Factor 79 

3.8 Data Processing and Filtration                                                            79 

3.8.1 Data Distribution 81 

3.8.2 Data Scaling 83 

3.9 Lamm et al. Model                                                                              85 

3.10 Pearson Correlation Test                                                                     88 

3.11 Data Discretisation                                                                              88 

3.12 Development of Accident Risk Model using Bayesian Network (BN)

 91 

3.12.1 Training and Testing Datasets 91 

3.12.2 Learning Algorithm and Scoring Functions 94 

3.13 Sensitivity Analysis                                                                            94 

4.0 RESULTS AND DISCUSSION 95 

4.1 Lamm‘s Model for Design Consistency                                             95 

4.1.1 Speed Limit Consistency 95 

4.1.2 Operating Speed Consistency 97 

4.1.3 Friction Consistency 98 

4.1.4 Model Evaluation 99 



x 

4.2 Pearson Correlation                                                                           101 

4.3 Performance Evaluation of the BN Accident Risk Model                108 

4.4 Accuracy of the Accident Risk Model                                              111 

4.5 Quantification of Accident Risk Variables                                       113 

4.5.1 Driver Behaviour Factors 114 

4.5.2 Driving Conditions 117 

4.5.3 Driver Characteristics 119 

4.5.4 Accident Risk Perception 122 

4.6 Sensitivity Analysis                                                                          124 

5.0 CONCLUSION 127 

5.1 Summary of Study                                                                            127 

5.2 Limitation of Study                                                                           129 

5.3 Recommendations                                                                             129 

REFERENCES 131 

APPENDIX A 145 

APPENDIX B 146 

APPENDIX C 147 

 



xi 

LIST OF TABLES 

Table                   Page 

 2.1:   Confusion matrix for a 2x2 classifier 45 

 3.1:   Summary of data site information 58 

3.2:   Summary of N-S expressway site Information 60 

 3.3:   Summary of Batu Feringghi site information 61 

3.4:   Summary of data site information 63 

3.5:   Summary for the sites for data collection 64 

 3.6:   Bus category and engine configuration for the collected data 73 

3.7:   Bus classes based on engine configuration, dimension and total weight

 75 

 3.8:   Summary of road segmentation 78 

3.9:   Statistical summary of the data after processing and filtration 81 

3.10:   Skewness values for the data 82 

3.11:   Driver characteristics and geometric elements and their equivalent 

scale 85 

3.12: Ranges for safety criteria I, II, and III and corresponding scale 

evaluation 87 

3.13:   The 10 interval for the motion variables based on K-mean clustering

 90 

3.14:   Mathematical comparison between the training and validation sets93 

4.1:   Pearson correlation values across studied variables 102 

4.2:   Bus motion variables for different geometric terrain roads for the same 

type of bus 107 



xii 

4.3:   The summary of 3 BN models based on K-means clustering and 

Greedy Thick Thinning algorithm 110 

4.4:   Mean Absolute Percentage Error (MAPE) for the model accuracy112 

 4.5:   Statistics of acceleration variables 115 

4.6: CPT for accident risk based ant its parent variables including 

experience at driving experience at investigated road and bus type 123 

4.7:  Sensitivity analysis based on n-way analyses for the BN model 126 

 

  



xiii 

LIST OF FIGURES 

Figure                    Page 

 1.1:   Bus accident statistics for the years 2000 to 2014 18 

 1.2:   Bus crash factors in Malaysia 18 

 2.1:   DAG for a network for three variables 38 

3.1:   Flow chart of the followed procedures in the research methodology56 

3.2:  B66 Jalan Batang Kali, Genting Highland, Pahang state (Google maps 

a, 2015) 58 

3.3:   North-South expressway, Perak (Google maps b, 2015) 59 

3.4:  Jalan Batu Feringghi, George town, Penang state (Google maps c, 

2015) 61 

 3.5:   Karak Highway, Pahang state (Google maps d, 2015) 62 

 3.6:   Route 59, Pahang state (Google maps e, 2015) 63 

 3.7:   Equipment setup inside a bus 65 

3.8:   The NMEA format file before conversion (left) and the .csv file in 

spreadsheet format (right) 65 

3.9:   TP-LINK Mobile Router Model M5350 67 

 3.10:   Name input, Passenger risk perception survey (Step 1) 67 

3.11:   Traveling posture, Passenger risk perception survey (Step 2) 68 

3.12:   Seat location, passenger risk perception survey (Step 3) 68 

 3.13:   Risk perception level, Passenger risk perception survey (Step 4) 69 

3.14:   Driver age variable 70 

3.15:   Total years of driving experience variable 71 

3.16:   Total years of driving experience at investigated road variable 71 

file:///C:/Users/Muaid/Downloads/Quantification%20of%20bus%20accident%20on%20rural%20roadways%20-revised%20230517.docx%23_Toc483304220
file:///C:/Users/Muaid/Downloads/Quantification%20of%20bus%20accident%20on%20rural%20roadways%20-revised%20230517.docx%23_Toc483304221


xiv 

 3.17:   Total years of driving experience of working for the bus company 

variable 72 

3.18:   Hazard at road based on driver's perception 73 

3.19:   Bus used in Cameron Highland (top-left), Batu Feringghi (top-right), 

Karak Highway (bottom-left), and double-decker (bottom-right) 74 

3.20:  Extreme values of vertical acceleration distribution cause the positive 

tailing 83 

4.1:   Normal cumulative distribution for the investigated roads 96 

4.2:  Criterion I: design speed consistency between the speed limit and 85th 

operational speed 97 

4.3:  Criterion II: Operating speed consistency between subsequent sections

 98 

 4.4: Criterion III: Driving dynamics (friction) consistency between 

subsequent sections 99 

 4.5:   Model evaluation for geometric consistency and driver perception100 

 4.6:  Mean value of total years of driving experience and driving at 

investigated road based on bus type 103 

 4.7:   The difference in mean for stage bus (13,400kg) for different bus type

 105 

 4.8:  The difference in mean for stage bus (13,400kg) for different road 

type 106 

4.9:   Score evaluation of the risk model based on different combinations of 

inference algorithms and scoring functions 109 

 4.10:  The structure of the Bayesian network based on GTT and BDeu 

algorithm 114 



xv 

 4.11:   Resultant acceleration probabilistic distribution based on lateral, 

longitudinal and vertical acceleration values 116 

 4.12:   Speed variable probability based on radius of curvature range 

variable 117 

4.13:  Bus type cumulative probability graph based on longitudinal 

acceleration variable 118 

4.14:   Driving at investigated road cumulative probability graph based on 

bus type variable 120 

4.15:   Probabilistic distribution of total years of driving experience based 

on bus type and driving at investigated road variables 121 

4.16:   Probabilistic distribution of the driver age variable based on bus 

type, total years of driving experience and driving experience at 

investigated road 122 

  



xvi 

LIST OF ABBREVIATIONS 

AASHTO American association of state highway and transportation 

officials 

DUI   Driving under influence 

GDP   Gross domestic product 

IDB   Irresponsible driving behaviour 

PRT   Perception reaction Time  

REAM   Road Engineering Association of Malaysia 

SSD   Stopping sight distance  

HSE   Health, safety and environment 

TRB   Transportation Research Board 

 



 

CHAPTER 1  

INTRODUCTION 

1.1 Background 

The road network is seen as an important element for the overall economic 

development and social welfare for a country. In fact, the success and progress 

of a society strongly depends on capability of nation‘s physical infrastructure 

and transportation system to provide an adequate level of distributing 

resources and essential services to the public (Hudson et al., 1997; Deublein, 

2013). A major component of the public transportation system is the buses 

which is agreed by many researchers to be effective measure to reduce the 

traffic congestion and accident on roads (Steg and Gifford, 2005; Mohamed 

and Kiggundu, 2007; Jayaraman et al. 2011).  

Safety and comfort are major concerns of the commuters in the decision 

making of using a public transport service. Therefore, a bus accident gets 

much attention on media channel as the associated casualties and damages are 

often exceed that related with other mode of land transport. In Malaysia, the 

number of accidents involving a bus is about of 1.6% of the total road accident 

cases over the years (Ministry of Transport, 2016). Nonetheless, if the accident 

rate is compared, i.e. number of accident per registered vehicle, the accident 

rate involving bus is about three to four times higher compared to other mode 

of transport. Figure 1.1 shows the accident rate of bus, motorcar, and 

motorcycle in Malaysia from year 2004 to 2014 (Road Transport Department, 

2016, Malaysian Institute of Road Safety Research, 2016).  
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Figure ‎1.1: Bus accident statistics for the years 2000 to 2014 

It is clearly observed that the annual accident rate for motorcycle is about 110 

to 150 per 10,000 registered motorcycles while the annual accident rate for 

motorcar is about 550 to 650 per 10,00 registered motorcars. Bus accident rate 

is much higher which stands in the range of 1,440 to 1,650 per 10,000 

registered buses from Year 2004 to 2014.  

Based on accident statistics mentioned in Abidin et al. (2012), 89% of bus 

accidents are due to vehicle‘s overloading, mechanical failure (brake and tyre 

defects), road defects, and speeding as in Figure 1.2. 

 
Figure ‎1.2: Bus crash factors in Malaysia 
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The years of 2007, 2010 and 2013 represent tragic years in Malaysia‘s road 

accidents. In 2007, a rollover accident accounted the lives of 23 people at 

Bukit Gantang, Perak. In 2010, a double-decker bus accident killed 28 people 

out of the 37 passengers, mostly tourists, on its way back from Cameron 

Highlands to Kuala Lumpur (Li Leen et al., 2016). The bus driver lost control 

of the bus as it was going down an incline. The bus crashed into divider, and 

overturned before it landed on its roof on a ditch at the 15KM of the Cameron 

Highlands-Simpang Pulai Road. While the worst bus accident in Malaysia‘s 

traffic history in the year 2013 when a bus plunged into a ravine near Genting 

Highlands, killing 37 of its 53 passengers (Gangopadhyay and Ng, 2013).  

Such accidents tarnish the bus service and safety and such unfortunate events 

create stigma among bus users, travellers and tourists. This has seriously 

affected the public confident and willingness to use it. Furthermore, there are 

number of challenges which stand in the face of improving the bus safety in 

Malaysia including implementation of law and policy enforcement, and 

deficiency in domestic design standards compared to international standards, 

In late 2008, the department of Road Transport (RTD) made it compulsory 

requirement for the bus builders to install the seat built. As of 2013, only 5% 

of the 224 investigated buses by Solah et al. (2013) were equipped with 

seatbelts. Based on investigation carried by Solah et al. (2013) for a 224 buses, 

41.4% of the buses failed to comply with the requirement of ‗no obstruction at 

emergency path‘ and 73.3% of the sample population had no warning audible 

device to driver when emergency door is open. In terms of bus design and 

structure, the Malaysian regulation standard for bus design known as C&U1, 



20 

is not up to date and some rules do not comply with the international bus 

design standards UN R36 (Solah et al. 2013).  

In the field of traffic safety and accident risk, many studies have been carried 

out on reducing or preventing the occurrence of an accident risk. Accident risk 

is defined as the product occurrence probability and the corresponding 

consequences (Kaplan and Garrick, 1981; Deublein, 2013). The occurrence of 

an accident is a complete combination of factors which, if reproduced, would 

result in another identical accident (Davis, 2001). The cause of accident is 

attributed to three factors, namely the driver, the vehicle, and the environment. 

The major factors of bus accidents identified are: driver, environment, and 

vehicle. The driver factor refers to personality of drivers such as his 

aggressiveness, experience, socio-economics characteristics, health condition, 

and working conditions. The environment factor refers to the road geometric 

such as road alignment design, cross-section, and pavement surface, traffic 

flow and type of control, roadside environment and infrastructure, as well as 

weather conditions. The vehicle factor refers to the bus condition, advanced 

technology adopted to assist driving, and the maintenance program. Stating 

these factors lead to the concept of causality in traffic accidents. Hence, the 

cause of an accident is a combination of factors which, if reproduced, would 

result in another identical accident. A causal factor is defined by Baker (1975) 

as ―any circumstance contributing to a result without which the result could 

not have occurred‖ (Davis 2001).  

These research findings are useful to plan and design the countermeasure 

strategies in tackling the bus accident. However, the major weakness of 
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modelling studies is that most of them are post-accident models. They are 

formulated or modelled based on the accident data obtained from various sites 

or variables concern such as in Davis (2001), Sun (2006). De Oña et al., 

(2011). Zhang et al. (2013), Chen (2014), Zhao and Deng, (2015), and 

Deublein et al. (2015). Based on Hauer et al. (2002) (cited in Deublein et al. 

2015) the methods which are only based on the observed numbers of accident 

events might lead to inaccurate modelling results; whether due to large 

variance on the dispersion or due to a systematic bias in predications. Perhaps, 

an accident preventive model would be more useful which could predict the 

accident risk with various factors. Accident preventive strategies can then be 

designed to reduce the occurrence of an accident.  

A proper understanding of the bus driver behaviour and their interaction with 

the environment (such as road alignment) is crucial when formulating the bus 

driver training program. Furthermore, this understanding is also important for 

the road engineer or designer to avoid placing sharp curves or steep slopes that 

might increase the bus accident risk. 

1.2 Problem Statement 

Accident prediction models have to be provided to enable better understanding 

of accident causality and to improve road safety infrastructure. There are 

several deficiencies in accident risk modelling data source. The data used is 

normally based on post-accident reports. This is a restrictive approach in many 

ways. Contributing factors to crash occurrence and resulting severity are not 

collected e.g vehicle speed, driver braking, manoeuvring responses and other 

driving behaviour parameters. That lead to considerable unobserved 



22 

heterogeneity which complicates modelling and precludes important 

information which could be used to make significant inferences.  

1.3 Study Objectives 

The objectives of this study are: 

1. To investigate the relationship of bus accident risk with various factors 

inclusive bus driver, roadway, bus characteristics, and others.  

2. To model a bus accident risk model using Bayesian principle. 

1.4 Scope of Study 

The study is limited to the bus routes that are running on the rural roadways. 

This is because the road alignment on rural highways are more challenging 

which impose higher workload on the driver. How the drivers behave and 

perform is one of the interesting elements which worth to be studied. Since the 

choice of bus routes is based on the site (rural area), the type of bus routes is 

not limited. They could be routine transit routes or interstate routes (served by 

tour bus or express bus). The types of buses studied are not restricted as well 

because the research was carried out on-board based on bus routes chosen. 

The buses board in the study include single decker (high & low floor) and 

double decker buses.  

1.5 Organisation of Thesis 

The thesis is divided into five chapters. In Chapter 1, introduction, the relevant 

background, problem statement and objectives are presented and discussed. 

The relevant and comprehensive literature review is included in Chapter 2. 

Chapter 3 comprises the detailed presentation of the novel methodology 



23 

approach concerning this research. In Chapter 4; discussion and analysis, 

presents the development of the Bayesian forecasting model for the bus 

accident risk in rural roadways. In Chapter 5; conclusion, provides a summary 

of the main findings in this thesis, limitations of the current risk model. 

Besides that, recommendations are made for futuristic studies.  
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CHAPTER 2  

LITERATURE REVIEW 

This chapter reviews the previous studies related to this research study. It 

provides the necessary background of the proposed methodologies adopted in 

this research study. First, a review of the accident contributing factors is 

carried out in which three major factors are identified including driver, 

environment, and vehicle. The review is performed for both private vehicle 

drivers and specifically on bus driver. Then, a review of the proposed 

methodology, i.e. Bayesian Network, is presented. The traffic studies that 

utilize Bayesian Network as the modelling or analysis tools are reviewed. 

Lastly, the limitations on the existing methodology in predicting bus accident 

occurrence are highlighted. 

2.1 Factors of Accident Risk 

Accident risk is defined as the product occurrence probability and the 

corresponding consequences (Kaplan and Garrick, 1981; Zurich, 2013). 

Researches in the probabilistic concepts have proved that accidents are the 

outcomes of a vastly complex random process, whose general characteristics 

can be modelled statistically (Elvik and Vaa, 2002; Chen 2014). The accident 

risk analysis is performed based on defined set of explanatory risk variables 

and dependent response variable. 

The major factors of bus accidents identified are: driver, environment, and 

vehicle. The driver factor refers to personality of drivers such as his 

aggressiveness, experience, socio-economics characteristics, health condition, 
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and working conditions. The environment factor refers to the road geometric 

such as road alignment design, cross-section, and pavement surface, traffic 

flow and type of control, roadside environment and infrastructure, as well as 

weather conditions. The vehicle factor refers to the bus condition, advanced 

technology adopted to assist driving, and the maintenance program. The 

following sub-sections elaborate the details of these factors. 

2.1.1 Driver Behaviour Factor 

Bus driver is one of the contributing factors to the occurrence of an accident. 

Factors such as personality, socio-economic, and working conditions have 

significant impact on driving behaviour.  

Mallia et al. (2015) define personality as a relatively stable human 

characteristic which is not easily amenable by road safety interventions. 

Personality has control on individual behaviour that directly influences work 

performance and productivity (Ivancevich et al., 2005). In literature the role of 

personality characteristics on risky driving behaviour and accident risk is 

studied extensively. Some research studies focus on the impact of a single 

personality dimension on traffic accidents, while others estimate the crash 

accident on multivariate combination of different personality dimensions.  

Mallia et al. (2015) investigated the role of personality traits and attitudes in 

bus crash risk in Italy. The three hundred and one (301) male driver subjects 

held driver license for about 15 years and worked as bus drivers for about 12 

years within urban area. The subjects were asked to complete a structured 

questionnaire measuring personality traits, attitudes toward traffic safety, self-
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reported apparent driving behaviours including errors, lapses, and traffic 

violation, and accident risk in the past 1 year. Despite the findings indicated 

that the self-reported traffic violations were only factor related to bus accident 

risk, the personality traits were associated with driver‘s attitudes. Similar 

finding regards the association of driver personality traits-attitudes and 

attitudes-accident risk is found in Ulleberq and Rundmo (2003), Fishbein 

(2009), Ajzen (2011), Nordfjaern et al. (2010), and Lucidi et al. (2014).  

Motivational factors such as risk taking and sensation seeking have major 

influence in driving at higher speeds and acceptance of shorter gap headways. 

The influence of motivational factors decreases with increasing age factor 

(Staplin et al., 1997). Moreover, human capability such as vision and reaction 

time usually decline with age. 

Analysis of crash data involving franchised public buses in Hong Kong found 

the safest drivers were the older group aged 58–60 years, although explanatory 

factors were not analysed (Evans & Courtney, 1985). However, a study on the 

effects of age and driving experience on crashes among British bus drivers 

reported that experience had the strongest effect on crashes in the first year of 

driving, while age had a u-shaped association with accidents, that is, young 

and old drivers had more accidents (Dorn & af Wahlberg, 2008). On the other 

hand, a cross-sectional study among mini bus drivers in Jordan showed that 

driving experience and the age of drivers were negatively correlated with 

crash risk (Hamed et al., 1998).  
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Feng et al. (2016) investigated the effect of driver age and traffic violation 

history on bus involvement in a fatal accident in the United State between the 

years 2006 to 2010. The authors clustered the population driver to three 

categories including ―middle-aged drivers with history of driving violations‖, 

―young and elderly drivers with history of driving violations‖, and ―drivers 

without history of driving violations‖. The findings indicated that under the 

same risk factors. The young and elderly drivers with history of driving 

violations are more likely to involve in severe accidents. The second in rank is 

the group with no driving violations, while the middle-aged drivers to be the 

safest category. 

Kaplan and Prato (2012) developed a generalized ordered logit model to 

analyse the factors which affect the accident severity of bus accidents in the 

United States. The factors included driver characteristics, driving behaviour, 

environmental conditions, type of collisions, infrastructure characteristics, and 

interaction with other road users. The findings indicated that driver‘s 

population of age group below 25 years and beyond 55 years possess higher 

accident severity. Moreover, female gender, over speed, low speed below 

speed limit, and intersection factors are positively correlated with accident 

severity.  

Tseng (2012) studied the relationship between driver characteristics and at-

fault accident for tour bus in Taiwan. Total of 2,023 drivers subject of whom 

4.1% had at least one accident in a year period, of these, 68.7% were at fault 

for the accident. The findings revealed that a driver‘s driving experience was 

the most crucial factor contributing to at-fault accident rate. Drivers with less 
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than 3 years of experience have the highest at-fault accidents rate (12.4%). 

The drivers with more than 20 years of experience were not only the 2nd in 

rank of at-fault accident but their rating has doubled the overall average at-

fault accidents of 2.8%. Drivers with driving experience between 6 to 8 years 

possessed the lowest at-fault accident rate (0.9%). Educational level is not 

significantly correlated with at-fault accident. 

The stressful and draining working environment for bus drivers, expose them 

to the serious risk of occupational stress, driver fatigue and accident risk. In 

this literature some of the key themes related to occupational stress and fatigue 

are identified including the management support, working salaries and 

incentives, tight work schedules, working hours, turn-around and shift 

irregularity, interaction with passengers, and interaction with other road users, 

and travelling distance. 

Biggs et al. (2009) conducted a survey study to evaluate the fatigue factors 

affecting the urban bus drivers in Australia. The findings found the tight route 

schedules can cause fatigue by producing time pressures, and therefore 

reducing the ability of the driver to utilize lay-over breaks. Moreover, 

extended shift cycles, and irregularity of shifts can lead to driver fatigue as a 

result of accumulation of sleep dept. In Tehran, Iran, Razmpa et al. (2011) 

reported that driver sleep problem affects accident rate. The National Sleep 

Foundation reported that 10% of bus drivers sleep less than 6 hours on their 

workday (Hege et al. 2015). 
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In developing countries the issue of sustainability becomes more complex to 

include issues of holidays, salaries and incentives. Bathija et al. (2014) found 

that more than 80% of government city bus drivers were under varying 

amount of stress in Hubli, India. Working conditions including hectic job 

schedules, difficulty in getting holiday, low salaries, and bad environment in 

bus have negatively contributed on driver‘s stress, driving performance and 

accident rate. Jayatilleke et al. (2009) investigated the effect of working 

conditions on bus accident rates in Sri Lanka. The authors found that the 

factors of disagreement about working hours and low salaries are significant 

factors for private bus crashes.  

La et al. (2016) conducted a qualitative study to investigate the factors related 

to bus accidents in Hanoi, Vietnam using focus groups discussions and in-

depth interviews. The subjects involved in the study include 75 participants 

who are, bus drivers, bus company managers, motorcycle users, bus 

passengers, traffic policemen and local authorities. The bus crash factors 

include variables of human factor, road and environment and vehicle factors. 

The findings revealed that supervision and penalty polices of bus companies 

influence the driving performance. Besides that, rapid increase in population 

due to urban migration, poor transport infrastructure, traffic behaviour of road 

users, and law enforcement have important impact on accident risk. 

Chang and Yeh (2005) studied the factors affecting the safety performance of 

bus companies in Taiwan using a questionnaire based on the theory of 

organizational accidents. Environmental, organizational and driver factors 

were studied to determine the safety performance and accident risk. Forty two 
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companies participated in the study. The findings of the study indicated 

significant association between accident risk and vehicle-specific and general 

management factors. The safety of large-sized bus companies compared to 

small or medium sized companies. Also, accident risk increases with old fleet 

buses compared to the newer ones. 

Chang and Yeh (2005) investigated the link between accident rates and 

company characteristics such as rolling stock age, capital, vehicle mileage, 

and maintenance. The authors found those factors are statistically significant 

factor that contribute to accident. 

Distraction is defined as a diversion of a driver‘s attention away from the 

activities critical for safe driving (Lee eta al., 2008, Liang and Lee, 2014). 

Biggs et al. (2009) stated four possible scenarios of Interaction with 

passengers including (1) the passenger demand such as requests for directions, 

(2) aggressive passenger behaviour such as verbal or physical aggression, (3) 

noise and exposure to passenger vigilance, and (4) tasks of ticketing issuing 

and cash handling at every bus stop can cause driver distraction, fatigue, and 

acute stress respectively. The usage of technologies in vehicles such as 

navigation systems, smart phones, and internet-based devices exacerbate 

driver distraction from 0.6% to 0.9% (Liang and Lee, 2014). af Wåhlberg 

(2007) studied the effect of passengers on bus acceleration behaviour and the 

applicability of acceleration as incident prediction for transit buses. The author 

found that the incident records for those drivers who had many passengers 

increased the correlation between the driver acceleration behaviour and 
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accident records compared to the drivers who had constant number of 

passengers.  

Staplin et al. (1997) indicated the presence of a correlation between the annual 

travelled distance and accident rate. Drivers who had travelled more than 

60,000 km/annum had at-fault accident rate of 4.3%. Similar findings for bus 

type of vehicle indicated by Tseng (2012) who found a positive correlation 

between annual travelled distance (more than 60,000km) and at-fault accident 

rate.  

According to Hege et al. (2015) commercial drivers have been linked to wide 

range of health conditions including, among others, musculoskeletal and 

pulmonary disorders, cardiometabolic, overweight and obesity disorder. These 

health issues are associated with shorter life expectation than general 

population (Hege et al., 2015). Shift workers have a 40% increased risk of 

cariovasular disease compared to day workers (Bøggild and Knutsson, 1999). 

the direct effect of long shift work on cardiovascular disease (Haupt et al., 

2008). Long working hours can cause irritability; physical and mental fatigue, 

excess sleepiness or insomnia, and inattention at work. Driver health condition 

could influence the accident rate and probability as well. Sumer (2003) 

showed that driver depression, anxiety, hostility and psychoticism has 

relationship to the accident rate, while af Wahlberg et al. (2009) mentioned 

that driver absenteeism has impact on predicting bus crash accidents.  

Acceleration profile is a replica of the driver integration with the road 

environment and traffic status. A driver tends to decelerate, accelerate or 
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maintain speed depending on his/her driving task and perception for the 

roadway environments. af Wåhlberg (2004) has found that the driver 

acceleration behaviour is a reliable measure to predict traffic accident. The 

assessment of driver acceleration behaviour (speed change) based on 

passenger comfort is studied extensively in bus literature. Borhan et al. (2014), 

Kamaruddin et al. (2012), Jayaraman et al. (2011), Mahmud (2010) studies 

aim to understand the factors which contribute to the willingness of a customer 

to use the public transportation especially buses. Majority, if not all, agrees 

that the issue of on-board safety is at least among the main influencing factors 

to use bus. 

2.1.2 The Environment Factor 

Despite the fatigue is usually associated as time-on-task factor, fatigue is 

likely to manifest itself in under-demanding driving conditions. Design 

consistency refers to geometry‘s conformance to driver expectancy (De Oña 

and Garach, 2012). Drivers make fewer mistakes in the vicinity of geometric 

features which fall within their expectation and more likely to involve in an 

accident at features which violate their expectations (De Oña and Garach, 

2012). Wang et al. (2013) showed that 80% of traffic accidents were directly 

or indirectly related to the driver where road characteristics and environment 

have a significant impact on the driver‘s subjective perception of road safety. 

Under ‗expected‘ situation, where drivers were aware of a hazard, the 

perception reaction time (PRT) was consistently 0.5 seconds faster than the 

‗unexpected‘ situation (Olson et al., 1984). 
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The driving environment impacts the development of driver fatigue and hence 

accident risk. This is because a poor design creates driver misperception of 

roadway and causes error that lead to accident.  

Heger (1998) investigated the driver mental work as criteria of highway 

geometric design value. The study aimed to (1) quantify the mental workload 

requirements and the limitations of human information processing capabilities, 

and (2) combine operating-speed and workload for evaluating highway 

geometric design. The study results have revealed that the most 

psychophysiological parameters reach their maximum (1 to 2 seconds) behind 

the inconsistent design feature. This can explain the accidents occur on 

tangents after passing inconsistent design feature. The study recommends the 

use of mental work load as index to detect the inconsistencies in alignment 

and possible accident-related trends. 

Thiffault and Bergeron (2003) conducted a simulation study to evaluate the 

impact of monotony of roadside visual simulation on driver‘s fatigue using a 

steering wheel movement (SWM) analysis procedure. Two types of road side 

stimuli were used in the study, the first stimuli case was repetitive and 

monotonous, while in the second case the environment contained disparate 

visual elements aiming to disrupt monotony without changing road geometry. 

The finding implies greater fatigue and vigilance decrements for the 

monotonous roadside compared to the disrupted environment.  

Hassan and Easa (2003) showed that the horizontal curve looks consistently 

sharper when it overlapped with a crest curve and consistently flatter when it 
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overlaps with a sag curve. Such misperception of horizontal curve has caused 

the speed variation to occur when driver navigating through the curves 

(Hassan and Sarhan, 2012).  

Road alignment design is found to be statistically significant as a contributing 

factor of accident. This is because a poor design creates driver misperception 

of roadway and causes error that lead to accident. Hassan and Easa (2003) 

showed that the horizontal curve looks consistently sharper when it overlapped 

with a crest curve and consistently flatter when it overlaps with a sag curve. 

Such misperception of horizontal curve has caused the speed variation to 

occur when driver navigating through the curves (Hassan and Sarhan, 2012). 

Spacek (2005) showed that excessive steering corrections made by drivers 

could increase the centrifugal accelerations that cause the occurrence of loss-

of-control or single-vehicle accident. Horizontal curves which require greater 

speed reductions from the approach tangent are more likely to have higher 

accident frequencies than horizontal curves requiring lower speed reductions 

(De Oña and Garach, 2012).  

Spacek (2005) mentioned that drivers tend to correct his/her steering when 

navigating through the curves and such correction increase centrifugal 

accelerations that increase the risk of loss-of-control and single-car accident. 

Xu et al. (2015) recorded the lateral acceleration value that exceeded the 

comfort limit when they are navigating through curves on rural highways. 

Similar findings are found in Kee et al. (2012) who conducted driving 

simulation study on the effect of long and monotonous driving task with 
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different climate conditions on 25 bus driver subjects. The results included 

that prolonged driving had significantly induced fatigue level exclusively on 

monotonous roadways. Lui et al. (2009) stated that drivers ended with higher 

driving errors in monotonous driving environment. 

Roadway Geometric Design and Traffic Flows are found to have impact on 

accident occurrence. For example, crash frequency is found to increase with 

traffic volume per lane (Miaou and Lump, 1993; Garber and Ehrhart, 2000; 

Chimba et al., 2010). Albertsson and Falkmer (2005) stated that 73% of buss 

crashes occur in urban roadways.  

Chimba et al. (2010) studied the roadway and traffic factors in relation to 

transit bus crashes in the United States. The findings showed that the traffic 

volume per lane, presence of on-street parking, increase in number of lanes, 

and higher posted speed limit (excluding freeways) increase the probability of 

accident risk. In contrast, wider lanes and shoulder decrease the accident 

frequency. Kaplan and Prato (2012) stated that majority of bus accidents occur 

at two-way traffic roads. 

Prato and Kaplan (2014) stated that the bus accidents in Denmark are almost 

equally distributed across season, across weekdays, and across time of day. 

Yang (2007) showed that major transit bus accidents occurred in benign 

environment conditions namely clear weather, daylight hours, and dry road 

surface. The evidence of this stated result can be found in earlier and later 

studies as in the following paragraphs. In support for these findings, 

Albertsson and Falmer (2005) found that majority of bus and coach accidents 
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in eight European countries took place on urban roads and in dry conditions. 

Zahrah and Law (2004) indicated that accidents involved heavy vehicles most 

likely to occur in good weather compared to rainy weather. Kee et al. (2012) 

found that high vigilance level presented among bus drivers during night-time. 

af Wahlberq (2008) found that high temperature and rain in Sweden do not 

increase the risk of bus accident. 

2.1.3 The Vehicle Factor 

Despite the driving behaviour and its consequences are often the focus of 

research on bus safety, bus type has potential effect on accident occurrence. 

Blower et al. (2008) found that bus operation type is statistically significant 

factor on fatal bus crashes.  

Bus Operation type: Long buses present operational challenges on roads with 

tight geometry (Chimba et al., 2010). Bus with lift movements were found to 

have higher accident risks which was attributed to be the likelihood of bus 

drivers running late, hence increasing accident risk (Strathman et a., 2010). 

Bus with low centre of mass namely double-deck becomes instable at high 

speeds, hill climbing‘s and acute corners. 

Cabin Ergonomics: Several of the vehicle ergonomics are found to be 

associated with driver performance. Exposure to heat and glare, inadequacy of 

thermostatic control, neck, back and shoulder are all results from seating fit-

out. Continuous exposure to chronic lower back pain leads to elevate level of 

physical distortion over time and deteriorates driving performance for heavy 

vehicle drivers (Nakata and Nishiyama, 1998). Exposure to heat, noise and 
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vibration are linked to impaired driving performance with exposure to heat 

having the most negative effect (Wylie et al., 1997). 

The deployment of intelligent transportation system (ITS) technologies 

such as driver assistance system can improve safety (Cafiso et al., 2013). 

Zegeer et al. (1993) mentioned that older bus has higher risk in getting an 

accident compared to the new ones. Tseng (2012) found that the use of 

automatic vehicle location system on tour buses was associated with lower at-

fault bus accident rates. Adaptations of sleepiness-monitoring system such as 

image analyses are proven to be useful tool (Häkkänen et al. 1999). 

2.2 Fundamentals of Bayesian Networks (BNs) 

The cause of an accident is a complete combination of factors which, if 

reproduced, would result in another identical accident. This relationship of 

causality in traffic accident was first introduced in 1975 by Baker who defines 

a causal factor as ―any circumstance contributing to a result without which the 

result could not have occurred‖ (Davis 2001). Causal assessment prior to an 

accident usually involves determining if a change in some prior condition 

could have prevented the accident. This causation mechanism is rather 

difficult and nearly impossible to reconstruct an accident because of the 

enormous amount of information and data prior to a crash which are often 

unobserved, intangible, and shadowed to clearly count in the accident report.  

Uncertainty assessment in accident reconstruction can be seen as a special 

case of a method for causal analysis that has been formalized by Pearl in 1986, 

and later was given the name of Bayes network. This modelling approach has 
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been widely accepted in other scientific fields and is gradually getting more 

and more space in the accident and safety studies.  

The simplest form of Bayes theorem relates the marginal and conditional 

probabilities of events X and Y, provided event Y is not equal to zero is given 

as: 

 ( | )  
 ( | )   ( )

 ( )
                                                                                       (   ) 

The qualitative aspect in this causality relationship can be represented by a 

graphical structure known as directed acyclic graph (DAG). The DAG 

represents a joint probability distribution (JDP) over a set of variables which 

are indexed by the vertices of the graph (Ben-Gal, 2007). The following 

Figure 2.1 illustrates a simple DAG which has three (3) variables. 

 

The structure of DAG is comprised of two sets including the nodes (vertices) 

and arrows (directed edges). The nodes represent the random variables and 

are, usually, drawn as circles labelled by the variable names. The 

‗descendants‘ term is called upon the nodes that can be reached on a direct 

path from the node, and inversely the ‗ancestors‘ term is called upon the nodes 

from which the node can be reached on a direct path (Ben-Gal, 2007). The 

X Z Y 

Figure 2.1: DAG for a network for three variables 
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terms ‗descendants‘ and ‗ancestors‘ are interchangeable with ‗child‘ and 

‗parents‘ respectively.  

The directed edge represents the dependency between two nodes, and is drawn 

as an arrow from the independent variable (parent node) to the dependent 

variable (child node). Therefore, the conditional probability of a child only 

depends on its parent node(s). The sets of conditional or joint probabilities are 

presented in conditional probability tables (CPT).  

With a lager model and many variables, the conditional joint probabilities and 

structure of the network become computationally difficult. In this context, 

algorithms are developed to in model structure.  

2.2.1 Structural Learning and Inference Algorithm 

The learning algorithms are used to determine every possible edge orientation 

in a network and which direction to order the edge. The possible number of 

structures grows exponentially with the number of variables as every possible 

subset is a potential edge in the final model (Fast, 2015).  

The structure learning of the Bayesian network is aimed to find the 

dependencies among the variables. There are two distinct methods to build a 

structure including expert knowledge and inference algorithm. Knowledge 

judgment of conditional dependences for structuring a network can influence 

problem formulation. If the variables are ordered carelessly, the resulting 

network may fail to reveal the right conditional independencies among the 

variables. In fact the casual semantics of a Bayesian network are in large part 
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responsible for its success (Heckerman, 1996). Moreover, with large number 

of variables the possible formations of a network structure can be 

computationally tedious and difficult. Besides, in certain conditions, 

background knowledge of dependences among the variables can be hidden or 

unclearly understood. In this context algorithms for structure learning are 

developed to assist decision making such as Howard and Matheson (1981), 

Olmsed (1983), Pearl (1986), Shachter (1988),.Lauritzen and Spiegelhalter 

(1988), Jensen et al. (1990), and Dawid (1992). The computation of a 

probability of interest given a model is known as probabilistic inference 

(Heckerman, 1996). 

There are two broad classes of structure learning algorithms including search-

and-score, and constraint-based algorithms (Fast, 2010). The search-and-score 

or heuristic search technique class searches over possible Bayesian network 

structures to find the best factorisation of the joint probability distribution 

implied by the training data (Buntine, 1996, Heckerman et al. 1995). Search-

and-score algorithms are generally very flexible and find high likelihood 

structure (Acid and Campos, 2001, Teyssier and Kollor, 2012). All possible 

edge additions, deletions, and reversals are considered. Greedy search, greedy 

search with restarts, best-first search, and Monte-Carlo methods are among the 

heuristic search algorithm class (Heckerman, 1996). The highest scoring edge 

is applied to the network and the algorithm continues until the highest score is 

achieved. Popular scoring functions include Bayesian Dirichlet (BDeu) 

(Buntine, 1991, Heckerman et al., 1995), Akaike Information Criterion (AIC) 

(Akaike, 1978) and Bayesian Information Criterion (BIC) (Schwarz, 1978).  
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The second class, constraint-based algorithms, learns the structures by first 

running local hypothesis tests to identify a dependency model M containing 

independence assertions that hold in training data (Cheng et al., 1997, Pearl, 

2009; Fast, 2010). This class type, unlike search-and-score function, is more 

efficient and it is capable of enforcing conditional independence relationships 

and accurately produces the BN structure. The PC algorithm (Cheng et al., 

1997), Sparse Candidate (SC) (Friedman et al., 1999), Max-Min Parents 

Childern (MMPC) (Tsamardinos et al. 2006), Max-Min Hill Climbing 

(MMHC) and Fast Adjacency Search (FAS) (Spirtes et al., 2000) are among 

this class of inference algorithm. 

The third class of algorithms (known as hybrid algorithms) combines the 

techniques from both classes namely constraint-based and search-and-score 

algorithms. This class type is designed to take the advantage of the accuracy of 

the constrained-based algorithm while maintaining the flexibility of search-

and-score algorithms (Tsamardinos et al., 2006).  

Regardless of which approach is being used for structural learning, an optimal 

structure for a given set of variables is computationally demanding problem. 

Once the structure is specified, the user can make any kind of posterior 

inference, this is known as propagation of or posterior probabilities.  

The advantage of using leaning algorithm is that it can accommodate for 

incomplete data. Information loss is not uncommon and can affect the model 

performance. There are two types of incomplete variables including observed 



42 

variables with missing data cases, and non-observed (hidden) variables 

(Heckerman, 1996). 

Incomplete data is caused by malfunctions or measurements errors in data 

collection, recording systems and processing errors (Sun, 2006). Bayesian 

network methods are suited to analyse both situations of incomplete data. 

Parameter learning algorithms are able to deal with missing information in the 

data set. Such algorithms including Expectation-Maximisation (EM) Gibbs 

Sample, and Metropolis-Hastings algorithms can exploit the partial 

information in the incomplete cases without affecting other cases (Deublein, 

2013). Upon new data is available, the information can be updated to the 

conditional probability in the network, making the model performance can be 

continuously be improved.  

Discrete and continuous variables can be used in BN model. Discretization is a 

common method because most of the learning algorithms are based on discrete 

variables (Xie et al., 2007). The BN models associated with continues 

variables are those limited to Gaussian variables and linear relationships (Xie 

et al., 2007). 

2.2.1.1 Data Discretisation 

Discretisation is the process of transferring continuous values of variables into 

interval (discrete) valued variable. Research shows that the discretisation 

increases the performance of the classification (Kaya et al., 2011). Moreover, 

discretisation increases the speed of induction algorithms (Dougherty et al. 

1995).  
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Discretization methods have different types. There are 2 types including 

supervised and non-supervised learning. Unsupervised learning, unlike 

supervised learning, do not utilise instance labels in setting partition 

boundaries (Doughetry et al., 1995).  

Supervised learning includes R algorithm (decision stumps), K-nearest 

neighbour classifier, Support vector machine classier (SVM) are among the 

supervised learning methods. Holte (1993, cited in Doughetry et al., 1995) sort 

the observed values of continues feature and attempts to greedily divide the 

domain of the feature into bins that each contain only instances of a particular 

class. K-nearest neighbour classifier (k-NN) is aimed to find the k-

neighbourhood parameter which is determined in the initialization stage of the 

k-NN. The class of the value is determined according to the closest k-values 

among the data. Support vector machine classier (SVM) is based on statistical 

learning theory which aims to separate two classes optimally by finding the 

maximum margins of the hyperplanes (Kaya et al., 2011).   

Examples of unsupervised learning include equal width intervals, equal 

frequency interval, and Bracket Medians methods. Equal width interval is the 

simplest method of discretisation. It involves sorting the observed values of 

continuous feature and dividing the range into equally sized bins. The 

unsupervised learning method is vulnerable to outliers which may drastically 

skewed the range and possible information loss (Clarke and Barton, 2000). 

Equal frequency method, as the name implies, partitions the values to intervals 

depending on the frequency in the data. Either equal width interval or equal 

frequency interval, the number of classes can be determined by the user. In 
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Bracket Medians Method, the mass in continues probability distribution 

function is divided into equally spaced intervals, Then a bracket median d1 is 

computed based on the endpoint of each interval. The discrete variable is 

defined within the same probability of the bracket median (Chen, 2014).  

In comparison, equal frequency method, can give a fair approximation of the 

continuous variables if the right number of intervals are chosen. Otherwise, 

over-partioning, splitting relevant groups or combine separate groups of values 

might affect the model accuracy. 

2.2.1.2 Data Partitioning  

A common practise is to use the cross-validation method to divide data to 

training and validation sets. To insure the data of the training and validation 

sets are correlated, statistical computation are performed. The measure of 

goodness of fit for the discretised partitioned data includes linear correlation 

coefficient, comparison of means, computation of deviation between actual 

and predicted, and confidence intervals (Xie et al., 2007). SPSS, SAS and 

Matlab are common software which are utilised for data portioning.  

2.2.2 Performance Evaluation of Structural Inference  

The learning algorithm looks for patterns in the training data such discovered 

patterns might be valid for the whole population. Therefore, a high accuracy 

on the training samples than on the whole population. Only accuracy test on an 

independent test data is a fair estimate of the whole population (Elkan, 2012). 

The phenomenon of relaying on patterns which are strong in the training data 
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is called overfitting. In practice overfitting is an omnipresent danger (Eklan, 

2012). 

There are number of techniques which can be used to evaluate the structural 

inference. Among which is the cross-validation, Structural Hamming distance 

(SHD), mean absolute deviation (MAD), and mean squared prediction error 

(MSPE). 

Elkan (2012) defines cross-validation as a confusion matrix based on using 

each labelled example as a test example only once. Meaning an example is 

used for training, if and only if it has not been used for training. The largest 

possible number of folds is equivalent to the number of data being tested. This 

special case of cross-validation known as leave-one-out crosses validation. 

However, this type is associated with time complexity. Acceptable and 

common choice for number of folds is 10 (Elkan, 2012). The confusion matrix 

obtained by cross validation is intuitively a fair indicator of the performance of 

the learning algorithm on independent test data set. The confusion matrix for a 

2 possible values of a variable is illustrated in the following Table 2.5. 

Table ‎2.1: Confusion matrix for a 2x2 classifier 

Confusion matrix  Predicted Value 

Positive Negative 

Actual Value True TP TN 

False FP FN 

According to the above Table there are four s associated metrics with a 

confusion matrix are true positive, true negative, false positive, and false 

negative. True positive is an edge in the model which appears on true model. 
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False positive is a successful excluded edge in both models. False positive 

error is an edge in the model that does not occur in the true model. False 

negative error is an excluded edge from the learned model which appears in 

the true model. False positive error and false negative error are known as 

skeleton errors. Skeleton errors are form of errors in the binary edge decision 

for a pair of variables that is whether to add an edge in the model between 

those two variables (Fast, 2015). False negative errors are practically harmful 

for the model because they lead to edges being omitted form the model. The 

largest source of errors are the false negative errors (Fast, 2015). The possible 

sources of such errors are small sample size, high variance due to large degree 

of freedoms. Despite, no satisfactory solution for false negative error, possible 

correcting procedure is to use the scoring functions such as BDeu (Fast, 2015). 

Depending on the application, there are number of evaluative statistics which 

are computed from these metrics including accuracy, precision, recall, and 

specifity (Xie et al., 2007)  

Accuracy is the percentage of the correct edges (Peter et al., 2000, Bromberg 

and Margaritis, 2007). The following equation is used to compute this metric.   

          
     

           
                                                                      (   ) 

Precision is defined as the number of correct edges divided by the total 

number of edges in the leaned model. The following equation is used to 

compute this metric (Elkan, 2012). 
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                                                                                          (   ) 

Recall or sensitivity is the number correct edges retrieved by learned model 

divided by the total number of existing relevant correct edges. The following 

equation is used to compute this metric (Elkan, 2012).  

        
  

     
                                                                                                  (   ) 

Specifity is defined as the number of wrong edges retrieved by learned model 

divided by the total number of existing relevant correct edges. The following 

equation is used to compute this metric 

           
  

     
                                                                                             (   ) 

Structural Hamming distance (SHD) is a graph edit distance and is equal to the 

number of edge deviations between the model and the true model. According 

to Fast (2010) to consider the decomposition of the SHD into skeleton errors 

i.e false positive and false negative errors. 

Two evaluation criteria proposed by Oh et al. (2003, cited in Xie et al., 2007) 

evaluate the performance of the predicted and observed results including the 

mean absolute deviation (MAD), and mean squared prediction error (MSPE). 

MAD is employed to estimate the prediction deviation. While, MSPE is used 

for determining the variance of the difference between predicted and observed 

results. These evaluation criteria are given in the following equations. 
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The values of ẙ and y correspond to the predicted and observed values 

respectively, and n is the size of the validation or training sets. Evaluation 

values closer to zero indicate better model performance (Xie et al., 2007).  

2.2.3 Sensitivity Analysis 

Forecasting models are used in decision making, and these decisions can be 

sensitive to small variations in probabilities. Marzban and Witt (2001) neural 

networks suffer from over-fitting problem. Besides that, the neural network 

models including Bayesian network have been long criticized for not being 

able to generate interpretable parameters for each explanatory variables for 

modelling crash frequency (Xie et al., 2007). To minimise these limitations, 

Fish and Blodgett (2003) and Delen et al. (2006) proposed a sensitivity 

approach to solve the problem of over fitting and to analyse the sensitivity of 

each explanatory variable. There are two types of sensitivity analyses 

including one-way analysis and n-way analyses. 

The n-way analysis investigates the effects of simultaneous variation of n 

parameters compared to the one-way analysis which considers the study of 

one parameter at a time. Kjaerulff and Gaag (2000) stated that the n-way 

analysis serves to investigate the joint effects of inaccuracies in a set of 

parameters; therefore, this method is practical sound to measure the 
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performance of the BN model. Conducting sensitivity analysis assists in 

conducting reasonable modification(s) to any variable within the BN model. 

2.2.4 Model Testing and Validation 

The validity of the model is established by comparing prediction results with 

historical records (Chen, 2014). The comparison should imply that the 

predicted results are close to historical records or both trend lines are similar 

(Chen, 2014). 

2.2.5 Modelling Software 

There are number of commercial and open source software which made the 

computational complexity associated with Bayesian network much easier. 

Thomas et al. (1992) created the first system called BUGS which takes a 

learning problem specified as a Bayesian network and compiles this problem 

into a Gibbs-sampler computer program. Despite that BUGS software is no 

longer available, another open source alternative is JAGS which uses Gibs 

sampler is available. Other software including TETRAD II, Uninet, 

BayesiaLab, Netica, OpenMarkov, Netica, BNGenerator and GeNIe are 

among many others (Heckerman, 1996, Fast, 2015, Chen, 2010, Deulein, 

2010).  

Despite some of the mentioned software are either open source or 

commercially available for the researchers to use, a researcher needs to decide 

a suitable software which suits the research aspect. Some restrictions are 

applied by software developer such as the size of the network being modelled, 

partial access to analytical tools (associated with commercial software), 
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availability of inference algorithms, type of variables used in model 

construction (i.e continuous and discrete) and others. For instance, TETRAD 

II (developed by Scheines et al., 1994) can be used for constraint algorithms 

(Fast, 2015). JAGS uses Gibs-sampler algorithm. Bayeslab is a commercial 

software with a restricted downloadable trial version. Uninet deals with 

continues Bayesian network. GeNIe and Netica software develops models 

based on discrete variables. However, Netica has limitation to the size of the 

network which can be structured.  

The GeNIe software is open source software which is developed by the 

Decision Systems Laboratory at the University of Pittsburgh is made available 

for the researchers and the community who are keen in developing and testing 

models. The advantage of this software is that the GeNIe is capable of 

building models of any complexity and size, the only limitation is the capacity 

of the operating memory of a computer (GeNIe, 2015). Moreover, the 

software is continuously updated. The availability of learning algorithms, user 

friendly, offered tutorials and continuous updates, online community support 

(forum) among others made the software the best choice for this thesis work. 

2.3 BN in Traffic Engineering Studies 

BN models began in to gain popularity in late 1990s and have been used even 

more since the 2000, only limited utilization of BN in traffic accidents were 

identified. The application of the Bayesian network for the analysis of accident 

risks and severity is still scarce (Xie et al., 2007, Zurich, 2013). According to 

Xie et al. (2007) the development of the BN was first initiated by Macaky 

(1992) and further improved by Neal (1995). The application can be seen in 
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accident construction modelling, modelling of injury severity, and real-time 

accident risk prediction. The following case studies are found in the literature  

Davis (2001) study aimed to develop an accident model to reconstruct 

vehicle/pedestrian collisions due to speeding factor. The study included 8 

types of collision cases. The study shows a promising result, that adhering to 

speed limit could have positive impact on accident reduction. 

Zhang et al. (2013) applied the Bayesian network to the identification of the 

accident severity in China in 2010. The results indicated, the probability of 

increment of property damage is associated with poor vehicle condition and 

irregular section of road and intersection. The latter testimony is justified as 

the driver decelerates when approaching the intersections and abnormal 

sections. The bus or truck involved and the poorer the vehicle condition 

variables do have direct impact on the number of injuries resulted from an 

accident.  

Deublein et al. (2015) developed a Bayesian model to predict the number of 

accidents involving personal injury on the Swiss highway. The data were 

obtained from the FEDRO for the Swiss highway network for 3 years span; 

2010 to 2012. A backward prediction is used to test the model. The model was 

used to predict the accidents for the year 2009 and compared with the accident 

data records for the same year. The number of accidents is correctly predicted 

on 86.53% of the road segment with a tolerance of 25%. Furthermore, the 

incorrect predictions were due to other many more factors which could affect 
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the accident occurrence, such as presence of road works, ice or fog on 

highway, confusing sections with frequent congestion events. 

Zhao and Deng (2015) developed a BN model for traffic fatalities and injuries 

at urban intersections in China. Total of 3,584 recorded crashes collected from 

the urban intersections of Changshu, China. The BN topological structure is 

developed to reflect the hierarchical characteristic of crash variables. The 

parameter learning process is completed with Dirichlet prior distribution. The 

results suggest the efficacy of BN approach in the prediction accuracy. For 

instance, the inferred probabilities of frontal collision at urban intersection 

crashes involving bicycles and electric bikes are 43.16% and 40.44% 

respectively. The average learned probability of illegal driving stands at 

40.83%, which is found to be much higher than other learned probabilities of 

human factors. Heavy vehicles have a higher inferred probability in side 

collision than light vehicles, whose inferred side collision probability is 

41.02%.  

Chen (2014) developed a Bayesian network model. The study used accident 

data from Transport Canada‘s National Collision Database (NCDB) during the 

period of 1999 to 2010. There are 28 risk variables used in the study which 

were categorised to external environment conditions, operational conditions, 

driver conditions and vehicle conditions. The findings indicate that the BN 

model can be integrated with safety instrumented system (SIS) which acts as a 

risk-inferred warning system. The integral warning system acts as indicator of 

highway accident risk and attaching safety functions which helps creating an 
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intelligent system to effectively prevent accidents and makes highway more 

safer for users. 

De Oña et al. (2011) aimed to validate the possibility of using Bayesian 

network to classify traffic accidents according to their injury severity, and to 

measure the performance of the relevant variables which affect the injury 

severity of traffic accident on rural Spanish highway. The findings of the study 

are that the variables which best associated with a killed or severely injured 

accidents include accident type, driver age, lighting and number of injuries.  

Sun (2006) modelled the traffic flow among adjacent road links in a 

transportation network using Bayesian network. The subjects used in the study 

are the urban vehicular traffic flow data of Bejing, China. The author adopted 

the Gaussian Mixture model (GMM) to approximate the joint probability 

distribution in the Bayesian network due to the small data in hand and 

difficulty to collect large amount of data concerning the traffic flow. The 

competitive expectation maximisation (CEM) algorithm is used to construct 

the Bayesian network. The results indicated that Bayesian network is very 

promising and effective approach for traffic flow modelling and forecasting, 

for both complete and incomplete data.  

2.4 Advantage of BN as a Modelling Tool 

The advantage of Bayesian network as an accident forecasting model includes 

(1) the applicability to model the complex relationships between the variables 

of traffic system, (2) the ability to accommodate for uncertainty and discovery 

for the unknown domains. Besides that, a key feature of BN is the reasoning of 
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the uncertainties and discovery for the unknown domains (Poole, 2011). By 

representing the interactions, the BN yields a deep understanding and 

knowledge, not only of past events, but also allow practitioners to anticipate 

how a domain will behave under hypothetical circumstances (Conrady and 

Jouffe, 2011). 

2.5 Limitations of Existing Studies 

According to the conducted review in this literature, there is not yet a 

comprehensive model for accident prediction. The literature indicates the 

current researchers depend on the accident reports to build a forecasting model 

as in Davis (2001), Zhang et al. (2013), Deublein et al. (2015), Zhao and 

Deng, (2015), Chen (2014), De Oña et al., (2011), and Sun (2006). According 

to Hauer et al. (2002) (cited in Deublein et al., 2015) the methods which are 

only based on the observed numbers of accident events might lead to 

inaccurate modelling results; whether due to large variance on the dispersion 

or due to a systematic bias in predications. Mannering and Bhatl (2014) 

identified several deficiencies in depending on accident reports to develop a 

model among these mentioned disadvantages are undefined and under 

evaluated parameters especially those associated with the human factor. It is 

believed that the work result can be improved and different research related 

areas can be investigated. 
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CHAPTER 3  

METHODOLOGY 

3.1 The Methodology Framework 

To monitor a driving behaviour, it is assumed that the highways and 

mountainous roads are suitable driving environments. Such roads assure 

freedom for a driver to cruise at speed of choice, besides that, a mountainous 

terrain provides a challenging geometric environment which requires much 

workload and attention from a driver. Thereof, five rural roadways are chosen 

for this research including B66 Jalan Batang kali, North-South expressway, 

Jalan Batu Feringghi, while Karak Highway and Route 59.  

The research methodology consists of five stages. Stage 1: to determine the 

selection of data collection roads, and the data collection of risk factors 

including driver, passenger, bus and road geometric. Stage 2: to identify the 

suitable variables for this study. Stage 3: to evaluate the design consistency 

based on Lamm model to examine the current geometric alignment of studied 

roads to accommodate the driver behaviour in a quantitative measure. Stage 4: 

Pearson correlation is employed to identify the possible linear relationships 

among the variables of the study. Stage 5: involves step by step procedure to 

develop a predictive bus accident risk model. The following Figure 3.1 

presents the flow chart of the followed stages in the research methodology  
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Figure 3.1: Flow chart of the followed procedures in the research methodology 
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3.2 Data Collection Roads 

The data collection was conducted at off-peak hours to insure the least traffic 

congestions, and minimal surrounding distraction for the bus driver. The 

highways and the mountainous roads with none or few bus stops are of prime 

interest for the study. Highways are characterised with the freedom for the 

driver to cruise at speed of choice, though there is a posted speed limit. While, 

mountainous terrain provides a challenging geometric environment and 

requires much workload from the driver. This terrain would give a very good 

insight of the acceleration profile which is needed to establish safe limits for 

driving behaviour. 

A total of five roads including B66 Jalan Batang Kali, Jalan Batu Feringghi, 

Route 99, Karak Highway and North-South Expressway were selected for this 

research as in the following subsections. 

3.2.1 B66 Jalan Batang Kali  

The B66 Jalan Batang Kali is located at Genting Highland in Pahang State. 

The road is rural roadway which adheres to category R3 based on the 

Malaysian road design standards known as REAM. The road is a dual-2 lane 

carriageway and it has speed limit of 50km/hr. Along the investigated road, 

there are no signalised intersection and only two roundabouts. The length of 

the investigated stretch of road is about 28km of length The following Figure 

3.2 presents the stretch of road where data collection is carried out. 
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Figure ‎3.2: B66 Jalan Batang Kali, Genting Highland, Pahang state (Google maps a, 

2015) 

The data collection took five (5) days between the months of June and July 

2014. In total, there are 28 trips were performed for the mentioned site with 16 

different drivers. The bus superstructure is high floor single deck bus which 

accommodates around 50 passengers and no standing passenger is allowed. 

The following Table 3.1 presents a summary of B66 Jalan Batang Kali. 

Table ‎3.1: Summary of data site information 

Data 

Collection 

Period 

REAM 

Design 

Standard 

Speed 

Limit 

(km/hr) 

Data Collection 

(Start/End) 
Bus 

Total 

No. of 

Trips 

Total 

No. of 

Drivers 

03, 17 Jun 

2014 & 

1, 5, 6 July 

2014 

R3 50 

B66 Jalan Batang 

Kali - Genting 

Highlands/Skyway 

Terminal 

Single 

Deck 

High 

Floor 

28 16 

3.2.2 North-South Expressway 

The North-South expressway is the longest in Malaysia with the length of 

772Km. The road runs from Bukit Kayu Hitam in Kedah state in the northern 
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region of Malaysian-Thai border to southern state; Johor Bahru of Peninsular 

Malaysia and to Singapore. The dual carriageway expressway adheres to the 

design standard of rural roadway category R6 of the REAM road design 

standards. 

In this research, only the stretch of expressway at Perak State between 

Jelapang and Kampung Menora is investigated as the road becomes highland, 

winding and dangerously cornered. In fact, the speed limit at this location of 

the expressway is 80km/hr compared to 110km/hr at the remaining stretch of 

the expressway. The length of the investigated stretch of road is about 20km of 

length. The following Figure 3.3 presents the stretch of road where data 

collection is carried out. 

 
Figure ‎3.3: North-South expressway, Perak (Google maps b, 2015) 

The data collection took four (4) days on the months of June and July 2014. In 

total, four (4) trips and four (4) different drivers were recorded. No more trips 

are accomplished for this site because of time and resource restrictions. The 

bus superstructure is high floor single deck bus which accommodates not more 

than 50 passengers and no standing passenger is allowed. Another bus type is 

Kampung 

Menora 
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a double-deck bus but the lower compartment is reserved for the crew and no 

passengers are allowed. The following Table 3.2 summarise the data for the 

North-South expressway.  

Table ‎3.2: Summary of N-S expressway site Information 

Data 

Collection 

Period 

REAM 

(2002) 

Design 

Guidelines 

Speed 

Limit 

(km/hr) 

Data 

Collection 

(Start/End) 

Length 

(km) 

Bus 

Structure 

Total 

No. of 

Trips 

Total 

No. of 

Drivers 

19, 22 Jun 

2014 & 11, 

13 July 

2014 

R6 80 

Jelapang/ 

Kampung 

Menora 

20 

Single 

Deck High 

Floor & 

Double 

Decker  

4 4 

3.2.3 Jalan Batu Feringghi 

The Batu Feringghi road is located at George Town in Penang state. The Jalan 

Batu Feringghi is a rural roadway of category R4 based on REAM design 

standards. The road is a single carriageway which varies between a 2lane-

2way at steep climbing spots to 4lane-2way lane at some locations especially 

at flat non-climbing locations. The speed limit is 70 km/hr.  

Moreover, as the road runs parallel to the coast, the road becomes unsignalised 

T-junctions at certain locations of the city area. Also, 2 main signalised 

intersections are located at the main hub of the Batu Feringghi area. Those 

intersections provide access to residential and commercial areas as well as 

other facilities within the vicinity. 

The operator of the low floor public bus is RapidPenang. The bus allows for 

standing passengers with approximated full combined capacity not exceeding 

50 passengers. Also, the transit bus has twelve (12) bus stops between 

departure and arrival terminals.  



61 

The length of the investigated stretch of road is about 10km of length. The 

following Figure 3.4 presents the stretch of road where data collection is 

carried out. 

 
Figure ‎3.4: Jalan Batu Feringghi, George town, Penang state (Google maps c, 2015) 

The data collection took four (4) days on the months of June and July 2014. In 

total, twenty seven (27) trips were accomplished with twenty two (22) 

different drivers. The bus superstructure is low floor single deck and with a 

maximum capacity of not more than 50 passenger including the standing 

passenger. The following Table 3.3 presents a summary of Jalan Batu 

Feringghi. 

Table ‎3.3: Summary of Batu Feringghi site information 

Data 

Collection 

Period 

REAM 

(2002) 

Design 

Guidelines 

Speed 

Limit 

(km/hr) 

Data 

Collection 

(Start/End) 

Length 

(km) 

Bus 

Structure 

Total 

No. of 

Trips 

Total 

No. of 

Drivers 

20, 21 Jun 

2014 & 11, 

12, 13 July 

2014 

R4 70 

Jalan 

Tanjung 

Bungah/Telu

k Bahang 

10 

Low Floor 

Single 

Deck 

27 22 

3.2.4 Karak Highway 

The Karak Highway is a 60Km in length and 90Km/hr speed limit motorway 

connects the Federal territory of Kuala Lumpur, and the eastern state of 

Peninsular Malaysia; Karak town at Pahang. The expressway is dual-3lane 

     Signalised Intersection 
      Bus Stop 
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carriageway from Kuala Lumpur to Genting Sempah Tunnel, and then 

narrows to dual-2 lane carriageway for the remaining stretch of the 

expressway. This research investigates about 30Km of the Karak highway 

between the Genting Sempah tunnel and the toll exit to Bentong town. This 

stretch of the expressway is chosen because of its unique geometric sections 

which involve winding lanes and steep terrain at some locations.  

The expressway adheres to the design standard of rural roadway category R5 

of the REAM road design standards. The length of the investigated road 

section is 30Km. The following Figure 3.5 presents the stretch of road where 

data collection is carried out.  

 
Figure ‎3.5: Karak Highway, Pahang state (Google maps d, 2015) 

The data collection took three (3) days on the month of May 2015. In total, 

twelve (12) trips and seven (7) different drivers were recorded. The bus 

superstructure is stage high floor single deck bus and with a maximum 
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capacity of not more than 50 passengers and no standing passenger is allowed. 

The following Table 3.4 presents a summary of Karak Highway. 

Table ‎3.4: Summary of data site information 

Data 

Collection 

Period 

REAM 

(2002) 

Design 

Guidelines 

Speed 

Limit 

(km/hr) 

Data Collection 

(Start/End) 

Length 

(km) 

Bus 

Structure 

Total 

No. 

of 

Trips 

Total 

No. of 

Drivers 

9, 15,16 

May 2015 
R5 90 

Genting 

Sempah/Bentong 
30 Stage 12 7 

3.2.5 Route 59 

The Route 59 is located at Pahang state. The route provides access from the 

Tapah town, Perak state to Tanah Rata town at Cameron Highland, Pahang 

state. The Route 59 is a rural roadway of category R5 based on REAM design 

standards. The road is a 2lane-2way single carriageway with steep climbing 

spots and winding curves. The mountainous terrain has speed limit of 70 

km/hr. The length of the investigated road section is nearly 53Km and about 

1.5 hours journey time.. The following Figure 3.6 presents the stretch of road 

where data collection is carried out.   

 
Figure ‎3.6: Route 59, Pahang state (Google maps e, 2015) 
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The data collection took three (3) days on the month of May 2015. In total, 

eight (8) trips and four (4) different drivers were recorded. The bus 

superstructure is stage high floor single deck bus and with a maximum 

capacity of not more than 50 passengers and no standing passenger is allowed. 

The following Table 3.5 presents a summary of Route 59. 

Table ‎3.5: Summary for the sites for data collection 

Data 

Collection 

Period 

REAM 

(2002) 

Design 

Guidelines 

Speed 

Limit 

(km/hr) 

Data 

Collection 

(Start/End) 

Length 

(km) 

Bus 

Structure 

Total 

No. of 

Trips 

Total 

No. of 

Drivers 

25, 26, 27 

May 2015 
R5 70 Route 59 53 

Stage; 

Single 

Deck High 

Floor 

8 4 

3.3 Bus Motion and Location Measurements 

The bus dynamic is measured by its three-axis acceleration (i.e. lateral, 

longitudinal and vertical) using the USB accelerometer of type X8M-3 

Marine. It has a built-in 2 GB flash memory which records a constant stream 

of accelerometer data at frequency of 60Hz. The data are saved in a .csv file 

which is readable using the Excel spreadsheet (Accelerometer/Magnetometer 

Data Logger X8M-3mini, 2014)..  

A GPS receiver of GMI-86 USB model is used to record the speed and 

positioning of the bus in NMEA file format. In certain obstructed 

environments such as forested areas and urban canyons, the GPS receiver 

might not have a clear view of the sky, therefore, the dilution of precision 

(DOP) can be large and position accuracy will suffer (Langely, 1999). This 

methodical error is encountered during the data collection, and the data were 

discarded from the analyses. The GPS and accelerometer are connected to a 
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portable computer (laptop) and is laid on flat surface in the bus such as floor 

or on a levelled platform. The following Figure 3.7 shows equipment setup 

inside a bus. 

GPS

Accelerometer

Equipment set-up on the bus

 
Figure ‎3.7: Equipment setup inside a bus 

The following Figure 3.8 presents the row data from a NMEA file and when it 

is converted to readable spread sheet format. 

 
Figure ‎3.8: The NMEA format file before conversion (left) and the .csv file in 

spreadsheet format (right) 
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3.4 Passenger Risk Perception Measurement 

A survey is used to measure of passenger risk perception. The survey is a 

designed intranet survey which allows its users to rate their perception of risk 

level on a scale of 5. The rating value of 1 presents the worst level of risk to 

rating value of 5 presents the highest level of safety or comfort. The survey is 

only accessible for a user via local communication network. The advantages of 

using such a surveying method include:  

1. No data loss as every single rating will be transferred and saved 

immediately to the host server. 

2. Every single rating is recorded based on time format i.e HH:MM:SS 

which will assist later to synchronise and match the recorded risk 

perception rating with the other variables collected from independent 

devices including GPS and accelerometer.  

To establish an intranet surveying local network, two devices are needed 

including a laptop to act as a host server, and a mobile router. The router is 

used to provide the medium platform which allows participants to access the 

survey application in the host server; in this case a laptop. The number of 

survey participants depends on the type of router used. In this research a 

mobile router of model M5350 TP-LINK is used. This model of router 

accommodates up to 9 participants simultaneously. The Figure 3.9 shows the 

M5350 TP-LINK router. 
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Figure ‎3.9: TP-LINK Mobile Router Model M5350 

A participant can access the survey address via a smartphone, a tablet or a 

laptop. A training session on how to access and on how to use the survey was 

provided for the participants. Moreover, the participants were recommended to 

rate their perception of the ridership as much as possible during the journey. 

All of the participants in this survey are university students aged between 20 

to 25 years old. 

Once the survey is accessed, there are four steps which need to be completed. 

These steps are aimed to collect data regards the passengers‘ name, position 

and seat location inside the bus, and their perception of level of risk. 

The first step is to key-in the participants name as in Figure 3.10.  

 
Figure ‎3.10: Name input, Passenger risk perception survey (Step 1) 

The second step is the passenger‘s position i.e standing or sitting inside the 

bus as in Figure 3.11. This information will not be used in the analyses though 
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it has a vital importance in rating. All of the bus trips do not allow for standing 

passenger, except for Jalan Batu Feringghi where some of the trips where 

accomplished with standing passengers. 

 
Figure ‎3.11: Traveling posture, Passenger risk perception survey (Step 2) 

The third step is the passenger‘s location in the bus where the participant can 

approximately choose the appropriate circle which indicates the location of the 

seat as in Figure 3.12. The information concerns the location of seat is not 

found to be parallel to the objective of data collection. The location of the seat 

has vital importance during an accident but has very minimal (almost void) 

effect on the forces which act on the commuter‘s body in case of buses from 

one seat to another. 

 
Figure ‎3.12: Seat location, passenger risk perception survey (Step 3) 

The fourth step is the passenger‘s perception about the driver‘s driving 

behaviour at turning, braking and accelerating. The rating is in the scale of 

five units from 1 ‗Extremely Dangerous‘ to 5 ‗Extremely Safe‘. This step can 
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be repeated as much as the participant wants till he/she presses the ‗End 

Survey‘ button as in Figure 3.13. 

 
Figure ‎3.13: Risk perception level, Passenger risk perception survey (Step 4) 

3.5 Bus Driver Characteristics  

A driver should not be aware of the running data collection process throughout 

a journey in order to avoid any potential monopolisation in driving behaviour. 

At the end of the trip, a bus driver is approached to fill-in a survey. The survey 

included questions about (1) driver age, (2) total years of driving experience, 

(3) total years of driving experience at the investigated road, (4) number of 

working years for the bus company (5) shift working hours, (6) presence of 

assistant driver, and (7) driver perception of hazards at road. Refer to the 

APPENDIX A for a sample of the survey form. 

There are 53 drivers who were surveyed in this study. Among those drivers, 

three (3) drivers were excluded from the analyses as the refused to answer the 

survey questions. These eliminated drivers include one driver from each of the 

following data collection roads; Jalan Batu Feringghi, Karak Highway and 

Route 99. Furthermore, for the trips which had a repeated driver, only one trip 

is used for the analyses by averaging all other trips of this particular driver. In 

total, there are 50 drivers who were considered for the analyses. 
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Total of 50 different drivers are surveyed in this research. All the subjects are 

male gender. 46% of the driver subjects are 41 to 50 years old, followed by 

elder age group of 51 to 60 years old. Young driver age groups (<40 years old) 

presents 28% of the studied population. The following Figure 3.14 presents 

the characteristics of age variable  

 
Figure ‎3.14: Driver age variable 

Based on Figure 3.13, 28% of the driver subjects have less than 5 years of 

experience (junior drivers), while 24% have 6 to 10 years of driving 

experience. Surprisingly, drivers with more than 21 years of driving 

experience present a decent 18% of the driver population. The following 

Figure 3.15 presents the characteristics of age variable  
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Figure ‎3.15: Total years of driving experience variable 

Based on Figure 3.16, 51% of the drivre population has 1 to 5 years of specfic 

driving experience. Specific driving experience is interchangable term used for 

total years of driving experience at investigated road. This factor is found to be 

associated with accident risk as presented earlier in the literature (Tseng, 

2012). The second in rank is 6 to 10 years specific experience at 25%, and the 

remaining 24% represent the other classes of the specific experience. 

 
Figure ‎3.16: Total years of driving experience at investigated road variable 
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Based on Figure 3.17, 50% of the drivre population has 1 to 5 years of 

working for the bus company. The second in rank is 6 to 10 years specific 

experience at 28%, and the remaining 22% represent the other classes of the 

working experience for the bus company. 

 
Figure ‎3.17: Total years of driving experience of working for the bus company variable 

The survey has investigated the driver‘s perception about hazard at road. 

Based on Figure 3.18, 58% of the response was nominating the road geometry 

as a risk factor. This finding implies that driver perception differ from how 

road are designed. The second in rank is driver‘s behaviour at 11%, and the 

remaining 22% represent the other classes of the hazard factors based on 

driver‘s perception. Moreover, speeding and driver age are not considered by 

the bus drivers as risk factors a road.  
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Figure ‎3.18: Hazard at road based on driver's perception 

3.6 Vehicle Characteristics 

There are three (3) types of buses covered in this thesis. The bus division is 

based on mechanical characteristics to low and high floors and to single and 

double-deck buses. According to the collected sample population, the stage 

bus is dominating the sample at 57% due to the nature of locations and routes. 

Stage buses are very common for compared to low floor buses (34%) which 

are normally associated with public transport for rapid transit usage. The 

double-deck buses (2%) share the stage bus for long haul travel distances. The 

following Table 3.6 justify the bus based on locations.  

Table ‎3.6: Bus category and engine configuration for the collected data 

Variable Category Data Site Count 
Weighted 

Sample 

Bus Type 

Low Floor Single 

Decker  
Jalan Batu Feringghi 27 34% 

High Floor Single 

Decker (Stage) 

B66 Jalan Batang Kali, North-

South Expressway, Karak 

Highway & Route 59 

45 57% 

Route 59 5 6% 

Low Floor Double 

Decker  
North-South Expressway 2 3% 

Total 79 100% 
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The bus structure is further categorized based on factors of net weights and 

dimensions. These factors have direct influence on the centre of mass and the 

stability of the vehicle. Besides that, it is hypothesised that a passenger level 

of risk is related to the mentioned bus factors. The Scania bus manufacturer is 

used as a standard to represent other bus manufacturer. The choice of this 

manufacture as it is very popular manufacturer in Malaysia and is normally 

used as a transit city bus by Rapid transit operators namely RapidPenang and 

RapidKL. Nonetheless, the Cameron Highland bus is Mercedes and the model 

number was not applicable to be obtained even after a through looking at the 

world wide web, no close model was been able to obtained for this bus. The 

following Figure 3.19 shows the different buses used. 

 
Figure ‎3.19: Bus used in Cameron Highland (top-left), Batu Feringghi (top-right), Karak 

Highway (bottom-left), and double-decker (bottom-right) 

Based on Table 3.7, there are four (4) classes among the buses. These 

categorizations are based on engine configuration and dimensions. The four 

class classification is considered for the analyses are based on bus type. 
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Table ‎3.7: Bus classes based on engine configuration, dimension and total weight 

M
a

n
u

fa
ct

u
re

r 

Bus 

Type 

E
n

g
in

e 

C
o

n
fi

g
u

ra
ti

o
n

 

Dimension (m) 

Total 

Weight 

(Kg) 
Wheel 

Base 

Overhang 

Length Width Height 
Front Rear 

Scania 

Low-

floor 

single 

Deck 

(K270UB

) 

Rear 5.22 2.08 3.05 10.35 2.5 3.2 10,100 

High-

floor 

Single 

Deck 

(F270IB) 

Rear 6.3 1.9 3.42 11.62 2.5 3.5 13,400 

Double 

Deck 
Rear 6 2.5 3.92 12.2 2.5 4.1 NA 

Mercede

s 

High-

floor 

Single 

Deck 

Front NA NA NA NA NA NA 9,400 

All in all, the categorisation of a bus is based on its structure and weight. The 

mentioned categorisation imply four types including low floor (10,100kg), 

stage (13,400kg), double-deck (13,400kg), and stage (9,400kg). 

3.7 Identification of Accident Risk Variables 

3.7.1 Passenger Risk Perception 

This variable is obtained directly from the passenger survey. The rating results 

of five scale is averaged to rating of three to suit the accident risk category of 

rating 1: risk, rating 2: neutral, and rating 3: safety.  

3.7.2 Driver Behavioural Factor 

Out of the seven (7) question variables in the driver survey, only three (3) 

variables were chosen for this study including (1) drive age, (2) total years of 

driving experience, and (3) total years of driving experience at the investigated 

road. The carried out literature in chapter 2 indicates a significant relationship 
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between driver demographics and accident risk (refer to 2.1 Factors of 

accident risk).  

Another variables in belong to driver factor are the speed and acceleration. 

While speed is obtained from the GPS, the resultant acceleration is computed 

from the longitudinal, lateral, and vertical acceleration readings which were 

recorded in the accelerometer. The resultant acceleration, Ra  , measures the 

resultant forces act on bus by combining the acceleration in three axis, as 

shown below: 

   √                                                                                               (3.1) 

where ax, ay and az denote the lateral, longitudinal, and vertical acceleration 

respectively. 

3.7.3 The Environmental Factor 

Each investigated road is segmented to horizontal and vertical alignments 

sections. The horizontal alignment properties including radius of curvature and 

tangent sections are computed using AutoCAD (Autodesk, 2015). The map 

from Google Earth is extracted and insert into AutoCAD as the overlay. The 

radius and tangent length are then computed. This is an acceptable procedure 

as recommended by the Malaysian Road Safety Audit Guidebook (Malaysian 

Institute of Road Safety Research, 2013). Three variables are obtained from 

the road segmentation including tangent, radius of curvature, and grades.  
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The grade of the section  iG  is computed using the elevation data collected 

from GPS and Theorem of Pythagoras as shown in equation 3.1. 

100%
i i

e s
i

i

e e
G

l


   

where i

ee  and i

se  are the start and end point elevation for section i ; il  is the 

length of section i  . The degree of curvature  iC  is computed as follow: 

1tan
100

i
i

G
C   

  
 

 

Despite Route 59 is not the longest among the investigated roads, there is 519 

road sections associated with Route 59 because of it winding and curvy roads. 

Besides that, the maximum inclination and declination values are associated 

with Route 59. The maximum road curvature is at Jalan Batu Feringhhi with 

radius of curvature of 1,600m. The following Table 3.6 shows the number of 

segmented sections of each road.  

  

(3.2) 

(3.3) 
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Table ‎3.8: Summary of road segmentation 

Road Name 

Number of sections 

Maximum curve 

radius (m) 

Minimum curve 

radius (m) 

Maximum 

upgrades (%) 

Maximum 

downgrades (%) 
Tangent Curve 

Gradient 
Total 

Uphill Downhill 

B66 Jalan Batang 

Kali  
18 31 38 7 49 792 83 5.84 3.27 

North-South 

Expressway 
29 29 17 12 58 1,193 199 11.61 5.61 

Jalan Batu 

Feringghi 
23 49 31 30 72 1,612 16 16.28 18.18 

Karak Highway 15 18 9 23 33 680 110 4.22 11.43 

Route 59 145 374 303 159 519 373 14 19.5 20 
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3.7.4 Bus Type Factor 

The bus variable will be divided to four categories based on its structure low 

floor, high floor single-deck (stage), double-deck, and undefined old stage bus. 

The last category came as a need to define this bus. Based on earlier section 3.5 

the old stage bus and the new bus has a difference in superstructure and total 

mass. Therefore, a differentiating category is needed for both buses. 

3.8 Data Processing and Filtration 

This step depends mainly on the recorded time for a data in the GPS, 

accelerometer, and host server for the passenger risk survey. It is important to 

assure those three technical devices have the same timing before starting data 

recording. The outcome of this step is not only that all the variables from 

different sources can be matched into a single file but also match the data to the 

appropriate road section. Therefore, one master file compiles all the thirteen 

(13) variables.  

It is important to eliminate any section which has an error or a missed data 

within its variables before compiling the data with the passenger‘s perception 

risk results. The accelerometer data are recorded in the three dimensions, 

though an error in recorded data could be not visible, thereof, the vertical 

acceleration is used to point out the false measurement. The vertical 

acceleration is associated with the gravitational acceleration of 1g.  Therefore, 

if the recorded value for the mentioned acceleration is negative or too extreme 

from the 1g, the value is discarded and the associated values for the lateral and 

longitudinal accelerations for the same point. Such acceleration error does 

occur if the accelerometer device falls or flipped while recording the data.  
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While the accelerometer and GPS records can be matched precisely based on 

the recorded time, the passenger rating is basically taken within a maximum 

range of +2 seconds to allow for the decision and reaction time which are taken 

by a passenger. LOOKUP formula is designated to look up for a passenger 

rating at a maximum range of +2 seconds from the referenced GPS time, that is 

at exact reference time, reference time+1sec, and reference time +2secs to 

allow for the decision and reaction time. If there is more than 1 value for the 

rating within the given time frame, the worse rating is taken to cater for the 

safety. An Excel spread sheet was created to combine these data and import 

them to one master file. 

The second step taken to filter the data is by taking the average of the data for 

the repetitive driver based on the direction of travel for each trip.  

Finally, the master file was done by discarding the missed data for each road 

section. For instance, if a speed record is missed, then the associated 

acceleration and perception ratings are discarded. Therefore, in the analyses 

only a section is used when all the five (5) data values are available. The sixth 

data value; acceleration resultant, is computed and added for the analyses based 

on the filtered data.  

The data from driver survey should not contradict within the overall driver 

feedback. There is only one case where a driver who gave incorrect statement 

about the years of driving experience at the Karak Highway which was at a 

range above the total years of driving experience. Nonetheless, in this case the 

recorded data were used in the analyses but not the character if the driving 
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experience at the Karak highway. The following Table is a statistical summary 

of the filtered data. 

Table ‎3.9: Statistical summary of the data after processing and filtration 

Statistic 

No. of 

Data 

Minim

um 

Maxim

um 

Rang

e 

Medi

an 

Mea

n 

Varia

nce  

Standard 

Deviation 

Mean Speed (km/hr) 
2854 0.00 117 117 36 

38.5

0 

196.6

5 14.02 

Mean Lateral Accel 

(g) 2854 0.000 0.524 0.524 

0.12

6 

0.13

4 0.005 0.072 

Mean Longitudinal 

Accel (g) 2854 0.004 0.405 0.402 

0.06

8 

0.07

8 0.002 0.049 

Mean Vertical Accel 

(g) 2854 0.000 0.319 0.319 

0.02

6 

0.03

2 0.001 0.026 

Mean Resultant 

Accel (g) 2854 0.029 0.590 0.562 

0.15

9 

0.16

9 0.005 0.069 

Mean Risk 

Perception Rating 2854 1.000 5.000 4.000 

3.00

0 

2.95

3 0.895 0.946 

85th Speed 
2854 16.289 

117.80

0 

101.5

11 

40.3

41 

43.2

18 

183.2

84 13.538 

85th Lateral Accel. 

(g) 2854 0.015 0.402 0.388 

0.19

1 

0.19

1 0.004 0.061 

85th Longitudinal 

Accel. (g) 2854 0.004 0.405 0.402 

0.10

6 

0.11

9 0.003 0.054 

85th Vertical Accel. 

(g) 2854 0.000 0.346 0.346 

0.04

7 

0.05

1 0.001 0.025 

85th Resultant 

Accel. (g) 2854 0.037 0.590 0.553 

0.21

7 

0.22

5 0.003 0.059 

3.8.1 Data Distribution 

Normality test was conducted to evaluate the distribution of the collected data. 

These normality tests are carried for the bus motion variables including speed, 

and acceleration, and perception risk rating. Moreover, these variables were 

divided to their means and 85
th

 values.  

In this context the hypothesis for the mentioned test includes:  

H0: The variable from which the sample was extracted follows a Normal 

distribution. 

Ha: The variable from which the sample was extracted does not follow a 

Normal distribution. 
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Skewness is a measure for the data symmetric distribution. Based on this 

definition, the normal distribution has zero skewness value, and any symmetric 

data should have skewness near zero. Data with negative values for the 

skewness imply that the data are skewed left (the left tail of the distribution 

graph is long relative to the right tail), and data with positive values for the 

skewness indicate data are skewed right.(the right tail of the distribution graph 

is long relative to the left tail). A well-known measure coefficient for skewness 

is Fisher-Pearson. The following formula is used to compute the Fisher-

Pearson coefficient (NIST/SEMATECH, 2012).  

   
∑ (    )

    
   

  
                                                                                           (3.4) 

where,  

g1= Fisher-Pearson skewness factor, 

n= number of data points,  

ẙ=mean, and 

s=standard deviation 

The following Table 3.10 has the values for the skewness coefficient as 

computed using XLSTAT tool.  

Table ‎3.10: Skewness values for the data 

Statistic 

Average Value 

Speed  
Acceleration 

Rating 
Lateral  Longitudinal  Vertical  Resultant 

Skewness 

(Fisher-Pearson) 
1.53 0.82 1.10 2.53 0.86 -0.14 

Statistic 

85
th

 Value 

Speed 
Acceleration 

Rating 
Lateral Longitudinal Vertical Resultant  

Skewness 

(Fisher-Pearson) 
1.76 0.19 1.35 3.34 0.62 -0.70 
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The values for asymmetry and kurtosis between -2 and +2 are considered 

acceptable to prove normal univariate distribution (Trochim & Donnelly, 2006, 

George & Mallery, 2010, George, & Mallery, 2010, Gravetter & Wallnau, 

2014). Therefore, the skewness values for the average and the 85
th

 values 

indicate that the variables have normal distributions. Except for the vertical 

acceleration where the skewness values are 2.53 and 3.34 for average and 85
th

 

values respectively. The high value of skewness is explained by the heavy tails 

as the mean and standard deviation are distorted by extreme vertical 

acceleration values in the collected data. In fact, the vertical acceleration of 

0.14 and above are associated with climbing and descending terrains. 

Therefore, these values cannot be considered as outliers and cannot be 

excluded from the data. The following Figure 3.19 supports the mentioned 

statement. 

 
Figure ‎3.20: Extreme values of vertical acceleration distribution cause the positive tailing 

3.8.2 Data Scaling 

Numerical values were given to the continuous variables of bus type, driver 

characteristics, and road geometric elements. The statistical software only 

Extreme 

Values  
Extreme 

Values  
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accepts the numerical values. Despite the bus type and driver characteristics are 

straight forward process of scaling, the road geometric elements are not.  

The angle of inclination was divided into scale of 5 numbers. The grade is 

taken as below -6.5%, -6.5% to -1.6%, -1.6% to 1.6%, 1.6% to 6.5% and above 

6.5%. These values correspond to the critical grade of a loaded truck of 

180kg/kW and the maximum speed reduction of 15km/hr based on REAM 

(2012). The negative grades are indication for downgrading or descending. 

The radii of horizontal curves are divided into scale of 6 with number 1 

indicates very sharp curves of below 50m, and number 6 indicates large curves 

of 450m and above. Though literatures refer to below 100m measure of 

curvature as sharp curves, yet it is important to divide this class to 2 classes 

because there are too many short and sharp curves in this study which 

considers mountainous terrains. The tangent length is divided to scale of 7 with 

number 1 for short tangents; below 50m and number 7 for 600m and longer 

tangents.  

The driver characteristics, bus type and road geometric elements were 

substitute to scale of 7 numbers as in Table 3.11. 
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Table ‎3.11: Driver characteristics and geometric elements and their equivalent scale 

 S
ca

le
 N

u
m

b
er

 

Bus Type 

Driver Characteristics 
Road Geometric 

Elements 

Driving 

Experience 

(Years) 

Driving at the 

Investigated 

Road (Years) 

Age  

(Years) 

Tangent 

(m) 

Radius 

(m) 

Grade 

(%) 

1 
Single Deck 

Stage  
1 to 5 1 to 5 

21 to 

30 
<=50 <=50 

<=-

6.5 

2 
Low Floor  

6 to 10 6 to 10 
31 to 

40 
50-100 50-100 

-6.5--

1.6 

3 
Double Deck 

11 to 15 11 to 15 
41 to 

50 
100-200 

100-

200 

-1.6-

1.6 

4 

Undefined 

Stage model 

in Cameron 

Highland 

16 to 20 16 to 20 
51 to 

60 
200-300 

200-

300 

1.6-

6.5 

5 
 21 and 

above 
21 and above 

61 and 

above 
300-450 

300-

450 
>=6.5 

6 
 

   450-600 
450-

600 
 

7 
 

   >=600   

3.9 Lamm et al. Model 

Lamm et al. (1987) have developed a design consistency and safety model 

based on the operating speed, degree of curvature, and friction force 

measurements. The measurements were derived from 261 sites in New York, 

US (TRB, 2001). The model developed is divided into three criteria including 

adequate side friction, design speed and operating speed, and design 

consistency in horizontal alignment. 

Lamm et al. (1988) defines criterion I (speed consistency) as the design speed 

(Vd) shall remain constant for the longer roadway section, and shall tuned at 

the same time with the actual driver driving behaviour, expressed by the 85
th

 

percentile speed (V85).  
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Criterion II; dynamic driving design, is defined as a well-balanced driving 

dynamic sequence between and for individual design elements within a road 

section with the same design promotes a consistent and economic driving 

pattern. 

Design criterion III compares the assumed side friction, fRA stated in design 

guidelines, of circular curve with the actual friction demanded, fRD at curve 

side. The maximum permissible assumed side friction coefficient in design is 

given by Lamm et al. (1988) and which is developed based on international 

research is as in the following equation. 

For flat Terrain 

                                          (  )
  (3.5) 

And for Hilly and Mountainous Terrain 

                                      (  )
  (3.6) 

Where,  

fRperm = maximum side friction factor 

Vd = design speed (km/hr) 

The demanded side friction coefficient is as in the following equation.  
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    ( )
   (3.7) 

Where, 

fRD = demanded side friction 

V= operating speed, V85th (km/hr) 

R= radius of curvature (m) 

e = super-elevation (%)  

Based on Lamm et al. (1988) all the three safety criteria are weighted equally 

for the design consistency and each criteria is categorised into good, fair and 

poor scale as in the following Table 3.12.  

Table ‎3.12: Ranges for safety criteria I, II, and III and corresponding scale evaluation 

SAFETY 

CRITERION 
SCALE 

No. Equation 

Good 

(Permissible 

Difference) 

Fair 

(Tolerated 

Difference) 

Poor 

(Non permissible 

Difference) 

I |       | <=10 km 10 km to 20 km >20 km 

II |           | <=10 km 10 km to 20 km >20 km 

III fRA - fRD ≥ +0.01 +0.01 to -0.04 < -0.04 

1) Related to the individual design element ‗i‘ in the observer roadway 

segment 

2) Related to two successive design elements ‗i‘ and ‗i+1‘ (curve to curve 

or independent tangent to curve) 

3) Vd= design speed (km/hr) 

V85= operating speed (km/hr) 

fRA = assumed coefficient of friction as in equation 

fRD = demanded ceoffiecient of friciton as inequation  
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3.10 Pearson Correlation Test 

Pearson Correlation is adopted to find the possible correlation between these 

variables in pairs. It is a measure of the linear relationship between a pair of 

variable X  and Y , measuring by the correlation coefficient, 1 1r     where 

1r   is total positive correlation, 0r   is no correlation, and 1r    is total 

negative correlation. The correlation coefficient r   is computed as follow:  

  
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2 2

1 1

n

i i

i

n n

i i

i i
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where iX  and iY  is the observed data i  for variable X and Y  respectively, X  

and Y  is the mean of variable X  and Y  ; n  is the total number of 

observation. In addition, the p-value of the correlation is observed for its 

statistical significance. The level of confidence level used is 95%. It means that 

if the p-value is lesser than 0.1, the correlation is deemed statistically 

significant.  

The reliability of driver behaviour (both speed and acceleration) was calculated 

as Pearson correlations for the whole population. The correlation analysis is 

carried out for four groups including driver characteristic, road geometric 

section, bus type, and risk perception rating. The purpose is to find the 

significance effect (if any) between the driver behavior and every variable 

within the mentioned four groups.  

3.11 Data Discretisation 

The Bayesian network model is to be structured using discrete variables and 

not continuous ones. Therefore, the continuous variables including speed and 

(3.8) 
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acceleration should be discretised. The discretization is performed using the 

XLSTAT tool in Microsoft Excel is used. For discretisation, the XLSTAT tool 

is used. The mentioned tool is commercially available in the worldwide web. 

No prior knowledge is found to emphasize the appropriate intervals for the 

acceleration and the speed. Therefore, trials for the appropriate number of 

intervals are needed and best interval can be chosen after the Bayesian network 

is fully constructed.  

The K-mean clustering method is used to divide the data to 3, 5, and 10 

intervals. The comparison of these intervals is based on the Bayesian network 

accuracy test. Refer to Appendix C for the complete results of 3, 5 and 10 

intervals and comparison. 

The 10 intervals based on K-mean clustering are found to be the most 

appropriate for the model as in Table 3.13. 
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Table ‎3.13: The 10 interval for the motion variables based on K-mean clustering 

Interval/Class 
mean Speed mean Lateral Acceleration mean Longitudinal Acceleration mean vertical Acceleration mean Resultant 

Range Frequency Range Frequency Range Frequency Range Frequency Range Frequency 

1 >31 544 <0.136 1006 <0.088 1144 0 to 0.037 1175 0.029 to 0.175 1038 

2 31 to 39 624 0.136 to 0.208 537 0.088 to 0.137 434 0.037 to 0.062 448 0.175 to 0.242 508 

3 39 to 47 344 0.208 to 0.254 164 0.137 to 0.170 127 0.062 to 0.084 135 0.242 to 0.283 153 

4 47 to 57 194 0.254 to 0.308 75 0.170 to 0.20 61 0.084 to 0.104 42 0.283 to 0.330 80 

5 57 to 68 37 0.308 to 0360 24 0.20 to 0.228 42 0.104 to 0.131 13 0.330 to 0.370 22 

6 68 to 77 29 0.360 to 0.380 8 0.228 to 0.251 9 0.131 to 0.150 4 0.370 to 0.403 16 

7 77 to 84 26 0.380 to 0.42 7 0.251 to 0.266 1 0.150 to 0.165 3 0.403 to 0.457 4 

8 84 to 95 22 0.42 yo 0.439 1 0.266 to 0.289 4 0.165 to 0.223 2 0.457 to 0.47 1 

9 95 to 96 2 0.439 to 0.524 1 0.289 to 0.321 1 0.223 to 0.3 1 0.47 to 0.557 1 

10 96 and above 2 >=0.524 1 >=0.321 1 >=0.3 1 >=0.557 1 
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3.12 Development of Accident Risk Model using Bayesian Network (BN) 

The GeNIe software is a free program which helps users to build decision 

theoretic models including the Bayes nets. The software which is developed by 

the Decision Systems Laboratory at the University of Pittsburgh is made 

available for the researchers and the community who are keen in developing 

and testing models. The advantage of this software is that the GeNIe is capable 

of building models of any complexity and size, the only limitation is the 

capacity of the operating memory of a computer (GeNIe, 2015). 

The software offers a number of learning algorithms if the user has no prior 

knowledge on the structure of the model. Therefore, two algorithms were used 

to learn the model including the Bayes search and the Greedy Thick Thinning. 

The default software parameters were maintained. The advantage of using 

these learning algorithms is that the user has the option to provide a 

background knowledge which includes any forbidden and/or forced 

connection(s) to determine a particular conditional probability. In this research 

the background knowledge is set as to forbid the passenger rating to become a 

parent. 

3.12.1 Training and Testing Datasets 

The cross validation (rotation estimation) is used to divide the database to 

learning (training) set and validation (or testing set). The data is thereof divided 

to 75% and 25% to training and validation sets. The Matlab software is used to 

partition the data. For the detailed partitioning procedure in Matlab software 

refer to Appendix B. 
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To insure that data of the training and validation sets are correlated, statistical 

computation were performed. According to Table 3.14, the mean comparison 

only shows significant difference in the grade variable between both sets. 

Overall, it is concluded that there is a fair distribution and representation of 

data among both sets. Only the minimum values of mean rating, and the 85
th

 

speed differ between both sets and the maximum values in case of the 

longitudinal and vertical accelerations. 

  



93 

Table ‎3.14: Mathematical comparison between the training and validation sets 

Variable 

Training Validation 

Mean Variance StdDev Min Max Count Mean Variance StdDev Min Max Count 

Age Code (Yrs) 2.83 0.75 0.87 1 5 2277 2.91 0.79 0.89 1 5 568 

Tot. Driving Experience (Yrs)  2.80 1.70 1.30 1 5 2277 2.88 1.67 1.29 1 5 568 

Driving Invest Route (Yrs) 1.68 1.41 1.19 1 5 2277 1.80 1.69 1.30 1 5 568 

Mean Speed (km/hr) 38.51 190.87 13.82 10 115 2277 39.03 203.90 14.28 11 117 568 

Mean Lateral Acceleration (g) 0.13 0.01 0.07 0.00 0.52 2277 0.13 0.01 0.07 0.00 0.49 568 

Mean Longitudinal Acceleration (g) 0.08 0.00 0.05 0.00 0.41* 2277 0.08 0.00 0.05 0.00 0.27* 568 

Mean Vertical Acceleration (g-1) 0.03 0.00 0.03 0.00 0.32* 2277 0.03 0.00 0.02 0.00 0.19* 568 

Mean Resultant Acceleration (g) 0.17 0.00 0.07 0.03 0.59 2277 0.17 0.00 0.07 0.04 0.50 568 

Mean Rating (scale out of 5) 2.94 0.90 0.95 0.02* 5.00 2277 2.98 0.93 0.96 0.15* 5.00 568 

85th Speed (km/hr) 43.09 179.53 13.40 16.29* 117.80 2277 43.71 194.02 13.93 23.29* 117.00 568 

85th Lateral Acceleration (g) 0.19 0.00 0.06 0.01 0.40 2277 0.19 0.00 0.06 0.03 0.40 568 

85th Longitudinal Acceleration (g) 0.12 0.00 0.05 0.00 0.41 2277 0.12 0.00 0.05 0.01 0.35 568 

85th Vertical Acceleration (g) 0.05 0.00 0.02 0.00 0.35 2277 0.05 0.00 0.03 0.00 0.35 568 

85th Resultant Acceleration (g) 0.22 0.00 0.06 0.04 0.59 2277 0.23 0.00 0.06 0.04 0.45 568 

Tangent length (m) 185 54127 232 10 2078 2277 172 34942 186 10 1144 568 

Radius of curve (m) 90 10060 100 0.00 562 2277 94 10979 104 0.00 585 568 

Grade (%) 0.26* 37.25 6.10 -20.00 19.75 2277 0.61* 36.17 6.01 -20.00 18.45 568 

85th Passenger Rating (scale out of 5) 3.54 0.67 0.82 1.00 5.00 2277 3.55 0.73 0.85 1.00 5.00 568 
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3.12.2 Learning Algorithm and Scoring Functions 

Two learning algorithms are used to lean the inference of the proposed 

forecasting model including Bayesian Search (BS) and Greedy Thick Thining 

(GTT). The scoring functions used include BDeu and K2. For inference update 

algorithm, three (3) algorithms are utilised including clustering, EPIS sampling 

and AIS sampling. 

In total, 27 accident risk model based on Bayesian Network are produced, and 

evaluated to find the most suitable and accurate model for the collected data in 

this thesis.  

3.13 Sensitivity Analysis 

The n-way analysis serves to investigate the joint effects of inaccuracies in a 

set of parameters; therefore, this method is practical sound to measure the 

performance of the BN model. The analysis is the performed analysis via 

GeNIe software. 
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CHAPTER 4  

RESULTS AND DISCUSSION  

4.1 Lamm’s‎Model for Design Consistency 

The objective of using the Lamm‘s model is to examine the current geometric 

alignment of studied roads to accommodate the driver behaviour in a 

quantitative measure. The measure of consistency depends on comparing (1) 

the speed limit with the operation speed (85
th

 speed of driver population), (2) 

speed consistency between consequent sections, and (3) design and actual 

friction coefficients. The analyses are carried out for both directions of travel 

i.e northbound and southbound.  

4.1.1 Speed Limit Consistency 

The speed limit compared to the 85
th

 operational speed of based on each road 

segment indicate the presence of inconsistency between driver behaviour and 

speed limit. The 85
th

 speeds at B66 Jalan Batang Kali (62km/hr) and North-

South expressway (101km/hr) are noticeably above the speed limits at 

50km/hr and 80km/hr at these roads respectively. There are several factors 

which contribute to over-speeding of bus driver especially tight working 

schedules, compensation seeking upon early arrival to destinations, and risk 

taking and sensation seeking.  

At Karak Highway the 85
th

 speed (91km/hr) is adequate and slightly above the 

speed limit of 90km/hr. The design is considered ‗good‘ in respect to driver 

perception. 
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The 85
th

 speed at Jalan Batu Feringghi (45km/hr) and Route 59 (48km/hr) are 

much lower than the speed limits at 70km/hr for both roads. This variation 

between the posted speed and actual operating (85th) speed is due to road 

winding and challenging steep terrain which does not allow drivers to speed 

up due to bus weight. Moreover, literature indicates positive relationship 

between accident occurrence and speed drops above 15km/hr of speed limit 

for heavy vehicles. The following Figure 4.1 presents the normal cumulative 

distribution 85
th

 speed for the investigated roads. 

 
Figure ‎4.1: Normal cumulative distribution for the investigated roads 

Moreover, the 85
th

 speed for each section was compared to the speed limit. 

Evaluating each section on both direction of travel indicate that Route 59 has 

the highest ‗poor‘ designed sections among other roads at 96% and 93% for 

southbound and northbound directions respectively. The second in rank is 

Jalan Batu Feringghi at 94% and 90% for northbound and southbound 

directions respectively. Both of these roads have 0% ‗good‘ rated sections 

LEGEND 

B66 Jalan Batang kali 

North-South Expressway 

Jalan Batu Feringghi 

Karak Highway 

Route 59 
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based on speed limit consistency criteria. In comparison, B66 Jalan Batang 

Kali, Karak highway and North-South expressway have higher percentage of 

‗good‘ and ‗fair‘ sections for the mentioned criteria. The following Figure 4.2 

presents those findings.  

.  
Figure ‎4.2: Criterion I: design speed consistency between the speed limit and 85th 

operational speed 

4.1.2 Operating Speed Consistency 

Overall, in any of the investigated roads, the transition speed between two 

consecutive sections is found to be consistent. A smooth transition based on 

speed difference from one segment to another was recorded along each road 

and travel direction. Minor ‗poor‘ inconsistent sections are found in B66 Jalan 

Batang Kali, Jalan Batu Feringghi, Karak Highway and North-South 

Expressway. The following Figure 4.3 presents those findings. 
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Figure ‎4.3: Criterion II: Operating speed consistency between subsequent sections 

4.1.3 Friction Consistency 

It is recommended by the Malaysian Road Geometry Design Guideline (The 

Road Engineering Association of Malaysia, 2002) that the side friction value 

considered for roadway design at a maximum of 0.10 for rural roadways. 

Overall, at B66 Jalan Batang Kali, Jalan Batu Feringghi and North-South 

expressway, the friction on section is equivalent or higher than the design 

friction by 0.04, thereof, the sections are ‗poor‘ rated on Lamm scale. This is 

consistent with criteria I finding which showed that B66 Jalan Batang Kali and 

North-South expressway have higher speed than speed limit, hence lower 

frictions developed compared to the designed friction values. the bus 

mechanical condition and the environment play a very important role to 

prevent accident. Good conditions of tire and brake pedal as well as a good 

pavement condition are required to provide sufficient friction to the bus to 

prevent accident from happening. It is important to note that the radiuses of 



99 

these curves are small and the speed of the bus is slow. Figure 4.4 presents the 

findings.  

 
Figure ‎4.4: Criterion III: Driving dynamics (friction) consistency between subsequent 

sections 

4.1.4 Model Evaluation 

Based on the findings, the speed consistency between respective sections is 

found to be much easier to meet driver expectation. On the other hand, the 

operating speed tends either to be above the stated speed limit or well below 

the speed limits. Being below speed limit is usually associated with positive 

grades (climbing), the bus weight presents restrictions for a driver to speed up, 

and driving above the speed limit is associated with relaxed designs in terms 

of tangents, curves and non-steep terrains.  

Lamm considers that each of the three criterions has equal quantity on the 

consistency evaluation. Thereof, despite that some sections do fail in only one 
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criterion, the evaluation of that section is elevated via the other two criteria. 

Stating the above, a section design is considered inconsistent if at least two 

‗poor‘ values are measured. Moreover, it is found that such scenario is usually 

associated with sections which violate operational speed and friction criteria. 

Based on the combination of the three criteria of consistency, it is found that 

9% of B66 Jalan Batang Kali sections to be poorly designed and 3% for 

North-South expressway are in the same rating category. The following Figure 

4.5 shows these percentages.  

 
Figure ‎4.5: Model evaluation for geometric consistency and driver perception 

In order to improve poor sections, domestic geometric standard needs to be 

modified to accommodate driver expectation. It is recommended to raise the 

maximum value for friction at rural roadways to 0.30 (similar to urban roads). 
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Such increment is expected to accommodate the difference in actual and 

assumed friction coefficients. 

4.2 Pearson Correlation  

Pearson correlation analysis was carried out to study the linear relationship 

among the variables, besides the Pearson correlation is necessary to structure a 

Bayesian network. The Pearson correlation is strong, moderate or weak as 

r>=0.75, >=0.5 or >= 0.25 respectively. It is of vital importance to understand 

that, those variables of less than 0.25 cannot be exclusively proven not to have 

correlation with driver behaviour. This is because Pearson‘s method can only 

identifies linear regressions, hence, other correlations or interactions could 

exist as well.  

From Table 4.1, it can be observed that significant linear relationship exist 

across the variables. The Pearson correlations indicate low to strong linear 

relationships for value ranges 0.25 to 0.90 respectively. Moreover, for the sake 

of simplicity only those relationships which were found to be of linear 

significant importance (>=0.25) are presented and elaborated in the following 

subsections.  
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Table ‎4.1: Pearson correlation values across studied variables 
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Driving Invest Route  1 0.136 0.089 0.575 -0.129 0.144 -0.024 -0.103 -0.163 -0.376 -0.158 0.074 0.116 

Average Speed  0.136 1 0.432 0.079 -0.080 -0.024 -0.024 -0.036 -0.092 -0.312 -0.072 0.555 0.089 

Tangent 0.089 0.432 1 0.031 -0.107 0.010 -0.032 0.006 -0.074 -0.353 -0.040 0.655 0.292 

Age 0.575 0.079 0.031 1 -0.065 0.500 0.017 -0.108 0.059 0.056 -0.071 0.034 0.077 

Grade -0.129 -0.080 -0.107 -0.065 1 0.003 -0.015 0.013 -0.015 0.074 0.000 -0.106 -0.048 

Tot. Driving Exper. 0.144 -0.024 0.010 0.500 0.003 1 0.138 -0.020 0.340 0.364 0.139 -0.021 -0.125 

Average Vertical Accel.  -0.024 -0.024 -0.032 0.017 -0.015 0.138 1 0.223 0.230 0.085 0.415 -0.038 -0.134 

Average Lateral Accel. -0.103 -0.036 0.006 -0.108 0.013 -0.020 0.223 1 -0.024 -0.030 0.874 -0.018 -0.062 

Average Longitudinal Accel. -0.163 -0.092 -0.074 0.059 -0.015 0.340 0.230 -0.024 1 0.475 0.419 -0.084 -0.062 

Bus Type  -0.376 -0.312 -0.353 0.056 0.074 0.364 0.085 -0.030 0.475 1 0.194 -0.306 -0.202 

Average Resultant Accel. -0.158 -0.072 -0.040 -0.071 0.000 0.139 0.415 0.874 0.419 0.194 1 -0.059 -0.149 

Radius of Curvature 0.074 0.555 0.655 0.034 -0.106 -0.021 -0.038 -0.018 -0.084 -0.306 -0.059 1 0.219 

Risk Perception Rating 0.116 0.089 0.292 0.077 -0.048 -0.125 -0.134 -0.062 -0.062 -0.202 -0.149 0.219 1 

Values in bold are different from 0 with a significance level alpha=0.05 
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The driver characteristic of age is positively correlated to (1) driving at 

investigated road, and (2) total years of driving experience are at values of 

0.575 and 0.500 respectively. The moderate significance exists is intuitive and 

logic as an increment in driving experience is an increment in driver age. On 

the other hand, driving at investigated road and total years of driving 

experience do not have a linear relationship at Pearson value of 0.144. The 

total years of driving experience of a bus driver does not determine the 

driver‘s year of driving experience at a particular road. The driver‘s driving 

experience at particulate road is a factor of the working condition and assigned 

working routes. While transit bus is used for short haul trips, stage bus is 

utilised for long haul trips. Thereof, the bus type has almost equal yet opposite 

effect on driving years of experience variables. The Pearson value are -0.376 

and 0.364 for bus type-driving at investigated road, and bus type-total years of 

driving experiences respectively. The following Figure 4.6 shows the mean 

value of both experience variables namely total years of driving experience 

and driving at investigated road.  

 
Figure ‎4.6: Mean value of total years of driving experience and driving at investigated 

road based on bus type 
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Overall, the transit bus population drivers have lower means of both categories 

of experience variables compared to the long haul stage bus (Figure 4.1). The 

younger driver population for the transit bus contribute to this finding. The 

collected data is random; hence, it is suitable to assume that the driver 

characteristic distribution results present the actual population. Statistically, it 

is difficult to explain why such distributions exist; the experienced drivers 

tend to work for long haul; compared to young drivers who have higher 

presence in transit buses. The double deck and stage (9,400kg) had one bus 

driver who was surveyed, the mean difference in this both categories do not 

present the actual population. The stage (9,400kg) bus at Rout 59 had the same 

drivers throughout the conducted seven trips. The double deck was used only 

once in the collected data. Resources and time restriction prevented from 

further data collection for this bus type. 

The gap between the total years of driving experience to driving at 

investigated road is smaller for the transit short haul bus at 0.51, compared to 

0.60 for stage bus. While stage bus drivers have a fixed schedule and routes, 

the stage bus drivers work at different trip roads which are assigned to drivers 

based on the company‘s demand. 

Another significant linear correlation is found between the bus type and 

longitudinal acceleration at Pearson value of 0.475. Moreover, this finding 

emphasises that driver behaviour can be much influenced by the driving task 

and environment conditions. The longitudinal acceleration is a product of the 

driving task. The bus function, working condition and surrounding factor 

influence the driver behaviour which can be monitored in longitudinal 
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acceleration. The low floor bus is associated with frequent stops and short haul 

travels (500m between each bus stop) putting into account factors of (1) 

surrounding traffic at arterial roads compared to highways, (2) standing 

passengers, (3) interaction with embarking and disembarking passengers 

among other factors influence and (to certain extend) control the driver 

acceleration behaviour. In support to this statement are the presented mean 

difference values of longitudinal acceleration across different bus function and 

types. Low floor bus is associated with low longitudinal acceleration values 

compared to long haul buses as.in Figure 4.7.  

 
Figure ‎4.7: The difference in mean for stage bus (13,400kg) for different bus type 

Despite the stage bus driver shows more aggressive longitudinal acceleration 

behaviour, there is a clear difference between the two types of stage buses 

based on net weight (13,400kg and 9,400kg). The 13,400kg stage bus is used 

in trips related to mountainous terrain including Route 59 and B66-Jalan 

Batang Kali, and flat terrain including North-South expressway and Karak 

Highway. Separating the data based on terrain type, had revealed that the road 

type significantly affect the longitudinal acceleration for the same bus type. 

The difference is significant at 0.01g between the flat and mountainous terrain. 
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The following Figure 4.8 show the mean values for the stage bus (13,400kg) 

on different terrain. 

 
Figure ‎4.8: The difference in mean for stage bus (13,400kg) for different road type 

Average speed and bus type are inversely proportional at -0.312 on Pearson 

scale. The speed variable depends mainly on the function of the bus and road 

terrain. For example, the long haul stage bus (13,400kg) is used in flat terrains 

including North-South expressway, and Karak Highway, and mountainous 

terrains including R66-Batang Kali and Route 59. The mean difference 

between the mentioned stage bus and the other long haul double-deck bus is 

about 37km/hr. This difference in mean speed is associated with the higher 

collected data frequency for mountainous terrains compared flat terrain. When 

categorising the data based on terrain type, the stage and double deck buses 

become almost equivalent in mean speed. The same finding is for the Route 59 

when comparing the rear engine stage bus (13,400kg) and front engine stage 

bus (9,400 kg). Though both are different in net mass and engine 

configuration, seat arrangement, capacity, structural model and technological 

advancement, the mean speed is insignificant at 1km/hr. The following Table 

4.2 presents these findings. 
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Table ‎4.2: Bus motion variables for different geometric terrain roads for the same type 

of bus 

Bus Type 1 

Mean 

Speed 

(km/hr) 

Mean 

Lateral 

Accel (g) 

Mean 

Longitudinal 

Accel (g) 

Mean 

Vertical 

Accel (g) 

Mean 

Resultant 

Accel (g) 

Mean Risk 

Perception 

Rating 

Expressway 

and 

Highway 

76.03 0.10 0.06 0.03 0.13 3.01 

Mountainou

s Terrain 
38.94 0.14 0.07 0.03 0.17 3.00 

The low floor bus is used as a transit bus possesses the lowest mean speed 

because of its frequent stops as a short-haul trip. Despite the findings indicate 

the significance of bus type of driving speed, the bus type in this case 

manifests itself as a representative variable of road terrain and trip type. 

The average speed is positively proportional to radius of curvature and tangent 

at Pearson correlation of 0.655 and 0.432. In comparison, the grade is non-

linear associated with the speed at -0.107. It is observed that drivers tend to 

drive at a higher speed when the radius of curvatures is more than 600m. A 

large radius curvature behaves as tangents, meaning that a driver can maintain 

cruise speed. The radius of curvature and tangent length are linearly 

significant at 0.655 can further support the mentioned statement. A larger 

radius of curve requires less cornering effort and skill which allow the drivers 

to drive at a higher speed.  

The resultant acceleration is a function of the 3-axe accelerations; a change in 

any of acceleration factors leads to a change in the resultant acceleration. 

Moreover, the resultant acceleration is twice linearly significant to lateral 

acceleration at 0.817 compared to longitudinal and vertical accelerations at 

0.419 and 0.415. The small change in lateral acceleration could result in 
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higher change in resultant acceleration compared to other acceleration 

variables.  

Furthermore, based on Pearson scale, the passenger perception rating is not 

found to be linearly correlated to risk variables except the tangent. The 

Pearson correlation is 0.292 for tangent and risk perception rating. This result 

implies that the risk perception of an occupant and accident risk is rather a 

situation which possibly occurs due to interaction of different variables.   

4.3 Performance Evaluation of the BN Accident Risk Model 

In all evaluated models, it is found that the inference update algorithms 

including Clustering, EPIS Sampling and AIS Sampling do not have an impact 

of the model‘s number of edges (dependences) and evaluation parameters i.e 

accuracy, precision, false positive rate and true negative rates. Therefore, the 

following comparisons are based on inference learning algorithm and scoring 

functions. To validate these models the confusion matrix is used. The results 

are summarised and presented in the following Figure 4.9.  
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Figure ‎4.9: Score evaluation of the risk model based on different combinations of 

inference algorithms and scoring functions 

According to Figure 4.9 the structural algorithm of Greedy Thick Thinning 

(GTT) has a better score in terms of accuracy, precision, specifity and false 

positive rate compared to Bayesian Search (BS) algorithm. Despite there is no 

difference in the performance of both scoring function (BDeu and K2) for 

GTT algorithm, the BDeu scoring function is chosen for the developed model 

as it distinguishes the least number of dependences among the variables. The 

BDeu scoring function has eighteen (18) edges or arrows compared to twenty 

four (24) edges for the K2 algorithm. Moreover, the higher the number of 

interval classes for continuous variables, the better the performance of the 

model. In this context the 10 interval class model is integrated in the final 

GTT model as well. 
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The following Table 4.3 presents a comparison summary of the accident risk 

model characteristics based on number of classes for continues variables, 

number of dependences in the developed model, and the performance 

evaluation. For full comparison of the 28 models refer to Appendix C. 

Table ‎4.3: The summary of 3 BN models based on K-means clustering and Greedy Thick 

Thinning algorithm 

Discretization Method k-means clustering 

No. of Intervals 3 5 10 

Learning Algorithm Greedy Thick Thinning  

Scoring Function BDeu 

Update Algorithm Clustering 

Inference Algorithm Policy Evaluation 

Network Properties   

Node count 13 13 13 

Arcs (Edges) 22 21 20 

Validation   

Validation Test Leave-one out 

Model Checking (Confusion Matrix)   

Accuracy 74.87% 80.16% 84.92% 

Recall (Precision) 46.85% 40.56% 47.80% 

False-positive Rate 16.45% 11.91% 8.81% 

Specifity (True-negative Rate) 83.55% 88.09% 91.19% 

Based on Table 4.3, the Greedy Thick Thinning model of 10 intervals has a 

high accuracy at 85% compared to five and three intervals. The higher the 

number of intervals, the data is nearer to its actual distribution. On the other 

hand, the precision is almost 48%, meaning the model is capable of recalling 

48% of the true answers and minimal false answers at 9% during the 

validation stage. There is no comparison basis is made for this results to be 

compared with other models. In fact, even empirical generalisation cannot be 

made because model fit may vary from one database to the other (Mannering 

and Bhat, 2014).  
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4.4 Accuracy of the Accident Risk Model 

The Mean Absolute Percentage Error (MAPE) is employed to examine the 

accuracy of the forecasting model. The focus should be on the parent nodes; 

which have a direct impact on the passenger‘s rating. A measure draw packs in 

using the MAPE measure for accuracy checking is when the actual value of a 

parameter is zero as no division by zero. This disadvantage is encountered 

during this stage of the analyses. Some of the data are related to North-South 

expressway and Route 59. The double-deck bus (bus type state 3) was only 

used once thereof, only one driver data is available, and the local bus (bus type 

state. 3) used in Route 59 was also a one driver data, though there were a few 

trips accomplished but with the same driver. Another single case combination 

is missed is for a low floor bus with 16 to 20 years of driving experience at 

Jalan Batu Feringghi. The collection of data is random such a specific cases 

were not put into account during the data collection.  

In total out of the 20 combination case scenarios, only eleven (11) cases were 

tested and evaluated as in Table 4.4. The other nine (9) cases were not 

validated as no such cases are matched in the validation set in particular and 

the whole dataset in general. Meanwhile, the Bayesian network forecast these 

events with equal predictions, this indicates the applicability of the BN to 

evaluate unobserved event 
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Table ‎4.4: Mean Absolute Percentage Error (MAPE) for the model accuracy 

   
Passenger Rating Tot. 

Number 

of  

Validation 

Data  

   
1 2 3 

No 
Bus 

Type 

Driving at 

Investigated 

Road 

Validated 
Predicted 

Bayesian 

Relative 

Absolute 

Error 

Validated 
Predicted 

Bayesian 

Relative 

Absolute 

Error 

Validated 
Predicted 

Bayesian 

Relative 

Absolute 

Error 

1 1 1 0.452 0.304 0.328 0.333 0.256 0.232 0.214 0.440 0.513 

466 

2 1 2 0.111 0.025 0.775 0.296 0.042 0.858 0.593 0.933 0.365 

3 1 3 0.136 0.071 0.479 0.455 0.141 0.690 0.409 0.788 0.481 

4 1 4 0.000 0.053  na  1.000 0.053 0.947 0.000 0.893 1.000 

5 1 5 0.367 0.078 0.788 0.408 0.404 0.010 0.224 0.518 0.567 

6 2 1 0.174 0.007 0.960 0.663 0.190 0.713 0.163 0.803 0.797 

7 2 2 0.089 0.001 0.989 0.768 0.093 0.879 0.143 0.907 0.842 

8 2 3 0.250 0.001 0.996 0.750 0.171 0.772 0.000 0.829 1.000 

9 2 4 Na 0.333 na   na 0.333 na  na  0.333 na  

10 2 5 0.700 0.118 0.831 0.200 0.558 1.790 0.100 0.324 0.691 

11 3 1 na  0.333  Na  na 0.333  na  na 0.333 na  

12 3 2 na  0.333  Na na  0.333  na  na 0.333 na  

13 3 3 na  0.333 na  na  0.333  na  na 0.333 na  

14 3 4 0.000 0.003 na  0.000 0.003 na  1.000 0.994 0.006 

15 3 5  Na 0.333  na  na 0.333  na  na 0.333  na 

16 4 1 0.661 0.234 0.646 0.243 0.401 0.647 0.096 0.365 0.738 

17 4 2  Na 0.333  na  na 0.333  na  na 0.333  na 

18 4 3 na  0.333 na   na 0.333  na  na 0.333  na 

19 4 4 na  0.333 na  na  0.333  na  na 0.333  na 

20 4 5 na  0.333 na  na  0.333  na  na 0.333  na 
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The Mean Absolute Percentage Error (MAPE) is computed using the following 

equation 

      
 

 
∑ |

     

  
| 

                                                                                    (4.1) 

Where, 

|
     

  
| = Relative Absolute Error 

      
 

   
  (               ) X100 

 = 4.58% 

The MAPE value stands at 4.58% which is relatively small and is considered 

acceptable for this probabilistic model.  

4.5 Quantification of Accident Risk Variables 

The network consists of 13 nodes which fall under 5 groups including driver 

characteristics, motion variables, bus type, geometric elements and risk 

perception. The edges show the casual relationships among and across group 

variables. The link strength or arc weight is defined for specific edge and 

measure the strength of connection only along that single connection (Elbert-

Uphoff, 2009). The link strength is presented as an Euclidean value. The 

Euclidean value is used to measure the symmetry of the overall difference 

between two distributions by identifying the significance of a node on another 

node. The main purpose is the visualisation of the strength of an edge 

connection in the learnt Bayesian network in order to learn more about the 

inherited properties of the system. The Euclidean value ranges between 0 to 1, 

those values nearer to 0 or 1 are more significant. The following Figure 4.10 
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shows the inference of the constructed model and influence of strength 

variables based on Euclidean measure.  

 
Figure ‎4.10: The structure of the Bayesian network based on GTT and BDeu algorithm 

4.5.1 Driver Behaviour Factors 

Despite the vertical acceleration is seemed to have the highest strength 

influence on resultant acceleration at 0.46, the lateral acceleration is the most 

influential factor on the resultant acceleration at 0.45 value. This is because 

that the vertical acceleration variable in the network is a converging node from 

both lateral and longitudinal acceleration variables (parent nodes). Thereof, any 

influence of the vertical acceleration is inherited from its mentioned parent 

nodes. The difference in strength influence values between lateral and 

longitudinal accelerations on vertical acceleration are 0.18 and 0.15 

respectively. The small difference of 0.03 is caused by the difference in the 

distribution values of parent nodes. The interval range of lateral acceleration is 

0.52g compared to longitudinal acceleration 0.41g as in Table 4.5.  
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Table ‎4.5: Statistics of acceleration variables 

Variable Range (g) Mean (g) Std. deviation 

Average Lateral Acceleration 0.52 0.13 0.07 

Average Longitudinal Acceleration 0.41 0.08 0.05 

Average Vertical Acceleration 0.32 0.03 0.03 

Average Resultant Acceleration 0.56 0.17 0.07 

Based on following 3D Figure 4.11 the resultant acceleration distribution has 

similar probabilistic distribution across different ranges of vertical acceleration 

intervals. The Figure consists of four vertical acceleration ranges including (1) 

0.00g to 0.06g, (2) 0.06g to 0.08g, (3) 0.08g to 0.10g, and (4) 0.10g to 0.30g. 

The small variation in vertical motion contributes less on the resultant 

acceleration. Most of the forecasted resultant acceleration values are less than 

or equal to 0.11g. The forecasted resultant acceleration value is most sensitive 

to small changes in acceleration parameter values (az<=0.08g, ax<=0.14g, 

ay<=0.17g). Nonetheless, extreme values of resultant acceleration (>=0.67g) 

are significantly associated with increment in lateral acceleration and 

longitudinal acceleration simultaneously. In comparison, the higher influence 

value of lateral acceleration on vertical acceleration and direct influence on the 

resultant acceleration cause the lateral acceleration node to have the higher 

impact on resultant acceleration compared to longitudinal acceleration. 
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Figure ‎4.11: Resultant acceleration probabilistic distribution based on lateral, 

longitudinal and vertical acceleration values 

The speed variable does not affect any other variables in the model. Moreover, 

the model could not connect the speed as a parent variable for accelerations, 

though these variables are computationally proven to be related to each other. 

The acceleration is a measure for speed change over a time span. Perhaps as 

the model does not have a time variable, such relationship between speed and 

acceleration are not discovered by the inference algorithm GTT. On the other 

hand, the model successfully distinguishes the speed as an influenced variable 

by the radius of curvature. Many author works have identified the relation of 

speed and radius of curvature (De Oña and Garach, 2012, Hassan and Sarhan, 

2012, Kaplan and Prato, 2012).  

The low speed is highly associated with shorter radius of curvatures and the 

speed value increases significantly with higher radius of curvature. The 

sensitivity analysis for speed indicates three group trends. The first group 

includes that at radius of curvature less than 200m, the bus driver speed is 

lower than 57km/hr is highly. The second group is speed range between 

57km/hr to 77km/hr at radius of curvature between 200m and 450m. The third 



117 

group is driving at higher speed exceeding 77km/hr at radius of curvature 

exceeds 450m. The following Figure 4.12 presents the probability of speed and 

radius of curvature. These probabilities are based on the cumulative probability 

of the speed variable as a factor of radius of curvature.  

 
Figure ‎4.12: Speed variable probability based on radius of curvature range variable 

4.5.2 Driving Conditions  

Bus type is directly influenced by one variable namely the longitudinal 

acceleration with 0.30 as a measure of influence. Based on the cumulative 

probability distribution, two (2) trends are distinguished including the values of 

longitudinal acceleration below 0.09g and above 0.09g. In fact, 51% of the 

longitudinal acceleration values below 0.09g are associated with low floor, 

compared to 42% and 7% to be associated with stage bus (13,400kg), and stage 

bus (9,400kg) respectively. In comparison, the longitudinal acceleration values 

above 0.09g are associated with stage buses especially the 9,400kg stage bus. 

For example, 44% of the forecasted bus type is stage bus (9,400kg) which has 

longitudinal acceleration range between 0.09g to 0.14g, compared to 21% stage 
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bus (13,400kg), and 17% low floor bus. The stage bus (9,400kg) dominates the 

forecasted bus type population when longitudinal acceleration exceeds 0.14g. 

The double-deck bus is clearly associated with longitudinal accelerations 

exceeds 0.25g yet putting into consideration that this bus type has the least 

presentation in the collected data cannot justify the mentioned association. The 

following Figure 4.13 presents the bus type cumulative probability graph based 

on the constructed Bayesian network.  

 
Figure ‎4.13: Bus type cumulative probability graph based on longitudinal acceleration 

variable 

Moreover, those findings support the earlier results of Pearson correlation 

which indicated that driver longitudinal acceleration is much influenced by the 

driving task and environment conditions.  

The bus type is in the centre of the network with converging influence on 

driver characteristics, geometric variables including tangent and radius, and 

accident risk perception variable.  
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Road geometric elements are directly connected by variables of bus type in 

case of radius of curvature and driving at investigated road to tangent. The 

grade and radius of curvature variables are conditionally dependent on the 

diverging tangent node Tangent length. Grade variable has no influence in the 

network. The radius of curvature has direct impact on the speed which is based 

on the model has no impact on other variables. 

4.5.3 Driver Characteristics  

Commercial vehicles are associated with certain demographics of drivers. 

Therefore, it is anticipated to find that the bus directly influence each variable 

of the driver characteristics.  

Driver experience at investigated road (DIV) node is linear connected to the 

bus type node and a degree of influence at 0.58. The small variation in driver 

population of both double-deck and stage (9,400kg) influence the forecasting 

applicability of the model to predict the associated probability across a variable 

parameter. The DIV of less than 5 years of experience dominates the 

population of driver categories. The associated DIV is less than or equal to 5 

years for stage bus (9,400kg) at 100%, for low floor bus is 62%, and 47% for 

stage (13,400kg). The DIV driver variable of a stage bus (13,400kg) has 42% 

chance to have 5 years or less experience, 27% between 6 to 15 years, 21% 

chance to be a 21 years or more, and only a 3% chance to be between 16 to 20 

years of experience. The DIV driver variable of a low floor bus has 62% 

chance to have 5 years or less experience, 32% between 6 to 15 years, 5% 

chance to be 21 years or more, and 0% chance between 16 to 20 years of 
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experience. The following Figure 4.14 presents those findings based on the 

constructed model.  

 
Figure ‎4.14: Driving at investigated road cumulative probability graph based on bus type 

variable 

The variable node of total years of driving experience node inherits its 

properties from bus type and driving at investigated road nodes. The strength 

connection between total years of experience and bus type is 0.48 and 0.46 

with driving at investigated road. 
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Figure ‎4.15: Probabilistic distribution of total years of driving experience based on bus 

type and driving at investigated road variables 

Despite driver age is end node as no edge emerges from the mentioned node to 

any other nodes within the network, the age node gives important insight on 

bus driver population on road. The forecasted age depends on the variables of 

driving at investigated road, total years of driving experience, and bus type. 

The influence of strength of those parent variables on age is almost equal and 

range between 0.23 and 0.25.  

The variation of the driver age groups is associated with low floor and stage 

(13,400kg) buses compared to double-deck and stage (9,400kg) buses. This is 

mainly due to the variation in the collected sample of the driver population 

across different bus groups that can affect the probability of the constructed 

network. The age is significantly correlated to both driving at investigated road 

and total years of driving experience.  
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Based on Figure most of the double-deck and stage (9,400kg) have driver 

population age between 31 and 50 years old. This result is influenced by 

associated with the collected data. The small sample of surveyed drivers of 

these two bus categories influences the probability distribution. The strength of 

influence indicates much stronger significance of driver age and driving 

experience at investigated road at 0.48. In comparison, only 0.23 strength of 

influence is measured for driver age and each of the other two variables 

including total years of driving experience and bus type. The age intuitively 

increases with experience variables. The following Figure 4.16 presents those 

findings.  

 
Figure ‎4.16: Probabilistic distribution of the driver age variable based on bus type, total 

years of driving experience and driving experience at investigated road 

4.5.4 Accident Risk Perception 

The accident risk perception is directly influenced by the driving at 

investigated road and bus type. The influence strength is 0.28 and 0.21 for bus 

type and driving at investigated road respectively. The latter is much more 

sensitive to the accident risk compared to bus type. 
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The results concerning the driver characteristics indicate that deterrent actions 

for risk perception should focus on year of driving experience at investigated 

road.  

Table ‎4.6: CPT for accident risk based ant its parent variables including experience at 

driving experience at investigated road and bus type 

 

Driving Experience 

at Investigated 

Road 

Bus 

Type 

Forecasted Accident Risk 

Danger 
Moderate or 

Neutral 
Safe 

V
a
ri

a
b

le
 S

ta
te

 

1 

1 30% 26% 44% 

2 1% 19% 80% 

3 33%* 33%* 33%* 

4 23% 40% 36% 

2 

1 3% 4% 93% 

2 0% 9% 91% 

3 33%* 33%* 33%* 

4 33%* 33%* 33%* 

3 

1 7% 14% 79% 

2 0% 17% 83% 

3 33%* 33%* 33%* 

4 33%* 33%* 33%* 

4 

1 5% 5% 89% 

2 33%* 33%* 33%* 

3 0% 0% 99% 

4 33%* 33%* 33%* 

5 

1 8% 40% 52% 

2 12% 56% 32% 

3 33%* 33%* 33%* 

4 33%* 33%* 33%* 

*Unobserved cases in the collected data. There CPT values are forecasted by BN   

According to the Tables 4.6 several findings are drawn. The worst risk 

perception is associated with drivers who have less than 5 years of driving 

experience at investigated road followed by the most senior group of 21 and 

above years of experience. This finding is parallel to the results of linear 

correlation. Regardless of the bus type the driver group (state 2) who had 6 to 

10 years of driving experience have the highest level of safety perception at 
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91% to 93% compared to 79% to 83% for the second group in rank (state 3) 

who have 11 to 15 years of driving at investigated road. These findings are 

parallel to the literature such as in Tseng (2012). 

It is noticeable that in some of the variable accident risk state combinations has 

uniform parameter forecasting i.e 33% for each state. This is justified as no 

background knowledge concerning these combinations is present in the 

collected data. As example of such cases is the double-deck bus. Only one way 

trip was performed using this type of bus at North-South expressway. The 

driver who had state 3 (11 to 15 years) driving experience at this expressway, 

recorded the highest safety rate at 99% in the studied driver population. Such a 

finding cannot be conclusive as it is based on 1 data records. Further 

investigation is needed. The second scenario which is also restricted to 1 driver 

characteristics is the stage bus (9,400 kg). This case is recorded at Route 59. 

Putting into account that several trips were made with the same driver as no 

other drivers are found to operate the local bus trips at Route 59. The averaged 

data records of the accomplished trips (3 northbound and 2 southbound) were 

used in the analyses. The third combination case is the 16 to 20 years of 

experience and low floor bus type. The sample of the driver characteristic is 

not present in the collected data.   

4.6 Sensitivity Analysis 

Based on the results of the sensitivity analysis in the following Table 4.6, three 

(3) variables including driving experience at investigated road (DIV), bus type 

(BT), and longitudinal acceleration (LA) are found to have potential effect the 

accident risk compared to other variables. Table 4.6 presents the five most 
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significant scenarios which affect the risk variable. Table 4.7 has three values 

namely the lower bound, base and upper bound values. The lower bound value 

is the value of an uncertainty where there is only a 10% estimated chance that 

the forecasted value will be less than said base value. The base value is the 

measured probability from the developed model. The upper bound value 

represents the value of uncertainty where there is a 10% chance to be higher 

than the base value.  

The longitudinal acceleration plays a role in occupant comfort. Though the 

mentioned variable is not jointly conditioned with the rating, yet a significant 

impact is found for this type of acceleration as a sole variable and as a 

combined variable with the bus type. 

The combination 4 is forecasted as the worst combination at upper bound value 

of 26.6% which is almost twice the base probability of unsafe rating at 13%. A 

driver with minimal driving experience at a mountainous terrain such as 

Route59 and out-dated bus present a hazard for passenger and traffic safety 

(critical situation). 

The bus type can improve the safety by as much as 3% when other parameters 

are held constant. The low floor bus (state 2) has the highest range of safety 

(Rate3) compared to stage buses (states 1 and 4).  
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Table ‎4.7: Sensitivity analysis based on n-way analyses for the BN model 

Ranking of 

Combination 
DIR BT LA 

Rate 1 (Danger) Probability  Rate 2 (Neutral) Probability  Rate 3 (Safe) Probability  

Lower 

Bound 
Base 

Upper 

Bound 
Range 

Lower 

Bound 
Base 

Upper 

Bound 
Range 

Lower 

Bound 
Base 

Upper 

Bound 
Range 

Combination 1 (C1) state 1 state 2 

 

0.1298 

0.13 

0.1303 0.0005 0.2517 

0.2561 

0.2605 0.0088 0.5953 

0.6139 

0.6325 0.0372 

Combination 2 (C2) 

  

Ay01 0.124 0.1357 0.0117 0.2496 0.2625 0.0129 0.6017 0.626 0.0243 

Combination 3 (C3) state 1 state 1   0.1255 0.1345 0.009 0.2514 0.2607 0.0093 0.6085 0.6192 0.0107 

Combination 4 (C4) state 1 state 4   0.124 0.2663 0.1423 0.2458 0.2663 0.0205 0.6046 0.6232 0.0186 

Combination 5 (C5)   state 2 Ay01 0.1245 0.1356 0.0111 0.2538 0.2584 0.0046 0.606 0.6217 0.0157 

DIR: Driving experience at Investigated Route, BT: Bus Type and LA: Longitudinal Acceleration.  
Bold font values indicate the likelihood of the forecasted case; that is towards the upper or lower bounds. 
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CHAPTER 5  

CONCLUSION 

5.1 Summary of Study 

Appropriate steps have to be taken to address the issue of bus accidents and 

driving behaviour on rural roadways. Driving behaviour is influenced by three 

factors, namely the driver, the vehicle, and the environment. The relationship 

between the driver behaviour and variables related to accident where 

investigated using the Lamm model, Pearson correlation and Bayesian 

network. Each of the three quantifiable measures has different approach to 

identify the interactions. Lamm model focuses on the geometric design and its 

consistency with driver perception in terms of speed behaviour and friction 

coefficient parameters. The model indicated that the driver perception differed 

significantly (20km/hr or more) when it comes to speed limit and operational 

speed in certain road sections. When the operational speed is higher than the 

speed limit, the cause is related to tight time schedules and working 

conditions. In comparison, the geometric terrain caused the cruising speed to 

drop well below speed limit. Moreover, those deficiencies between driving 

and speed limit led to inconsistencies in the developed friction coefficients 

especially at sections where the driving speed where higher than the speed 

limit. Both friction and speed variables play important role in accident 

occurrence. Presented literature studies in this dissertation indicated that the 

probability of accident increases when speed drops above 15km/hr for heavy 

vehicles. Moreover, low frictions can destabilise a vehicle causing it to 

overturn on corners. The evaluation of a geometric design to be ‗poorly‘ rated 
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if and only at least two of its three criteria fail the scale of Lamm model. The 

three criteria include speed consistency between subsequent sections, 

operational speed consistency and friction coefficients. Thereof, the overall 

evaluation of each of the five roads was capable to pass the Lamm model 

evaluation. Exception is found for 9% of B66 Jalan Batang Kali and 3% of 

North-South highway to match the criteria of ‗poor‘ inconsistent designs.  

Pearson correlation analysis was carried out to study the linear relationship 

among the variables. Despite the risk perception variable was not conclusively 

proven to be linear to accident variables using Pearson correlation, other 

significant linear relationships among variables were found. The results 

indicated that positive significant correlation is found between long haul bus 

and driving experience. The experienced drivers tend to work for long haul; 

compared to young drivers who have higher presence in transit buses. Low 

floor bus is associated with low longitudinal acceleration and speed values 

compared to long haul buses with much aggressive and higher speed. The bus 

function, working condition and surrounding factor influence the longitudinal 

acceleration and speed. The lateral acceleration is most significant factor for 

the resultant acceleration, though no significant relationship is conclusively 

proven for lateral acceleration with other variables. 

Based on the literature, a methodological limitation in constructing an accident 

risk model is the dependence on post-accident reports. Such method approach 

under evaluate driving behaviour parameters. In this study, the limitation was 

overcome by collecting onsite data which puts into account the driver 

behaviour variables. Overall the model is developed using 13 variables. The 
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model has a precision value of 48% and accuracy measure of about 85%. The 

mean absolute error (MAPE) is 4.58% which is relatively small and is 

considered acceptable for this probabilistic model. The model results could 

confirm some of the findings of the Pearson correlation and Lamm model 

including driver‘s behaviour on curvatures, driver longitudinal acceleration is 

much influenced by the driving task and environment conditions, and 

relationship between driver demographics and working conditions. For 

accident risk, the impact of young drivers driving at investigated road is found 

to be similar to literature. In addition to this parameter, the quantification of 

accident risk is significantly associated with working condition and 

environment as well as longitudinal acceleration. 

5.2 Limitation of Study 

The limitation faced in the current research thesis appeared during the 

evaluation of the model. When only 55% or 11 cases out of the 20 cases were 

tested and evaluated. The other nine cases do not have supportive background 

knowledge in the collected data from bus trips. Despite the stated limitation, 

the model forecasting capability is not affected.  

5.3 Recommendations 

Research is still required in the field of bus accident risk modelling to support 

and improve the findings of this thesis. It is recommended to adapt the 

developed risk model to more explanatory variables which can affect the 

driving behaviour such as gender factor, weather conditions, night driving, 

passenger effect, and others. So far little literature about Bayesian modelling is 

done in literature in general and for bus type of transportation in particular.  
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Moreover, the outcome of the model can provide wide range of solutions for 

policy makers and traffic engineers to provide safer roads for bus users. For 

instance, the BN model could assist in designing characterised employment 

program. The program assists to best match variables of driver, bus type and 

road geometry to have the best performance in safe driving, and to train the 

bus drivers who might not be of a fit for certain circumference of geometric 

road sections.  
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APPENDIX B 

Learning and Validation Datasets 

The cross validation (rotation estimation) is used to divide the database to 

learning (training) set and validation (or testing set). The partition of the 

database is done using the function of the ‗cvpartition‘ in Matlab software. 

The no of K-folds is set as 5 which is found to be recommended in different 

resources. The database consists mainly of the horizontal alignment of type 

curve, the sole tangent sections were not considered because of analyses 

purposes. The following command is used: 

>> c= cvpartition(2854,'k',5) 

c =  

K-fold cross validation partition 

   NumObservations: 2854 

       NumTestSets: 5 

         TrainSize: 2284  2283  2283  2283  2283 

          TestSize: 570  571  571  571  571 

>>traindata= find(training(c,5)); 

>>testdata= find(test(c,5)); 

  



 

APPENDIX C 
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% 
34.55% 34.55% 

Overall Specifity (True-Negative 

Rate) 

86.91

% 
86.91% 86.91% 

86.91

% 
86.91% 86.91% 

86.91

% 
86.91% 86.91% 

86.91

% 
86.91% 86.91% 

96.37

% 
96.37% 96.37% 

96.37

% 
96.37% 96.37% 

86.91

% 
86.91% 86.91% 

86.91

% 
86.91% 86.95% 

86.91

% 
86.91% 86.91% 

Grade 

Overall Accuracy 
71.59

% 
70.99% 71.42% 

71.59

% 
71.59% 71.16% 

71.59

% 
71.59% 71.59% 

71.59

% 
70.99% 71.07% 

71.59

% 
71.76% 71.07% 

71.59

% 
71.24% 71.50% 

71.59

% 
71.24% 71.59% 

71.59

% 
71.07% 71.67% 

71.59

% 
71.16% 71.50% 

Overall Recall ( This Is Referd 

As Accuracy In Genie) 

28.97

% 
27.47% 28.54% 

28.97

% 
28.97% 27.90% 

28.97

% 
28.97% 28.97% 

28.97

% 
27.47% 27.68% 

28.97

% 
29.40% 27.68% 

28.97

% 
28.11% 28.76% 

28.97

% 
28.11% 28.97% 

28.97

% 
27.68% 29.18% 

28.97

% 
27.90% 28.76% 

Overall False-Positive Rate 
17.76

% 
18.13% 17.86% 

17.76

% 
17.76% 18.03% 

17.76

% 
17.76% 17.76% 

17.76

% 
18.13% 18.08% 

17.76

% 
17.65% 18.08% 

17.76

% 
17.97% 17.81% 

17.76

% 
17.97% 17.76% 

17.76

% 
18.08% 17.70% 

17.76

% 
18.03% 17.81% 

Overall Precision 
28.97

% 
27.47% 28.54% 

28.97

% 
28.97% 27.90% 

28.97

% 
28.97% 28.97% 

28.97

% 
27.47% 27.68% 

28.97

% 
29.40% 27.68% 

28.97

% 
28.11% 28.76% 

28.97

% 
28.11% 28.97% 

28.97

% 
27.68% 29.18% 

28.97

% 
27.90% 28.76% 

Overall Specifity (True-Negative 

Rate) 

82.24

% 
81.87% 82.14% 

82.24

% 
82.24% 81.97% 

82.24

% 
82.24% 82.24% 

82.24

% 
81.87% 81.92% 

82.24

% 
82.35% 81.92% 

82.24

% 
82.03% 82.19% 

82.24

% 
82.03% 82.24% 

82.24

% 
81.92% 82.30% 

82.24

% 
81.97% 82.19% 

Speed Overall Accuracy 
75.82

% 
75.82% 75.82% 

75.82

% 
75.82% 75.82% 

75.82

% 
75.82% 75.82% 

77.25

% 
77.25% 77.25% 

77.25

% 
77.08% 77.34% 

77.25

% 
77.25% 77.34% 

86.48

% 
86.35% 85.49% 

86.48

% 
85.79% 85.75% 

86.48

% 
86.09% 86.01% 



148 

Overall Recall ( This Is Referd 

As Accuracy In Genie) 

63.73

% 
63.73% 63.73% 

63.73

% 
63.73% 63.73% 

63.73

% 
63.73% 63.73% 

43.13

% 
43.13% 43.13% 

43.13

% 
42.70% 43.35% 

43.13

% 
43.13% 43.35% 

32.40

% 
31.76% 27.47% 

32.40

% 
28.97% 28.76% 

32.40

% 
30.47% 30.04% 

Overall False-Positive Rate 
18.13

% 
18.13% 18.13% 

18.13

% 
18.13% 18.13% 

18.13

% 
18.13% 18.13% 

14.22

% 
14.22% 14.22% 

14.22

% 
14.32% 14.16% 

14.22

% 
14.22% 14.16% 

7.51

% 
7.58% 8.06% 

7.51

% 
7.89% 7.92% 

7.51

% 
7.73% 7.77% 

Overall Precision 
63.73

% 
63.73% 63.73% 

63.73

% 
63.73% 63.73% 

63.73

% 
63.73% 63.73% 

43.13

% 
43.13% 43.13% 

43.13

% 
42.70% 43.35% 

43.13

% 
43.13% 43.35% 

32.40

% 
31.76% 27.47% 

32.40

% 
28.97% 28.76% 

32.40

% 
30.47% 30.04% 

Overall Specifity (True-Negative 

Rate) 

81.87

% 
81.87% 81.87% 

81.87

% 
81.87% 81.87% 

81.87

% 
81.87% 81.87% 

85.78

% 
85.78% 85.78% 

85.78

% 
85.68% 85.84% 

85.78

% 
85.78% 85.84% 

92.49

% 
92.42% 91.94% 

92.49

% 
92.11% 92.08% 

92.49

% 
92.27% 92.23% 

Ax 

Overall Accuracy 
63.09

% 
62.80% 63.09% 

63.09

% 
63.38% 62.09% 

63.09

% 
62.95% 63.09% 

71.93

% 
71.93% 71.33% 

71.93

% 
71.59% 71.50% 

71.93

% 
71.76% 71.76% 

91.05

% 
91.05% 91.05% 

91.05

% 
91.05% 91.05% 

91.05

% 
91.05% 91.05% 

Overall Recall ( This Is Referd 

As Accuracy In Genie) 

44.64

% 
44.21% 44.64% 

44.64

% 
45.06% 43.13% 

44.64

% 
44.42% 44.64% 

29.83

% 
29.83% 28.33% 

29.83

% 
28.97% 28.76% 

29.83

% 
29.40% 29.40% 

55.27

% 
55.27% 55.27% 

55.27

% 
55.27% 55.27% 

55.27

% 
55.27% 55.27% 

Overall False-Positive Rate 
27.68

% 
27.90% 27.68% 

27.68

% 
27.47% 28.43% 

27.68

% 
27.79% 27.68% 

17.54

% 
17.54% 17.92% 

17.54

% 
17.76% 17.81% 

17.54

% 
17.65% 17.65% 

4.97

% 
4.97% 4.97% 

4.97

% 
4.97% 4.97% 

4.97

% 
4.97% 4.97% 

Overall Precision 
44.64

% 
44.21% 44.64% 

44.64

% 
45.06% 43.13% 

44.64

% 
44.42% 44.64% 

29.83

% 
29.83% 28.33% 

29.83

% 
28.97% 28.76% 

29.83

% 
29.40% 29.40% 

55.27

% 
55.27% 55.27% 

55.27

% 
55.27% 55.27% 

55.27

% 
55.27% 55.27% 

Overall Specifity (True-Negative 

Rate) 

72.32

% 
72.10% 72.32% 

72.32

% 
72.53% 71.57% 

72.32

% 
72.21% 72.32% 

82.46

% 
82.46% 82.08% 

82.46

% 
82.24% 82.19% 

82.46

% 
82.35% 82.35% 

95.03

% 
95.03% 95.03% 

95.03

% 
95.03% 95.03% 

95.03

% 
95.03% 95.03% 

Ay 

Overall Accuracy 
67.10

% 
67.10% 67.10% 

67.10

% 
67.10% 67.10% 

67.10

% 
67.10% 67.10% 

73.22

% 
71.85% 71.07% 

73.30

% 
71.76% 72.88% 

73.30

% 
73.05% 73.65% 

92.83

% 
92.83% 92.83% 

92.83

% 
92.83% 92.83% 

92.83

% 
92.83% 92.83% 

Overall Recall ( This Is Referd 

As Accuracy In Genie) 

50.64

% 
50.64% 50.64% 

50.64

% 
50.64% 50.64% 

50.64

% 
50.64% 50.64% 

33.05

% 
29.61% 27.68% 

33.26

% 
29.40% 32.19% 

33.26

% 
32.62% 34.12% 

64.16

% 
64.16% 64.16% 

64.16

% 
64.16% 64.16% 

64.16

% 
64.16% 64.16% 

Overall False-Positive Rate 
24.68

% 
24.68% 24.68% 

24.68

% 
24.68% 24.68% 

24.68

% 
24.68% 24.68% 

16.74

% 
17.60% 18.08% 

16.68

% 
17.65% 16.95% 

16.68

% 
16.85% 16.47% 

3.98

% 
3.98% 3.98% 

3.98

% 
3.98% 3.98% 

3.98

% 
3.98% 3.98% 

Overall Precision 
50.64

% 
50.64% 50.64% 

50.64

% 
50.64% 50.64% 

50.64

% 
50.64% 50.64% 

33.05

% 
29.61% 27.68% 

33.26

% 
29.40% 32.19% 

33.26

% 
32.62% 34.12% 

64.16

% 
64.16% 64.16% 

64.16

% 
64.16% 64.16% 

64.16

% 
64.16% 64.16% 

Overall Specifity (True-Negative 

Rate) 

75.32

% 
75.32% 75.32% 

75.32

% 
75.32% 75.32% 

75.32

% 
75.32% 75.32% 

83.26

% 
82.40% 81.92% 

83.32

% 
82.35% 83.05% 

83.32

% 
83.15% 83.53% 

96.02

% 
96.02% 96.02% 

96.02

% 
96.02% 96.02% 

96.02

% 
96.02% 96.02% 

Az 

Overall Accuracy 
73.68

% 
73.68% 73.68% 

73.68

% 
73.68% 73.68% 

73.68

% 
73.68% 73.68% 

77.34

% 
77.34% 77.34% 

77.34

% 
77.42% 77.34% 

77.34

% 
77.42% 77.34% 

92.79

% 
92.79% 92.79% 

92.79

% 
92.79% 92.79% 

92.79

% 
92.79% 92.79% 

Overall Recall ( This Is Referd 

As Accuracy In Genie) 

60.52

% 
60.52% 60.52% 

60.52

% 
60.52% 60.52% 

60.52

% 
60.52% 60.52% 

43.35

% 
43.35% 43.35% 

43.35

% 
43.56% 43.35% 

43.35

% 
43.56% 43.35% 

63.95

% 
63.95% 63.95% 

63.95

% 
63.95% 63.95% 

63.95

% 
63.95% 63.95% 

Overall False-Positive Rate 
19.74

% 
19.74% 19.74% 

19.74

% 
19.74% 19.74% 

19.74

% 
19.74% 19.74% 

14.16

% 
14.16% 14.16% 

14.16

% 
14.11% 14.16% 

14.16

% 
14.11% 14.16% 

4.01

% 
4.01% 4.01% 

4.01

% 
4.01% 4.01% 

4.01

% 
4.01% 4.01% 

Overall Precision 
60.52

% 
60.52% 60.52% 

60.52

% 
60.52% 60.52% 

60.52

% 
60.52% 60.52% 

43.35

% 
43.35% 43.35% 

43.35

% 
43.56% 43.35% 

43.35

% 
43.56% 43.35% 

63.95

% 
63.95% 63.95% 

63.95

% 
63.95% 63.95% 

63.95

% 
63.95% 63.95% 

Overall Specifity (True-Negative 

Rate) 

80.26

% 
80.26% 80.26% 

80.26

% 
80.26% 80.26% 

80.26

% 
80.26% 80.26% 

85.84

% 
85.84% 85.84% 

85.84

% 
85.89% 85.84% 

85.84

% 
85.89% 85.84% 

95.99

% 
95.99% 95.99% 

95.99

% 
95.99% 95.99% 

95.99

% 
95.99% 95.99% 

Ar 

Overall Accuracy 
60.94

% 
59.37% 59.37% 

34.76

% 
58.37% 60.37% 

60.94

% 
60.09% 60.94% 

71.76

% 
71.16% 70.56% 

71.76

% 
71.50% 71.59% 

71.76

% 
71.16% 70.56% 

91.50

% 
91.50% 91.50% 

91.50

% 
91.50% 91.50% 

91.50

% 
91.50% 91.50% 

Overall Recall ( This Is Referd 

As Accuracy In Genie) 

41.42

% 
39.06% 39.06% 

2.15

% 
37.55% 40.56% 

41.42

% 
40.13% 41.42% 

29.40

% 
27.90% 26.39% 

29.40

% 
28.76% 28.97% 

29.40

% 
27.90% 26.39% 

57.51

% 
57.51% 57.51% 

57.51

% 
57.51% 57.51% 

57.51

% 
57.51% 57.51% 

Overall False-Positive Rate 
29.29

% 
30.47% 30.47% 

48.93

% 
31.22% 29.72% 

29.29

% 
29.94% 29.29% 

17.65

% 
18.03% 18.40% 

17.65

% 
17.81% 17.76% 

17.65

% 
18.03% 18.40% 

4.72

% 
4.72% 4.72% 

4.72

% 
4.72% 4.72% 

4.72

% 
4.72% 4.72% 

Overall Precision 
41.42

% 
39.06% 39.06% 

2.15

% 
37.55% 40.56% 

41.42

% 
40.13% 41.42% 

29.40

% 
27.90% 26.39% 

29.40

% 
28.76% 28.97% 

29.40

% 
27.90% 26.39% 

57.51

% 
57.51% 57.51% 

57.51

% 
57.51% 57.51% 

57.51

% 
57.51% 57.51% 

Overall Specifity (True-Negative 

Rate) 

70.71

% 
69.53% 69.53% 

51.07

% 
68.78% 70.28% 

70.71

% 
70.06% 70.71% 

82.35

% 
81.97% 81.60% 

82.35

% 
82.19% 82.24% 

82.35

% 
81.97% 81.60% 

95.28

% 
95.28% 95.28% 

95.28

% 
95.28% 95.28% 

95.28

% 
95.28% 95.28% 

Passen

ger 

Rating 

(Accid

ent's 

Probab

ility) 

Overall Accuracy 
78.40

% 
78.40% 78.40% 

78.40

% 
78.40% 78.40% 

78.40

% 
78.40% 78.40% 

78.40

% 
78.40% 78.40% 

78.40

% 
78.40% 78.40% 

78.40

% 
78.40% 78.40% 

78.40

% 
78.40% 78.40% 

78.40

% 
78.40% 78.40% 

78.40

% 
78.40% 78.40% 

Overall Recall ( This Is Referd 

As Accuracy In Genie) 

67.60

% 
67.60% 67.60% 

67.60

% 
67.60% 67.60% 

67.60

% 
67.60% 67.60% 

67.60

% 
67.60% 67.60% 

67.60

% 
67.60% 67.60% 

67.60

% 
67.60% 67.60% 

67.60

% 
67.60% 67.60% 

67.60

% 
67.60% 67.60% 

67.60

% 
67.60% 67.60% 

Overall False-Positive Rate 
16.20

% 
16.20% 16.20% 

16.20

% 
16.20% 16.20% 

16.20

% 
16.20% 16.20% 

16.20

% 
16.20% 16.20% 

16.20

% 
16.20% 16.20% 

16.20

% 
16.20% 16.20% 

16.20

% 
16.20% 16.20% 

16.20

% 
16.20% 16.20% 

16.20

% 
16.20% 16.20% 

Overall Precision 
67.60

% 
67.60% 67.60% 

67.60

% 
67.60% 67.60% 

67.60

% 
67.60% 67.60% 

67.60

% 
67.60% 67.60% 

67.60

% 
67.60% 67.60% 

67.60

% 
67.60% 67.60% 

67.60

% 
67.60% 67.60% 

67.60

% 
67.60% 67.60% 

67.60

% 
67.60% 67.60% 

Overall Specifity (True-Negative 

Rate) 

83.80

% 
83.80% 83.80% 

83.80

% 
83.80% 83.80% 

83.80

% 
83.80% 83.80% 

83.80

% 
83.80% 83.80% 

83.80

% 
83.80% 83.80% 

83.80

% 
83.80% 83.80% 

83.80

% 
83.80% 83.80% 

83.80

% 
83.80% 83.80% 

83.80

% 
83.80% 83.80% 

Age 

Overall Accuracy 
79.48

% 
79.48% 79.48% 

79.48

% 
79.48% 79.48% 

79.48

% 
79.48% 79.48% 

79.48

% 
79.48% 79.48% 

79.48

% 
79.48% 79.48% 

79.48

% 
79.48% 79.48% 

79.48

% 
79.48% 79.48% 

79.48

% 
79.48% 79.48% 

79.48

% 
79.48% 79.48% 

Overall Recall ( This Is Referd 

As Accuracy In Genie) 

48.71

% 
48.71% 48.71% 

48.71

% 
48.71% 48.71% 

48.71

% 
48.71% 48.71% 

48.71

% 
48.71% 48.71% 

48.71

% 
48.71% 48.71% 

48.71

% 
48.71% 48.71% 

48.71

% 
48.71% 48.71% 

48.71

% 
48.71% 48.71% 

48.71

% 
48.71% 48.71% 

Overall False-Positive Rate 
12.82

% 
12.82% 12.82% 

12.82

% 
12.82% 12.82% 

12.82

% 
12.82% 12.82% 

12.82

% 
12.82% 12.82% 

12.82

% 
12.82% 12.82% 

12.82

% 
12.82% 12.82% 

12.82

% 
12.82% 12.82% 

12.82

% 
12.82% 12.82% 

12.82

% 
12.82% 12.82% 

Overall Precision 
48.71

% 
48.71% 48.71% 

48.71

% 
48.71% 48.71% 

48.71

% 
48.71% 48.71% 

48.71

% 
48.71% 48.71% 

48.71

% 
48.71% 48.71% 

48.71

% 
48.71% 48.71% 

48.71

% 
48.71% 48.71% 

48.71

% 
48.71% 48.71% 

48.71

% 
48.71% 48.71% 

Overall Specifity (True-Negative 87.18 87.18% 87.18% 87.18 87.18% 87.18% 87.18 87.18% 87.18% 87.18 87.18% 87.18% 87.18 87.18% 87.18% 87.18 87.18% 87.18% 87.18 87.18% 87.18% 87.18 87.18% 87.18% 87.18 87.18% 87.18% 
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Rate) % % % % % % % % % 

Tot. 

Drivin

g 

Experi

ence 

Overall Accuracy 
72.10

% 
71.93% 72.10% 

72.10

% 
72.10% 72.19% 

72.10

% 
72.10% 72.10% 

72.10

% 
72.10% 72.10% 

72.10

% 
72.10% 64.77% 

72.10

% 
72.10% 64.77% 

72.10

% 
71.85% 71.93% 

72.10

% 
72.10% 72.19% 

72.10

% 
72.10% 72.10% 

Overall Recall ( This Is Referd 

As Accuracy In Genie) 

30.26

% 
29.83% 30.26% 

30.26

% 
30.26% 30.47% 

30.26

% 
30.26% 30.26% 

30.26

% 
30.26% 30.26% 

30.26

% 
30.26% 30.26% 

30.26

% 
30.26% 30.26% 

30.26

% 
29.61% 29.83% 

30.26

% 
30.26% 30.47% 

30.26

% 
30.26% 30.26% 

Overall False-Positive Rate 
17.44

% 
17.54% 17.44% 

17.44

% 
17.44% 17.38% 

17.44

% 
17.44% 17.44% 

17.44

% 
17.44% 17.44% 

17.44

% 
17.44% 23.57% 

17.44

% 
17.44% 23.57% 

17.44

% 
17.60% 17.54% 

17.44

% 
17.44% 17.38% 

17.44

% 
17.44% 17.44% 

Overall Precision 
30.26

% 
29.83% 30.26% 

30.26

% 
30.26% 30.47% 

30.26

% 
30.26% 30.26% 

30.26

% 
30.26% 30.26% 

30.26

% 
30.26% 30.26% 

30.26

% 
30.26% 30.26% 

30.26

% 
29.61% 29.83% 

30.26

% 
30.26% 30.47% 

30.26

% 
30.26% 30.26% 

Overall Specifity (True-Negative 

Rate) 

82.56

% 
82.46% 82.56% 

82.56

% 
82.56% 82.62% 

82.56

% 
82.56% 82.56% 

82.56

% 
82.56% 82.56% 

82.56

% 
82.56% 76.43% 

82.56

% 
82.56% 76.43% 

82.56

% 
82.40% 82.46% 

82.56

% 
82.56% 82.62% 

82.56

% 
82.56% 82.56% 

Drivin

g 

Investi

gated 

Route 

Overall Accuracy 
85.06

% 
85.06% 85.06% 

85.06

% 
85.06% 85.06% 

85.06

% 
85.06% 85.06% 

85.06

% 
85.06% 85.06% 

85.06

% 
85.06% 81.14% 

85.06

% 
85.06% 81.14% 

85.06

% 
85.06% 85.06% 

85.06

% 
85.06% 85.06% 

85.06

% 
85.06% 85.06% 

Overall Recall ( This Is Referd 

As Accuracy In Genie) 

62.66

% 
62.66% 62.66% 

62.66

% 
62.66% 62.66% 

62.66

% 
62.66% 62.66% 

62.66

% 
62.66% 62.66% 

62.66

% 
62.66% 62.66% 

62.66

% 
62.66% 62.66% 

62.66

% 
62.66% 62.66% 

62.66

% 
62.66% 62.66% 

62.66

% 
62.66% 62.66% 

Overall False-Positive Rate 
9.33

% 
9.33% 9.33% 

9.33

% 
9.33% 9.33% 

9.33

% 
9.33% 9.33% 

9.33

% 
9.33% 9.33% 

9.33

% 
9.33% 12.62% 

9.33

% 
9.33% 12.62% 

9.33

% 
9.33% 9.33% 

9.33

% 
9.33% 9.33% 

9.33

% 
9.33% 9.33% 

Overall Precision 
62.66

% 
62.66% 62.66% 

62.66

% 
62.66% 62.66% 

62.66

% 
62.66% 62.66% 

62.66

% 
62.66% 62.66% 

62.66

% 
62.66% 62.66% 

62.66

% 
62.66% 62.66% 

62.66

% 
62.66% 62.66% 

62.66

% 
62.66% 62.66% 

62.66

% 
62.66% 62.66% 

Overall Specifity (True-Negative 

Rate) 

90.67

% 
90.67% 90.67% 

90.67

% 
90.67% 90.67% 

90.67

% 
90.67% 90.67% 

90.67

% 
90.67% 90.67% 

90.67

% 
90.67% 87.38% 

90.67

% 
90.67% 87.38% 

90.67

% 
90.67% 90.67% 

90.67

% 
90.67% 90.67% 

90.67

% 
90.67% 90.67% 

Bus 

Overall Accuracy 
67.70

% 
68.03% 67.92% 

69.64

% 
68.88% 68.99% 

69.64

% 
69.53% 69.64% 

67.70

% 
69.10% 69.53% 

69.64

% 
68.45% 68.99% 

69.64

% 
67.70% 69.21% 

69.64

% 
69.31% 68.24% 

69.64

% 
69.85% 69.21% 

69.64

% 
68.99% 69.85% 

Overall Recall ( This Is Referd 

As Accuracy In Genie) 

35.41

% 
36.05% 35.84% 

39.27

% 
37.77% 37.98% 

39.27

% 
39.06% 39.27% 

35.41

% 
38.20% 39.06% 

39.27

% 
36.91% 37.98% 

39.27

% 
35.41% 38.41% 

39.27

% 
38.63% 36.48% 

39.27

% 
39.70% 38.41% 

39.27

% 
37.98% 39.70% 

Overall False-Positive Rate 
21.53

% 
21.32% 21.39% 

20.24

% 
20.74% 20.67% 

20.24

% 
20.31% 20.24% 

21.53

% 
20.60% 20.31% 

20.24

% 
21.03% 20.67% 

20.24

% 
21.53% 20.53% 

20.24

% 
20.46% 21.17% 

20.24

% 
20.10% 20.53% 

20.24

% 
20.67% 20.10% 

Overall Precision 
35.41

% 
36.05% 35.84% 

39.27

% 
37.77% 37.98% 

39.27

% 
39.06% 39.27% 

35.41

% 
38.20% 39.06% 

39.27

% 
36.91% 37.98% 

39.27

% 
35.41% 38.41% 

39.27

% 
38.63% 36.48% 

39.27

% 
39.70% 38.41% 

39.27

% 
37.98% 39.70% 

Overall Specifity (True-Negative 

Rate) 

78.47

% 
78.68% 78.61% 

79.76

% 
79.26% 79.33% 

79.76

% 
79.69% 79.76% 

78.47

% 
79.40% 79.69% 

79.76

% 
78.97% 79.33% 

79.76

% 
78.47% 79.47% 

79.76

% 
79.54% 78.83% 

79.76

% 
79.90% 79.47% 

79.76

% 
79.33% 79.90% 

MOD

EL 

Overall Accuracy 
74.73

% 
74.58% 74.65% 

73.45

% 
74.69% 74.71% 

74.87

% 
74.81% 74.87% 

76.09

% 
75.98% 75.86% 

80.16

% 
79.97% 79.49% 

80.16

% 
79.98% 79.53% 

84.92

% 
84.86% 84.74% 

84.92

% 
84.82% 84.83% 

84.92

% 
84.82% 84.87% 

Overall Recall 
46.55

% 
46.24% 46.37% 

43.83

% 
46.47% 46.50% 

46.85

% 
46.72% 46.85% 

40.23

% 
39.95% 39.65% 

40.56

% 
39.98% 40.18% 

40.56

% 
40.02% 40.30% 

47.80

% 
47.58% 47.17% 

47.80

% 
47.47% 47.50% 

47.80

% 
47.47% 47.63% 

Overall False-Positive Rate 
16.54

% 
16.64% 16.60% 

17.39

% 
16.57% 16.56% 

16.45

% 
16.49% 16.45% 

14.94

% 
15.01% 15.09% 

11.91

% 
12.02% 12.38% 

11.91

% 
12.02% 12.36% 

8.81

% 
8.85% 8.92% 

8.81

% 
8.87% 8.86% 

8.81

% 
8.87% 8.84% 

Overall Precision 
46.55

% 
46.24% 46.37% 

43.83

% 
46.47% 46.50% 

46.85

% 
46.72% 46.85% 

40.23

% 
39.95% 39.65% 

40.56

% 
39.98% 40.18% 

40.56

% 
40.02% 40.30% 

47.80

% 
47.58% 47.17% 

47.80

% 
47.47% 47.50% 

47.80

% 
47.47% 47.63% 

Overall Specifity (True-

Negative Rate) 

83.46

% 
83.36% 83.40% 

82.61

% 
83.43% 83.44% 

83.55

% 
83.51% 83.55% 

85.06

% 
84.99% 84.91% 

88.09

% 
87.98% 87.62% 

88.09

% 
87.98% 87.64% 

91.19

% 
91.15% 91.08% 

91.19

% 
91.13% 91.14% 

91.19

% 
91.13% 91.16% 
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