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ABSTRACT

Multi-stream Convolutional neural network (ConvNet/ CNN) has been shown to
deliver impressive performance for video processing tasks such as the human action
classification. In previous studies, multi-stream architecture has included various
types of modalities have been introduced in order to utilize the information which

embedded in the video.

In this work, we propose a multi-stream architecture which combined the spatial
stream (still video frames) with a novel human pose stream. The input of the human
pose stream consists of multiple human pose frames without background noises that
stacked together which computed through a deep human posture estimation model
(OpenPose). Our pilot study shows that the performance in terms of accuracy of our
proposed system which fuses the spatial stream and human pose stream (91.3%) out-
performs both the spatial (87.1%) or human pose stream (71.0%) when considered
separately on the UCF-101 dataset (26 classes).
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Chapter 1: Introduction

Chapter 1: Introduction

Multi-stream convolutional neural networks have achieved the state-of-the-art
performance for the video processing tasks like human action recognition which

classify a given video to a particular action.

- Archery
- Writing on board

Figure 1: Video action classification

Unlike an image which only consist of the static visual information, a video is a multi-
modal document that included multiple components such as the spatial, temporal,

audio and etc. which need to be exploit and utilize through a multi-stream architecture.

In the past, several works have explored the various types of modalities within the
video. For example, the proposed architecture by Baccouche et al. (2011) extracted
the spatial-temporal information from sub-segmented raw input video. Karparthy et al.
(2014) have introduced a multiple stream that works on images at different resolutions.
Simonyan & Zisserman (2014) proposed a 2-stream architecture to extract the spatial
and temporal information from raw video frames and multiple stacked optical flows.
Wau et al. (2015) proposed a 3-stream architecture which included the spatial, motion
and audio. Wang et al. (2016) introduced 2 new modalities, RGB differences and
warped optical flow. Zhang et al. (2016) has proposed a new modality which was the

motion vector.



Chapter 1: Introduction

The information of the human posture within each individual frames have not been
utilized before in any previous works. Modality such as the optical flows contain the
motion information of both the foreground and background which might serve as the
noises which will distract the network. In our proposed architecture, the noises are
reduced by using stacked human pose frames with the background removed in order
to let our network to extract only the relevant information from the foreground

through a series of human pose when a particular action is carried out.

1.1 Project Scope and Objectives

The proposed system from this project aim to recognize and classify the human
actions within the input video and propose a new modality for the multi-stream CNN.
The proposed architecture consists of spatial and human pose streams which are
trained by using the raw video frames and stacked human pose frames respectively.

Then, average fusion is used to combine both streams.

1.2 Report organization

The report is divided into 6 chapters. Chapter 1 is the introduction of the overall
project as well as the project scope and objectives. In chapter 2, different types of the

modalities are review and discuss which proposed in the past researches.

In chapter 3 describe our overall proposed architecture and methods to initialize the
architectures through transfer learning in details. After that, the chapter 4 explain the
data pre-processing for both the training and testing phases. We report our experiment

results in chapter 5.

The last chapter provide the conclusion for the overall project as well as stated some

future improvements.



Chapter 2: Literature Review

Chapter 2: Literature Review

2.1 Overview of the related works

The literature review is organized into 2 sections. Section 2.2 discusses about various
types of modalities used in several recent works. The Section 2.3 reviews a work

which is used in our proposed system.

2.2 Various modalities of video
2.2.1 Raw video modality

Although CNN has achieved good performance in the image domain, initial attempts
applied CNN to the video domain were less successful due to lack of sufficient
training samples. Different from an image, a video contains temporal and other
modalities. Baccouche et al. (2011) proposed a 2-step scheme to implement a fully
automated deep model for human action classification. First, a 3D-ConvNet is used to
discover the spatio-temporal features in the video. Then, a LSTM network learns the
temporal pattern from the sequence of features learnt from the 3D-ConvNet. However,
the proposed system was conducted on KTH dataset which contained only 600 of

videos with 6 different actions.
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Figure 2.1: Overview of 2 steps neural recognition scheme (Baccouche et al., 2011)
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2.2.2 Raw frame modality

Karpathy et al. (2014) introduced a multi-stream CNN with different resolutions
which able to speed up the running time without the affecting the performance.

256
giieam

Figure 2.2: Multiresolution CNN (Karpathy et al., 2014)

Figure 2.2 shows their proposed framework. The multiresolution CNN architecture is
divided into 2 streams: fovea and context stream. The fovea stream receives a low-
resolution video frames as the totality of the frame whereas the context stream
captures the critical part in the video which is assumed to be focused on the center
region. More importantly, the resolution of the input to both stream reduce running
time but it will require more computational resources which is not practical in our use

case.

In addition, the authors also introduced a new dataset (Sports-1M) which contained 1

million of YouTube videos with 487 classes.
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2.2.3 Motion modality

Figure 2.2.3 shows the proposed system by Simonyan & Zisserman (2014). It is a 2-
stream convolutional network which incorporates spatial and temporal networks that
mimic the human eyes. The spatial stream processed the raw frames of the video
whereas the temporal stream was required to extract short-term motion information
from the stacked optical flow which is computed from two consequence frames. The
optical flow frames are pre-generated although it has a short computational time of
0.06s to avoid bottleneck.

Spatial stream ConvNet

conv1 (| conv2 || conv3 || conv4 || convs fullé full7 ||softmax
TxTx96 || 5x5x256 (| 3x3x512 || 3x3x512 | | 3x3x512 4096 2048

stride 2 || stride 2 || stride 1 || stride 1 || stride 1 || dropout || dropout
norm. narm. poal 2x2

single frame  [P00I2x2 (| pool 2x2 class
™ score
Temporal stream ConvNet fusion

' conv1 (| conv2 (| conv3 || conv4 || convs fullé full? ||softmax (S
Tx7Tx96 || 5x5x256 || 3x3x512 || 3x3x512 || 3x3x512 4096 2048
stride 2 || stride 2 || stride 1 || stride 1 || stride 1 || dropout || dropout

- norm. || pool 2x2 pool 2x2
multi-frame pool 2x2

\___optical flow

Figure 2.3: Two-stream architecture for video classification (Simonyan & Zisserman,
2014)

Their spatial stream CNN is pre-trained under ImageNet dataset which shown

significant improvement over the approach of training from scratch.

In order to avoid overfitting issue for the temporal stream, they applied multi-task
learning to alleviate the issue of insufficient of the training set for the temporal CNN
by combining multiple datasets (UCF-101 and HMDB-51 datasets) which will end up

with a better model and higher accuracy but also a higher computational cost.

2.2.4 Audio modality

Wu et al. (2015) proposed a multi-stream architecture by applied 3 CNNs for

extracting the spatial, short-term temporal information and audio individually as well

5
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as 2 LSTMs for long-term motion information processing. The prediction outputs of
the given deep models are combined by using the adaptive fusion methods which
achieved a significant improvement compared to the previous approaches (without the
audio stream) as the most of the sample videos within the UCF-101 datasets don’t

include the sounds.

Spatial ConvNet
LSTM >+ -+ -~ LSTM >-»| LST™
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Figure 2.4: 3-stream video classification with adaptive fusion (Wu et al., 2015)

2.2.5 RGB differences and warped optical flow modalities

Other modalities have also been investigated in some other works. Wang et al. (2016)
proposed newly the RGB difference and warped optical flow. The RGB difference
computed from the 2 consecutive frames which indicated the changes within the
spatial spaces while the warped optical flow focused on the motion of the human in

the foreground which has the similar intention compared to our proposed modality.



Chapter 2: Literature Review

Figure 2.5: RGB frames, RGB differences, optical flow, warped optical flow (Wang
et al., 2016)

According to Wang et al. (2016), they initialize the temporal stream CNN by using
the weights of the spatial stream with a slight modification of the first convolutional
layer due to different volume of the inputs for both streams (still video frames &
stacked optical flow frames) has reported to be beneficial by avoid overfitting issue

which is similar to our approach to initialize our human pose stream network.

2.2.6 Motion vector modality

Zhang et al. (2016) proposed the motion vector modality which can be get from the
compressed video directly in real-time and it is less computational costly than the

optical flow which required to be computed.
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Motion Vector Optical Flow

Figure 2.6: Motion vector vs optical flow (Zhang et al., 2016)

The modality of the motion vector includes a lot of noises such as its coarse structure
and inaccurate motion patterns which might affect the classification performance.
(Zhang et al. ,2016) This can be resolved by using transfer learning across different
modalities where the pre-trained optical flow CNN was used to initialized the motion
vector CNN which shown in Figure 2.6. This can be done in 3 different configurations
namely the Teacher Initialization, Supervision Transfer and Combination where all 3
showed improvement compared to training from scratch.

2.3 Human pose modality

Simon et al. (2017) introduced a bottom-up approach for the multiple human posture
estimation by using the Part Affinity Fields (PAFs) which known as the OpenPose.
Human pose estimation is used to predict the human posture from the given input

video frames.

The human pose frames are being generated by using the architecture that stated in
Figure 2.7. The features, F are extracted from each raw video frame by using from the
first 10 layers of the pre-trained VGG-19 model before inputted to the multi-stage
CNN with different branches to further computed the part confidence maps and part
affinity fields at the initial stage. The outputs of the initial stage are concatenated with

the input image in order to act as a guideline for the prediction in the upcoming stages.
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Figure 2.7: OpenPose Architecture (Simon et al., 2017)

Their proposed method is able to produce a much significant improved results
compared to previous works in term of higher accuracy and lower computational time
which shown in Figure 2.8. In this project, OpenPose is employed as the generative

network which provided the inputs for our human pose stream.

Method [ Hia Sho EIb  Wr Hip Kne Ank [ mAP | o/image
Subset of 288 images as in [2]
Deepecut [22] 734 718 579 399 567 440 320 | 541 | 57995
Igbaletal. [12] | 70.0 652 564 46.1 527 479 445 | 547 10
DeeperCut[11] | 87.9 840 719 639 688 638 58.1| 71.2 230
Ours 937 914 814 725 717 730 68.1 | 79.7 | 0.005
Full testing set
DeeperCut [11] | 784 725 602 51.0 572 520 454 595 485

Igbaletal. [12] | 584 539 445 350 422 367 31.1| 431 10
Qurs (one scale) | 89.0 849 749 642 710 656 581 | 725 0.005
Qurs 91.2 876 717 668 754 689 617 | 75.6 0.008

Figure 2.8: OpenPose Results on the MPII dataset (Simon et al., 2017)
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Chapter 3: Multi-stream architecture for video classification

Unlike images which contained of static visual information of a single frames, video

consist of more information by having more frames and temporal components like

motion information and audio in each individual frames which is rarely exploited. The

previous works have focused on low-level raw representations while our proposed

method is the first to explore an intermediate representation that is more semantically

rich. Figure 3.1 shows that the proposed architecture which is divided into 2 streams

in order to recognize object and human pose as shown in the figure below. Each of the

stream is constructed by the ResNet-50 which is a state-of-the-art CNN architecture to

extract the static visual information and human posture information. Our system

makes the final prediction by combining the Softmax class-scores of both streams

through average fusion.

Data Pre-propessing
for multi-stream

Input Video

Stacked static frames

l

Spatial stream CNN

Deep human pose
estimation model
(Openpose)

Y

Class-score average
fusion

Human Pose Stream

~

Stacked human posture frames

Final Predicted
output

Figure 3.1: Overview of the full architecture
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3,1 CNN configuration

The CNN architecture of our proposed system is built based on the residual network
(ResNet-50) architecture as it is one of the best architecture available nowadays which
having a good performance in term of its accuracy while maintaining a low amount of
the parameters while having a deeper structure compared to the other state-of-the-art

architectures as shown in the Figure 3.2.
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Figure 3.2: Comparison between the Residual Network and other architectures (He et
al., 2015)

The graph of the ResNet-50 full architecture which plotted by the Keras framework is

included in the Appendix for reference.

3.2 Spatial Stream CNN

The spatial information of the video can be obtained within each video frames. The
spatial CNN works on individual still frames from the video by extracting and
learning the features of the static appearance randomly sampled across the video as
some frames are containing more information than the others. However, the
performance of the spatial CNN is limited due to the limited amount of the video
dataset available. In order to resolve this issue, pre-trained models that was trained on

large-scale dataset namely the ImageNet (Russakovsky et al., 2015). This process is

11



Chapter 3: Multi-stream architecture for video classification

known as transfer learning, which has been shown to dramatically improve the

performance of action classification.

Each stream is trained separately through transfer learning by applying the pre-trained
ResNet-50 model that provided in the Keras library. However, application of the pre-
trained are different due to the datasets of both streams:

e Spatial stream CNN

o The pre-trained CNN in the spatial stream is treated as a fixed feature
extractor as the dataset of these 26 classes are similar to some classes
within the ImageNet dataset.

o In our scenario, all the layers except the last fully connected layer of
the ResNet-50 model are being set to non-trainable in order to avoid
the weights of those layers being updated during the training process as
most of the features learnt in the front layers are similar.

o The last fully connected of the ResNet-50 is removed as it is the
classifier which specifically trained to classify 1000 different classes
within the ImageNet dataset and replaced by a new fully connected

layer which acted as the classifier for 26 classes of dataset.

12
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Pre-trained ResNet-50

7x7,64, stride 2

3% 3 max pooling,
stride2

3%3,128

x4
1%1,512

] 1x%1,256 1

b oo .
3x3, 256 x 6
1x1,1024

] 1x1,512 '

oo .
343,592 X3
1x1,2048

)

Average pool

—
R

—
R

Flatten

Fully Connected Layer
Softmax Classifier

for
1000 classes

Spatial stream ResNet-50 E E Conv block
Identity block
stride2 conV_1
Conv_2x
Conv_3x
Conv_4x
Conv_5x
o ”
Untrainable
L s : i Trainable

3x3, 256 x 6

1x1,1024

3x3, 512 X3

13x1,2048

Average pool

,_
—

[ Flatten ]

:.l'..l'.ll'..l'.l"..
-

= Fully Connected Layer s

= Softrmax Classifer .

[ for :

| ]

«| 26 classes =

-

. .

Ssssssssssssssssssssss

Figure 3.3: Transfer learning in spatial stream. The figure shows the ResNet-50 within

the spatial stream which used the pre-trained model as a fixed features extractor as the

transfer learning is performed between the same modality.
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3.3 Human Pose Stream CNN

As the spatial CNN operates on raw video frames which contains both background
and foreground information. However, for action classification are typically human
actions which can be carried out in various environments like indoor or outdoor.
However, although the background is different, each human action within the same
category shared a same characteristic by having a similar series of postures which can
be used to generalize the human action better during the recognition process. The
human pose CNN of our proposed architecture are used to exploit the human posture
within the video which takes the inputs of multiple stacked human pose frames with

the background removed.

The human pose modality is selected as our proposed modality due to it is rarely
being exploited as well as it able to reduce the background noises and concentrated
more on the foreground information which is a set of the human posture. Furthermore,
the pre-trained model of the OpenPose framework is also available in the GitHub

which can be easily obtained.

Figure 3.4: Video frame to Human pose frame

e Human pose stream CNN
o The pre-trained CNN in the human pose stream is used as a weight
initialization as the dataset (human pose frames) of the human pose

stream is too vary from the ImageNet dataset (raw images).

14



Chapter 3: Multi-stream architecture for video classification

Furthermore, the input volume of the human pose stream (224 x 224 x
30) which is also different compared to the input volume (224 x 224 x
3) of the ImageNet pre-trained ResNet-50 model.

As all the convolutional layer in the ResNet-50 are performing 2D-
convolution which indicated that the depth of the convolutional filters
need to match with the depth of the input as it only able to filter across
the 2D space.

All 64 filters (7, 7, 3) within the Conv_1 layer are duplicated 10 times
and stacked together to form the filters of (7, 7, 30) in order to reuse
the weight of the pre-trained model in the human pose stream CNN for
initialization.

The rest of the configuration are similar as the spatial stream except all

the layers within the human pose stream are trainable.

15
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Figure 3.5: Transfer learning in human pose stream. The figure shows the ResNet-50
within the human pose stream which used the pre-trained model for weight

initialization as the transfer learning is performed across the different modalities.

3.4 Fusing the 2 streams

Instead of implementing several new fully connected layers on top of the last fully
connected layer to combine both streams, our proposed architecture applied average
fusion across the Softmax class-scores of spatial and human pose stream to prevent
overfitting issue. Figure 3.5 shows the overview of the proposed multi-stream

network in details.
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Figure 3.5: Overview of the proposed multi-stream network

17




Chapter 4: Implementation details of the proposed system

Chapter 4: Implementation details of the proposed system

4.1 Overall design specification

e The system is implemented in Python language with the open source software
library, OpenCV and Keras with Tensorflow backend which support the
GPU’s acceleration during the training process.

e The training process is accelerated by using a Nvidia GTX1080 GPU with
8GB of GDDR5X of video RAM.

4.2 Data Preprocessing and Data Augmentation

3 |y
| . = T i S
1 g jEr
b 1 T,ll \
1 i Y,l
s ’J h
"l
‘ R —
Video Random selected video frames
with
Random cropped & horizontal flipped

Figure 4.1: Spatial stream input preprocessing

For the spatial stream, the input is a single image of resolution of 320 x 240 (width x
height) is randomly selected from each input video. Then following the standard

practice, we perform the data-preprocessing and data augmentation:

- Random cropping
- Random horizontal flipped

- Zero-centered data

The process consists of the random horizontal flipping and random cropping to form
a resolution of 224 x 224 x 3 (width x height x RGB channels) to match the size of the
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ImageNet pre-trained model’s input. All the video frames are pre-generated before the
training process to reduce the computational time.
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Random Selected Stacked OpenPose frames without background
with
Random cropped & horizontal flipped

Figure 4.2: Human pose stream input preprocessing

For the human pose stream, given a video, the raw video frames used to generate the
human pose frames through the generative model (OpenPose). 10 human pose frames
are stacked together to form the input of the human pose stream. The data

augmentation is same for both spatial and human pose stream.
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4.3 Training and validation setup

Raw video and OpenPose frames are used as the input for the proposed architecture
instead of whole video, where they are pre-generated before the training process. The
weights of the network are updated by applied the Adam optimizer where the learning
rate is set to 0.001. For each iteration, a batch of 2555 samples from the training set
and 1011 samples from the testing set are selected for the training and validation
process in both stream and undergoes the data preprocessing and augmentation which
mentioned previously. Both streams are trained for 40k iterations separately and 4k
iterations for the fusion scenario with the batch size of 32 on the spatial and 16 on the
human pose stream and fusion scenario. The table below showed the training time for

each stream.

Network Training time (days)
Spatial CNN 3
Human pose CNN 5
2-stream CNN 1

Table 4.1: Training time for each stream

The size of the Human pose CNN’s input is larger which required longer training time
due to a smaller batch size which is limited to capacity of the video RAM of the GPU
while the 2 stream CNN is trained for only 4k iteration within 1 day due to the time

constraint.

4.4.5 Testing setup

A constant amount of frames (25 for our case) are extracted from each input video
with equally temporal spacing to ensure frames are being able to sample from the
different part of the video equally. Each of them are further preprocessed by cropping
from 4 corners and the center with and without the horizontal flipping to obtain extra

10 CNN inputs. The class score of each sampled frames are generated and the average
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of the samples are generated to compute the class score of the entire video. 10-

cropped testing is performed for both streams and the 2-stream architecture.

Top Left Cropping Top Right Cropping

o

Bottom Left Cropping Bottom Right Cropping

N

Horizontal Flipped
Center Cropping

Original Frame

Horizontal Flipped Horizontal Flipped
Top Left Cropping Top Right Cropping
-

sl
Horizontal Flipped Horizontal Flipped
Bottom Left Cropping  Bottom Right Cropping

Figure 4.3: 10-cropped testing samples
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5.1 Datasets used and evaluation protocol

The datasets which used for the training and evaluation is the UCF-101 (Soomro et al.,

2012). It consists of around 13K videos divided into 101 categories. It divided into 3

splits each for both the training (9.5K) and testing (3.5K) sets. However, the results in

this report is only based on 26 classes the first split of the training (2555 videos) and
testing (1011 videos) set of the UCF-101 dataset due to the time constraints. The

evaluated classes are:

e Archery

e Baby Crawling

e Balance Beam

e Band Marching
e Baseball Pitch

e Basketball

e Basketball Dunk
e Bench Press

e Biking

e Billiards

e Boxing Punching Bag
e Boxing Speed Bag

e Ice Dancing

e Juggling Balls

e Jumping Jack

e Jump Rope

e Punch

e TaiChi

Tennis Swing
Throw Discus
Trampoline Jumping
Volleyball Spiking
Walking with Dog
Wall Pushups
Writing On Board
Yo-Yo
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Figure 5.1: Number of videos in testing set
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5.2 Discussion of the result

Architecture Accuracy
Spatial CNN 87.1%
Human pose CNN 71.0%
2 stream CNN 91.3%

Table 5.1: 10-cropped testing results

precision recall fl-score

Archery 0.71 0.78 0.74

Baby Crawling 0...97% 1.00 0.:99
Balance Beam 0.91 0.97 0.94

Band Marching 1.00 1.00 1.00
Baseball Pitch 0.97 0.86 0.91
Basketball 0.78 0.91 0.84
Basketball Dunk 1.00 1.00 1.00
Bench Press 0.98 1.00 0.99

Biking 0.97 1.00 0.99

Billiards 1.00 1.00 1.00

Boxing Punching Bag 0.82 0492 0.87
Boxing Speed Bag 0.85 0..92 0.88
Ice Dancing 1.00 1.00 1.00
Juggling Balls 0.65 0.90 0.76
Jumping Jack 0.82 0.62 0.71

Jump Rope 0.65 0.29 0.40

Punch 1.00 0.87 0.93

Tai Chi 0.95 0.75 0.84

Tennis Swing 0.98 1.00 0.99

Throw Discus 0.80 0.87 0.84
Trampoline Jumping 0.89 0.97 093
Volleyball Spiking 0.80 0.94 0.87
Walking With Dog 0.67 0.97 0.80
Wall Pushups 0.87 0.57 0.69
Writing On Board 0.94 1.00 0.97
Yo Yo 0.57 0.36 0.44

avg / total 0.87 0.87 0.86

support

41
35
31
43
43
35
3.4
48
38
40
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22
35
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Figure 5.2: Classification report for spatial stream
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Figure 5.3: Classification report for human pose stream

24



Chapter 5: Evaluation

Archery

Baby Crawling
Balance Beam

Band Marching
Baseball Pitch
Basketball
Basketball Dunk
Bench Press

Biking

Billiards

Boxing Punching Bag
Boxing Speed Bag
Ice Dancing
Juggling Balls
Jumping Jack

Jump Rope

Punch

Tai Chi

Tennis Swing

Throw Discus
Trampoline Jumping
Volleyball Spiking
Walking With Dog
Wall Pushups
Writing On Board
Yo Yo

avg / total

precision

.76
.00
.00
.00
.00
.74
.00
.00
.00
.00
+92
.86
.00
.89
.00
.00
DT
« 96
.96
+ 95
.82
- 97
.83
.00
W5
.62

OO OO0 00O O, HFHFOFHROOHMHEFFHFFHFOHERFREFEEO

)

: 92

recall

O, OOHHFHFOFOOOOHRFRFOOHFHFOHMFHFOOKRKMHEFO

=]

.76
.00
.00
.00
g2}
89
.00
.00
.89
.00
.98
.84
.00
.00
+92
.50
.90
.86
.00
92
.00
.00
.94
.54
.00
.78

e hll

fl-score

OO0 C OO0 C OO0 OO OOHROHFHFOOKHMHRFEO

o

.76
.00
.00
.00
.95
w81
.00
.00
.94
.00
«95
.85
.00
.94
.96
.67
w3
91
.98
93
.90
.99
.88
.70
.86
.69

«91

support

41
35
Sl
43
43
35
37
48
38
40
49
3
46
40
37
38
49
28
49
38
32
35
36
35
45
36

1011

Figure 5.4: Classification report for 2 stream CNN
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Figure 5.6: Recall of spatial, human pose and 2 stream

26




Chapter 5: Evaluation

Fl-score
12
1
038
0.6
0.4
0.2 ‘ ‘
0
\‘\\o% q,“<° s Q@“ & & q@'-? ) 0581 %&0 Q;o% (& & zd\\ »Q'" «* Qc% \)Q 3’ -\°
& A N N < A @ Q &
v ‘\C‘ & w“ & <b’°°’ -‘&'} e,(‘é\ & ‘:Qq' & %Q% ((QQ oé\ N 5“ & \\‘9 & \\Q\) O
e R o“%\“\ﬁ’\\‘ /@\*‘\\“\‘\‘ W ¥
@ e &P RS e < Qo NG NS &
< _.p&: EOIRCIN N
of &
® Spatial mHuman Pose m Fusion

Figure 5.7: F1-score of spatial, human pose and 2 stream

From the Table 5.1, we can observe that the 2 stream CNN out-performs the spatial
and human pose stream by considering multiple modalities within the video. It also
showed that the potential of human pose stream in the video classification domain.
However, based the Figure 5.5, 5.6, 5.7, we can observe that the human pose only
helps to improve the performance of certain classes in the 2 stream architecture.
Classes such as the Archery, Baby Crawling, Balance Beam, Baseball Pitch, Bench
Press, Boxing Punching Bag, Juggling Balls, Jumping Jack, Jump Rope, Tai Chi,
Throw Discus, Volleyball Spiking, Walking With Dog, Wall Pushups and Yo-Yo (15
classes) are having a clearer human pose due to human within the video is are clear

enough to be detected which ended up with a better quality of human pose frames.

Figure 5.8: Raw frame and human pose frame for Archery action (g01_c02)
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Classes such as Band Marching, Basketball Dunk, Billiards, Ice Dancing and Punch
(5 classes) are remain unchanged compared to the performance of the spatial stream
and 2 stream architecture due to the spatial stream is able to extract enough
information from the raw frames for classification without the support of the human

pose stream.

For classes such as Basketball, Biking, Boxing Speed Bag, Tennis Swing, Trampoline
Jumping and Writing On Board, the human pose stream has worsened the
performance of the 2 stream CNN as most of the classes have a human position or
posture which is harder to be identity and detected and caused the human pose frames

turn into the noises that distract the performance of the network.

Figure 5.9: Raw frame and human pose frame for Archery action (g03_c06)

5.3 Transfer learning with pre-trained ResNet-50 model in CNNs
5.3.1 Spatial CNN
The performance of the spatial CNN is evaluated by using 2 scenarios:

i.  Training from scratch on the UCF-101 dataset
ii.  Using the pre-trained model as a fixed feature extractor on top of a new

Softmax classifier.
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Type of I. Trained from scratch ii. Pre-trained model as fixed
result / feature extractor
Type of
setting
Training acc
1.00
accuracy e
0.800 0.900
0.600 0.800
0.400 0.700
0.200 0.600
0 2 4 6 8 10 12 14 16 18 0 2 4 6 8 101214 16 18 20 22 24
Validation val_acc val_acc
0.550 0.830
accuracy 0450 0.810
0550 0.790
0.770
0.250
0.750
0.150 0730
0.0500 0.710
g 44 % -8 J0H2 415 18 0 2 4 6 8 101214 16 18 20 22 24
Training - loss
Loss L
3.00
1.20
200 0.800
L0 0.400
0.00 0.00
0 2 4 6 8 10 12 14 16 18 0 2 4 6 8101214 16 18 20 22 24
Validation val_loss val_loss
15.0 1.50
loss o
130
11.0
000 1.10
7.00 0.900
5.00
200 0.700
0 2 4 6 8 10 12 14 16 18 D 2 4 6 8 101214 16 18 20 22 24

Figure 5.3.1: Trained from scratch VS Pre-trained model

Figure 5.2 shows the accuracy and loss of the training and validation across epochs.

We can observe that the training accuracy of the spatial CNN with pre-trained model

is converges compared to the spatial CNN trained from.
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For the validation accuracy and loss, the spatial CNN with pre-trained out-performs
the model trained from scratch where it delivers a higher accuracy and lower loss. The
loss increases in the intermediate stage which shows that it is advisable to apply early

stopping.
Furthermore, we can deduce that model that trained from scratch suffers from
overfitting due to a high training accuracy and low validation accuracy. Using an

appropriate pre-trained model is an important factor that enables model to learn faster
and generalize better.

5.3.2 Human pose CNN

Training accuracy Training loss
acc loss
0.950 180
0.850
1.40
0.750
1.00
0.650
0550 0.600
0.450 0.200
0 10 20 30 40 50 60 70 0 10 20 30 40 50 60 70
Validation accuracy Validation loss
val_acc val_loss
0.700 laikl 14.0
0.500 10.0
0.300 500
0.100 200
0 "0 20 <0 4i 90 o0 70 0 10 20 30 40 50 60 70

Figure 5.3.2: Human pose CNN training, validation loss and accuracy

Figure 5.4 shows the that both the training accuracy and loss of human pose CNN

converge slower compared to the spatial. This is due to the following reasons:

e All the layers in the human pose CNN are set to be trainable
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e Differences between the ImageNet datasets and human pose frames

o Unlike the spatial CNN which only the last fully connected layer is

trainable, the human pose CNN has more weights and parameters that

required to updated when result in slower accuracy and loss

converging

o As the 2 datasets are very different from each other, the human pose

CNN requires more training time to learn the weights based on the

human pose frames as the weights are initialized by the ImageNet

datasets.

From Figure 5.3, we can observe that it is still outperformed the spatial CNN which

trained from scratch which shows that the cross-modality pre-training is beneficial for

our proposed human pose stream.

5.4 Average fusion of 2-stream CNN
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Figure 5.3.3: 2 stream CNN training, validation loss and accuracy
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From the figure above, we can observe that 2 stream CNN aslo required a longer
training as it has even more the weights to learn compared to the spatial or human
pose CNN.
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Chapter 6: Conclusion

6.1 Discussion

Our proposed multi-stream architecture with the spatial stream combined with a new
modality of the human pose by average fusion able to achieve better result than the
spatial stream alone while the human pose stream alone is not beneficial due to the
loss of the spatial information is critical. However, when both of the static visual
information and a series of human pose information are considered together, it able to
performed better classification than either stream alone which proved that the

importance of the multi-modalities processing within the video.

This paper has showed that the cross-modality pre-training on the human pose stream
with spatial stream weights able to alleviate the overfitting issue by using the weights

of the spatial model as the weights to initialize the human pose stream.

6.2 Future works

As this is a pilot study which trained and evaluated on the partial UCF-101 dataset
which consists of only 26 classes, full datasets with multiple splits can be considered

which consists of 101 classes and 3 splits.

The performance of the proposed human pose stream can be further analyzed on

different datasets such as the HMDB-51 datasets which consists of 51 classes.

The proposed human pose stream can be further extended by computing the optical
flow on consecutive human pose frames which fully eliminated the background
motion and only focused on the motion information of the foreground which

generated when human carried out the action.

Modification of the proposed architecture can also be considered such as applying the
LSTM RNN for longer motion information processing as the CNN can only handle
the short-term motion information which can further boost the performance in term of

the accuracy.
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mput. | (Mo, 2, 84, 2561

‘ epatial_nctivation_332: Activation

| ‘pose_activation_56: Actrvation

{None. 25, 25, 246)
Nowe. 55,5, 256)

(Noue, 55, 5, 256)
(Notie, 55, 55, 64)

outpir | (Noue, 5%, 55, 256)
put- | (None, €3, 55, 2%6)
‘ spatial_tes2c_branchza Com2D | a | pose_tes2e_brmch2a Com2D
output | (Nome, 53, 55_64)
i | (one. 55, 25, 64
spatal_bnle_branchis: [t T o ] pose_buc_branchlx

[T T 0one, 5555 640 |

| ontput | (Nome, 35, 55, ¢4) |

| avtput. | @one. 55, 55,64 |

[ S [ wput | (one. 535264 | [
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S
[ e samem. TR

mput._| (one, 53, 55, 64)
spatial_res2e_branchly Com2D .
ouput | (Sone, 35 55_64)

[ T vame, 55,25, 64) |
| cvtp: | done o) |

spatial_buze_branclizb:

w jone. 55, 8% 6
apatial ncraion 434 Actvation | 2P | O !
output. | {Nome, 55, 55, 64)

| (None, 53, 35, 64)
spatial_resZe_brncli2e: Com2D
oulput. | (None, 55, 55, 256)

[Tt [ 0vone. 55,
| ovput | (Noue. 55,

| spatial_bazc_branchc

spatial_add_83: Add | ot I"N""! 13, 33, 150), (oo,
[Compue. | {Mone, 33, 55, 256) |

spatial_nctivation_33%: Activaion

. mpul | (None, 35, 55, 256)
spatial_resa_branchza Com2D
output| (Noue. 2. 28, 128)

pose_activahon_37: Activahon
antput. | (Noue, 55, 55 64)

| oo

[
_branch2b Com2D
output | (o

pur | o

[t | one. 5555 54 |

‘ pose_buze_branchzb

| entput: | (onc. o4 |

pose_aclivation S8 Activation

ouput | (None, 5555 64)

(None, &

IR

| pose_res2e_brmehle: Com2D

(MNome, 55, 55, 64)
{(None, 55, 35, 256

pose_buzc_branchc

[ oot | o =5

| vpot | @ane.

| o 103

35, 246, (Nowe, 5%, 3%, 23] |
oo 5. 501 ]

| it |||Nnnz [0
ot

{Noue, 55, 55, 256)
{(Noue, 55, 55, 256)

nput
output

Jpose_activalion_59 Actrvation

\

pose_resha_branchZa Com2D

| pose_resda_brncht: Com D

| gt I(Nnm 28,15, 128)

epatial_boda_branchla [t oone <<

<0) |

| mput | (None. 28 28, 128) ‘

[oupee [ oowe. 5 )] spatial_res3n_branchl: Com2D |

output_| (one, 28, 28, 512) |

r—

[ [ wone. 25

| spatial_sctivaion_336: Activation

!

pose_activation_60: Activation

[t | 2¥one, 2
[ouput | ore.

None,

spatial_buda_braach [ e ] osome

.28 51 |

spatial_ree3a_branclitb: Comv2D
18,28, 128)

| ontput: | donc, 28 26, 212) |

L

[impue [ one, 26 25,123 |
[ output: | ome, 28, 25.128) |

spahial_brta_branehaly

spatial_netivatiou_ 337 Activation

[
outpul

(None, 28, 25 125}

spatial_resda_branchc: Conv2D
- Moue. 25 75 512)

[Cinput T avone, 2525512 |
|“outpur | 0vone. 25,25, 517) |

| cpatial bua branc

mput | (None, 28, 28, 125)
pose_resda_branch2b: Com2D
output | (one. 25 24, 126)

pose_bnda_braneh2b: Batelny

[Luwue | cone 26 25, 123 |

| ovput: | vome 2825 125 |

pose_activation, 51! Actation

pul. | A¥one. 28,28, 128)
output: | (None, 26, 25,128

pore_resda_braneh2c: Com2D

umut | (Noue, 28, 25, 128)

oulpul

(Mone. 5. 25 512)

[Cinput T agone. 2628, 812 |

pose bua branchlc

[Coutput | pvone, 25,23, 513 |

[Cawpue | vone. 25, 26, 5121, one, 25, 28,5120 |

[Cimpur [ tivone. 28, 28, 512), None. 25, 28, 5120 |
spatial_ndd_84: Add - pose_add_ 20 Add =
‘ output: | (Mone, 28, 28, 512) | ‘ output ‘ Mone, I8, 28, 512} ‘
ut | None, 26, 28, £12 it | None, 2 12
patil_actnation 433 Actwation [P | d pose._actvation 62 Actvaton || u
output | (Noue. 28, 15, 411) output. | (None, 18, 28, 512)

(None 1828, 511

spatial_res3b_branchZa: Com 2D
(None, 2, 28, 128)

‘ pose_resdl_branchla Comv2D

wput. | (Noue, 2318, $12)
output. | (None, 23, 25, 128)

[ avone. 26,28, 1280 |
|“ontput | avone. 26,28, 128 |

| spatial_brisb_brancliza

[ [ vone

pose_bulb_branchZa

[owper | o

(Noue, 23. 15, 128)

spalial_activation_330. Activation
- - (Noue, 28, 18, 128)

pose_activation_63: Activation

wput [ (None. 28, 25, 125)
output | (None, 28, 25, 125)

wput | (Moue, 28_ 18, 128)
oufpi: | (None, 28, 25, 126)

spatial_resib_brauch2b: Conv2Dy

| pose_resth_branchly Cow2D

l

[ | evone, 25,25 128 |
| outpar. | 0one, 28, 25, 128) |

| spatial_budb_branch2b

[ e | vome, 28, 28, 128) |

| pose_bisb_brancl2ty

gt | aone. 25,25 129) |

wpiit
spatinl_activation_30- Activation
output-

{Nome, 25, 28, 125)
(None, 28, 28, 128)

pose_achivalion_64 Activation

wput | (None. 28, 25, 125)
output | (NWone, 28, 25, 125)

iput. | (Noue, 28 15, 128)
ontput | (Noue, 25, 25, 312)

| spatial_res3b_branch2c Com2D

pose_resdh_branchle Cow2D

(None, 18 38, 128)
(¥one, 25, 25,

| wput: | oone, 25 25.512) |
| output- | @one, 25 2. 512) |

‘ spatial_butl_branclize:

pose_bulb_branchlc

[Ciput | vone, 25

| ontput | ione

|mmﬂﬂj‘ a ‘[ gt | [Hone. 3. 512), (Noue, 25,

(None, 28, 28, 12)

51 |

[ (05one. 35,28 512, @vome. 252

pose_add_21° Add I """ﬂ

(None, 18, 18, 512}

spatial_activation 341 Activation

i mpue: | Noue, 25, 25 212)
spatinl_yes3c_branchza Com2D
ouput: | (Noue, 25, 25, 126)

pose_activation 65 Activation

(None. 18,
(Hone. 25,

28,411

antpul

!

| pose_resic_brauchza: Com2D

-
oty
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pose_budc_branchza

| mput | éone. 25,28 128 |
| output | @done. 2328, 123 |

pose_activation 66 Activation

| pose_resic_branchzb: Com2D

ot | (one, 28, 28, 126)
ouput | (Noue, 25, 28, 129)

aput | e, 25, 25, 128)
squatial_resie_branch2ly. Com2D
oulpt | None, 15, 25, 128)

‘ spatial_bute_branchizb:

|t | asone. 25, 28 123 |
| oulput | (None, 28. 18, ux)|

| pose_bade_branch2b

[ it ] vone. 28. 23, 128) |
|u|l‘|llﬂ {(Nnm‘zﬂ,]ﬂ,]lﬂ)l

pose_activation 67 Activation

input | {None. 28, 26. 126)

spatial_resde_branchzc: ComzD
oulput | (None, 28, 25, 312)

pose_resie_branchle: ComaD

wput:_| (Noue, 25, 25, 125)
ouput | (Nowe, 25, 28, 5121

‘ spatial_buke_branclize

[ o | asone. 25, 28,512 |
| output | vone, 25. 28,412 |

pose_budc_branchze

[Cowar [ ovone, 25 25 512 |
| owtput | @¥one. 2523 512 |

(Nous. 26, 28, 512)] |

il 55 Ag || [¥one. 3. 26,51
B e (None, 28, 28, 512)

| spatial_activation 314 Activation

wput | (Nome, 28, 25, 512)

spatial_res3d_branchza Com2D
oulput | (Noue. 28, 26 128)

£12), (Noms, 28, 28, 512)] |

[ovupar | one, 25,28.512)

.

wgut._ | (Noue, 25, 28, 512)
output. | (Noue, 25, 28, 512)

.| tvone, 25, 35, 512)

pose_resdd_branchix ConyiD o
oupnt | (None, 25, 25, 125)

| mput: | ¥onc, 28, 26. 128) |
[ omp: | (ane. 25, 25 1201 |

| spatial_butd_branchzx

[ mpur: | one. 28, 28, 126) |
| ouput | @oue, 28, 28, 128) |

| pose_budd_branchix

pul | (Mowe, 25 28, 128)
oulput | (None, 15, 28, 125)

put._| Mowe, 2528, 128)
spatial_res3d_branchb: Com2D
oulpu. | M¥one. 25 25, 128)

| spatial_activalion_345 Activation

" 28,28, 128)
pose_sctivalion_g0- Actvation | 2P @ione, 2
output | (Mone. 28,28, 128)

gt | one, 28, 28, 128)
output: | (Noue, 28, 28, 128)

| pose_resdd_brawchZb: ComviD

[ wput | avone. 26, 28, 128y |
| utpue. | done. 28, 26, 128) |

| epatial_bakd_brneli2b:

[ it | done, 26, 26, 126 |
| output: | goue, 26, 26, 126) |

‘ pose_budd_branclh:

it | (None, 28, 25, 128)

spalial_activalion_346. Activation
autput: | (None, 28, 25, 128)

mput. | (None, 2825, 128)

spatinl_res3d_brache: Com2D
ouput | (None, 25, 28,312}

wput | (Mone, 18, 25, 128)

pose_activalion_70: Actvation
output | (Mone. 28,28, 128)

wput [ (None, 2828, 128)

pose_resdd_brawchze: ComviD
output | (None. 25, 28, 512)

| mput | ¥one, 28, 26 312) |
[ ouput: | (rlone, 28, 25, 512y |

| spatial_budd_branchze:

mput. | (Non, 26, 26, 512) |
output | {(oe, 28, 25, 512) |

| pose_budd_branelize I

[ | one, 5. 25,5121 o, 23,25, 3121 |

| spatil_add_E7: Add [Fouput | (Noue, 28, 28, £12)

| spatial_activation_H7: Activation

spatial_res4a_branchza: Com 20

pat._ [ one, 26
output | (None, 1414,

/

pose_add_23: Add

| it | [00me. 26, 26, 512), (None, 28, 28. £12)]
| | None. 28, 28, £12)

[ o, 25, 28, 511
pose_nctivaion_71: Actvaion [T O !
output; | (Noue, 25, 25, 512)

“\_\

-

| pose_resda_branchza: Comv2D

I pose_resda_branchl: Com 2D

oot | (onc, 28, 26, £12)
output: | (Mone. 14, 14, 1024)

]

[ oot | 0done, 13,14, 25) |

e | vome. 25,38, 5131 |

spatial_bnda_brancha

spatial_resda_branch. Couv2D
|mwpm ‘ (Noue, 14, 14, 2%6) ‘

output: | (None. 14, 14. 1024) |

ose_buda_branch

[ gt | oone. 14,14, 256) |
|ml'pnl ‘ Moue, 14, 14 2%6) ‘

| quatial_nctivation_M5: Actvation

oupit | (None, 14, 14, 256)

| (Nane, 14,14, 1%6)

T ewe | oo, 12,14, 10231 |

ot | (None, 14,14, 2%6)
pose_nctivation_72: Activation. pose_bira_branchl:
output | (Hone, 14, 14. 256)

[omput- | @one, 14,14, 1024) |

put 14, 14, 24
Ispam,mh,mnsl.:b ConvaD }—'M{ |=pahl]7hn»ln7hmmlll
output. | (None, 14,14, 2%6)

| spatial_boda_branchly

gt | (one, 13,1425 |

\
‘ output | (Noue, 14, IJ.!Snd

AN

‘ spatial_nctivation_HO: Activation

gt | (Hone, 14, 14, 256)
ovipat: | {Hone. 14, 14, 256)

| spatinl_resta_branchlc O

mput | (Noue, 14, 14 236)
outpt | (Noue. 14, 14, 1024)

| spatial_bnda_branch,

oot | ione 141310231 |

[
| outpuc | ione 1414, 1028 |

ot [ 0o, 3. 14,1028, o, 13,13, 10297 |

| spatinl_add_85: Add

[ “owpr | Mome, 14, 14, 10241
I

[ 1414, 1024) ot - 14,14, 2%)
[ ] odone | pose_resta_branchaty Comap || (ote
|ml'|ml {(Nnn., 14,14 mu)| output | (Nowe, 14 14 256)

T [ (iome. 1212259 |

‘ pose_buda_branch2b

| output | (Home. 14.14.2%) |

mpnt | (Mone. 14, 14, 256)

pose_setivation_73: Actrvation
oniput | (one. 14, 14, 2%6)

[ one, 1414, 256
| poss resta brachze; Comzp o | O !

outpat. | (None, 14, 14, 1024

T | Gione 14,13 10241 |

‘ pose_buda_branchze

[opor | Gione, 14,13, 10231 |

oot | [Oone, 13, 15,1028 o, 14: 14, 10287 |

pose_add_24: Add
[“output: | Mone, 14, 14, 1024)
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)

‘ spatial_nctivation_3%0 Activahion

mput | (Nowe 14, 14, 1024)
outpil | (Noue. 14, 14, 1024)

mput: | (None, 14, 14, 1024)

spatial_resdb_baaneh2a Conv2D
output | (None, 1414, 256)

T opwe [ oo, 13,14, 591 |
|

spatinl_budb_branchza
| omput | ¥ene, 14, 14,2561

put | (Hone 14, 14, 2%6)
output. | (Mone. 14, 14, 25)

mput. | (Noue, 13, 14, 256
spatial_tesdb_branch2b: Con2D
e utpt | (None, 14, 14, 256

T [ dvome 12,11 559 |
[ ouput | (one. 14,14, 256 |

epaial_activation_351° Actrvation

| quatial_bsdb_brach2b

mput | (None, 14, 14, 2%6)

spatial_nctivation_3%2 Activation
outpt. | (None, 14, 14, 256

wput | (Mone, 14, 14, 256)

spatial_resdb_bnanehe: ComaD
e outpul | (Mowe, 141410241

1

pose_activation_74 Actiation

wput | (Noe. 14 141020
output | (Mone, 14, 14.1024)

wput | (Mone, 14,14, 1024)

pose_sesdh_branchda: Comy2D
oulput | (None, 14, 14, 256)

‘ pose_birb_branchiza

Tt | i
|owput | one. 14,14, 256 |

ol - 14 14, 256
‘ e sctvtion 75 Atnion }L‘%{
owpni | (Noue, 14,14, 23)
i .1, 2%
pose_testb_lrancl2b: Com2D }L‘M{
— output | None. 14,14 25)

Tt | oue, 118,579, |
|Comtpue | 0vone, 14,14, 2%) |

pose_bidb_brmchzb

mput-_[ (Noue, 14, 14, 2%6)

pose_activation_76: Activahon
oupul. | (None, 14,14, 2%6)

it | (Mone, 14,14, 256

pose_resdb_branclize: ComvID
S cutput | (Hone, 14,14, 1024)

o |

Tt | o
| output | one, 1414, 1024 |

spatial_bidb_branch2c:

Tt dvome. 12,12 1038 |
[Coutput | rvome. 14, 14 1024y |

pose_bndb_branchlc:

| mpor | [e¥ene. 14. 14, 1024y, (None, 14,14, 1024)] |

spatial_add_89 Add
| output: | None, 14, 14, 1024)

| mput: [ [¥one, 14. 14, 1024), (Home. 11. 14, 1024)] |
[ | Mone, 14,14, 1020)

| pose_add_2% Add

wput [ (ome, 14,14, 1024
output | (None, 14, 14, 1024)

[ wput. | (Nowe, 14, 14, 1024)
spatial_restc_branchla Com2D
output | (None, 14, 14, 236)

| gt [:Nmu- 1 u,:m)|
| output: | evone, 14,14, 2%6) |

spatial_activation_333: Actvation

| epainl_budc_brancha

wput | (one 14,14, 256)

spatial_activation_334: Actvation
- - autput | (Noue. 14, 14, 256)

wput. | done, 14 6}

epatial_tesde_branch2ly Com2D
| - oulput | None, 14, 14, 250}

spatial_bidc_branchZb: l apot J fous, 14, “';‘ﬂ)l
- | outpur | oone, 14,14, 2%6) |

mpu | DNowe, 14,14, 256)
outpr: | (None, 14, 14, 256)

gt | (None, 14, 14, 256)

epatial_resdc_branchZe: ComD
oulput: | (Moue. 14, 14, 1024)

mput: | (Nome. 14, 14, 1024)
output | (None, 14,14, 1024)

| JUp—

wpat. | (o, 14, 11, 1024)

pose_resdc_branchla: Com2D
output | (None, 14, 14, 256)

| mput | vone, 14. 14, 256) |
[ompr | e, 13.12.250) |

pose_budc_branchza

ot | 0done, 14, 14, 236)

pose_nclivation_"8: Activation
- - output: | (None, 14, 14, 236)

wpnt. | (ous, 14, 14, 256)

pose_restc_branch2b: Comv2Dy
utput | (None, 14 14, 236)

[ mput | vone. 14, 14.256) |
[oupr | o, 19,12, 350 |

pose_bute_branchzb

mpul | (None 14,14, 256)
output | (o, 14, 14, 236)

gt | (Mone, 14, 14, 256)
pose_resdc_branchle: ComaD
output. | (one, 14, 14, 1024

| RS —

|t | vone, 14,14, 1024) |
[otpre | vome. 13,13, 1023 |

\ spalial_budc_branch2c

[ mpot | 0vone, 14.14. 1024) |
[[oopue | ome, 13, 13,1023 |

pose_bile_branclizc

spatial_add_50: Add

[Cpe: | [2d0ne, 14, 14, 3020), ¥one, 14,19, 1020)]

[ oupur | (Noue. 14, 14, 1024}

26 add [ gt T [¥one. 14,14, 10240), @Vone, 14, 14, 1020)] |
se_aild_26: 3
pose il [ (None. 14, 14. 1024) |

put_| (Nene, 14, 11, 1024)

Epatial_aclivation_356: Activation
| - - outpat. | @Tone, 14, 14, 1024)

wput._ | (None, 14, 14, 1024)
spaial_res4d_branchi2n. Com2D
outpnt | None. 14, 14, 256}

put._| (Noue. 11, 11, 1020)
output | None, 14, 14, 1024)

put | Qone, 14, 14, 1024)
pose_resdd_brancliZa ComviD
output | None, 14, 14, 256)

pose_activalion_S0. Ackvation

[ mput | (ome, 14, 14, 25 |
| ontput |mmm4 0

| epatial_budd_branchza

| ‘pose_biid_branchza

[ gt | one. 14. 14 2501 |
[ output. | Mone. 14, 14.256) |

input [ {Hone 14, 14, 2%5)

spainl_activation_337 Activation
oulput | (Nome, 14, 14, 26)

wmput. | Ddone. 14, 14, 25)
spatial_resdd_brancl2b: Com2D
ouput | (None. 14, 14, 256)

(Houe, 14, 14 1%6)
pose_actrvation_B1: Actiation
oulput. | (None, 14, 14, 256)

!

| pose_resdad_brmeh2b Conv2D

| mput: lmm. 14. 14, m)|
| owput | vone, 14. 14, 256) |

| spatial_budd_branchb

pose_badd_branch2l

| it “Nmu N.M.Z.‘o']l
| output | @one. 14 14 2%) |

[ None. 14, 14, 256)

g
spatial_nctivation_335: Activation
ouput | (Noue, 14, 14, 256)

gt | (None, 14, 14, 256}
cutput. | (Hone, 14. 14, 1024)

]

manclize: CouviD

mput. | (done, 14, 14, 25)
output | (Mone, 14, 14, 2%6)

wput | Mome, 14, 14, 25)
pose_restd_branclze: Conv2D
ouput | MNone, 14. 14, 1024)

| pose_activation_52: Activalion
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| it | (Noue. 14 14 1024) |

watinl_budd_branchle mput_| (None, 14, 14, 1024} |
pail betd ] | ovtput | ovone. 14,14 1024) |

pose_bodd_branch2e |
| output | pdone, 14, 14, 1024) |

‘ ol 91 ,\nnl gt [ [Noue, 14, 14, 1024). (None, 14, 14 1024)] |
T

g | o, 14.14.1028) |

o g | 2P [ [one L1 1020, Mone, 11,14, 10201 |
s~ | |

i oo, 1418 10780 |
] 2 w | oo
spatial_setivaion_359: Activaton | ot _{ B¥0Re. 14 14, 1024) pose_sctaion_33 Actvabon |—bor_| P00, 14 14, 1024
- - outpur | one, 14, 14, 1024) - - oupnt | (Nonc. 14, 14, 1024)
mput | (Mome, 14, 14 1024)

put | (Howe. 14, 14.1024)
epatial_resde_branchla Com2D pose_resde_branchly Com2D
output | (Nome. 14, 14, 216) output | (Home. 14, 14, 256)

[ gt [ ome, 14,14, 26) |
[oupn | iome. 18,1425 |

input | (Hone, 14, 14, 2%6)
‘ spital_bikde_branch2a [ [

[ | o, 15, 18.3%9)

| pose_bide_braneh2x

mput | (o, 14, 14, 236)

wput | (one. 14,14
spainl_activation_360: Activation pose_achvation_84- Actrvation
output | (None. 14, 14 256) o

(one. 14, 14

mput | (None, 14, 14, 2%}
output | (None, 14, 14, 256)

wt [ (Home. 14, 14 256
epatinl_resde_branch2b: Comv2D ot

output: | (Hone, 14, 14

pose_resde_branchzb: Con 2D

. 256) ‘

spitial_bide_branch2ly ]

[ pot | 0done 1313, 256 |

05¢_bine_branelizb [output | one. 14,14, 2%6) |

ot | Mome, 14, 14, 236)
2 pose_activition_85: Activation
ontput | (Nowe. 14, 14, 246)

it one. 1414 256
cpatal sesie_beanchize Comap [ | B "
output | MNome. 1414, 1020)

[T ] vone, 10101020 | . .
e | o v 151023 | pose_birke_branchie:

" T
‘ spitial_sctivation_31- Activation mput: | (one. 14, 14, 256)

output: | (None, 14, 14, 2461

iput | (None. 14, 14 256)
output: | (Noue, 14, 11, 1024)

pose_reste_branchc: Com 2D}

dnput | (None, 14 14 1024)
\w [ | |

[outpun | @eome 14,12, 10247 |

[Cput T (vone. 14, 14, 1024). (Mone, 14, 14, 1024)] |
[ “output | (None, 111110243 ]

ase_add_26: Add

il 2 92 Ad [ gt | [0¥0ne. 14, 14, 1024). (oe, 14. 14, 1024)] |
e | (None. 14, 11 1020)

n lone, 14, 14, 1024
[T — R L L )
output: | (Hone, 14, 14, 1024)

mput | (None. 14,14, 1024)
output | (None, 14, 14, 2%6)

wput | (Nane, 14 11, 10200
output | (None, 14, 14, 1024)

it 141,104
pose_resd{_branchza ComviD }—'M'
oulput | NNone, 14,14, 256)

[t | 0done, 14,14, 256) |
[ ot | 0one. 1114, 226) |

pose_activation_85 Activation

‘ spaial_tesdf_bianehiza: Com D

[Tt T 0done, 14,14, 256 |
| output | (one. 14,14, 2%) |

|r.,m|,|...atym.a.:a pose_bitf_branchza

nput | (None, 1414256

spalial_activation_%3 Aciivation pose_activation_37- Activalion
output. | (None, 14, 14, 256)

mput | (Noue, 14, 14, 256)
output | (Noue. 14, 14, 246)

ul | (None, 14, 14, 156) ul | (None. 14, 14, 26)
ol _restf_brmetzts Comzp v | O pose._pestf_branchiat: Comap |—rr| &
oulput | (Hone, 14, 14, 256) oulput | (Hone, 14, 14, 236)

‘ Fpatial_butf brnchizt

[T | sone, 13, 14,2561 |
[ ouput | pdone, 14, 14, 246) |

pose bt brauchzt:

wt | (Hone. 14, 14 2%
mput_| ! pose_activation_§5 Activation
output | (None, 14, 14 2%6)

nput | (MNone, 14. 14, 256)
spaial_res4f_branclize: Conv2D
output | (one, 14, 14, 1024)

[ put. [ bione, 14,14, 10247 |
| output | (toue 14, 1. 1024) |

nput. | (Noue, 14, 14, 136

epatial_activalion_364- Activation
output | (Noue, 14, 14. 256)

pose_resdf_brachze: Com2D.

nput | (Mone, 1414, 2%6)
output | (Nowe, 14, 14, 1024)

mipit: one. 14, 14, 1024)
|r|um,t~ur,b-~uu= [,m»e,n.uu.a.mm e T )]

[ ouput | done. 14,14, 1000) |

i one. 14, 14, 1024), (Noue, 14, 14 1024
spatal_add_03 Add I L |
| output | (None, 14, 14, 1024)

| mpu: | done, 14, 14, 1024). (one, 14,14, 10201] |

pose_add 20 Add
| ontput | (Hone, 14, 14, 1024)

wput._ | (Noue 1414, 1014)

squatinl_nctivation_363: Achvahion
output | None, 14, 14, 1024)

(Nome, 14, 14, 1024)
oulput. | (ome, 14, 14, 1024)

pose_nclrvation_89: Activation

wpt [ (Howe, 14, 14, 1024)

[ e vmti o

outpat. | (Nome. 7. 7. $12)

wpat. | Qdone, 14, 14, 1024)
pose_ressa_branchia: ComaD pose_ressa_branchl: Conv2D
output | (Mone. 7.7 412

it | (None. 7.7 512 i 1414 1004) i 12
spahial_buta_branchla ‘ e J ooe, J I spatial_resta_bramchl ConvD mput | (oue . ) pose_bu‘a_branchZa Batcl I P ‘ Glaue, 7, 7,312) J
‘ output ‘ None, 7. 7. 412) | output | (None 7.7, 2048) Inlllpm ‘ Mone. 12) ‘
u Mone_ 77312 at. | (None, 7,7, 2048)
spatl_sctivation_366: Actvation [ ¢ . pose_activation_9: Achvation pose_busn_brnchl: [eeet T |
output. | (Hone. 7.7 512 [“output- | done. 7.7, 20451 |
77,52 n 204 t 7,750
ot sttt Connap [0 [0 T ] [y [ Toone 700 ] [ s comap |20 ] S 7. 7515
oufput | (Nome, 7.7, 512) J output [ (None, 7,7, 2048) | output | (None, 7, 7, $12)
T [ [ 0] PR T |
e | outpet | pdone, 7.7 12y | - | output | iome. 77 112y |

it | one,
svatial actvation 367 Activation lm—l—l

it | (Noue.

|um activalion 91 Actvation
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[ put ] [evon
[outpur|

spatial add 04 Add

spatial_aelivation_3ob: Aclivation

/

spatial_ressh_branchiza: Conv2D

input_| (one 77 2048)
eutput | oue, 7, 7. 512)

o[ (Mone. 7.7 512) |
owpit | (Hone. 7.7.512) |

JRP— i

I

epalial_activation_¥69. Activation

512}

[
output | (None, 7. 7. 412}

spatinl_resst_branch2ly Com D

[ Vot T one. 7.7 012 ]
[t [ wvone, 7,751 |

| spatial_bash_bianclzb

spatial_nctivation_370. Activation

Iqml_ns.lu_wn:m Com2D

]

| et | vome. 7.7 2048) |
[ootpoe | vone. 7.7 30881 |

‘ spatial_bush_hranchle

[ mput | (None, 7,7, 2045), (Noue, 7,

spatial_add_95 Add

[ outpur | (one, 7,7, 2045)

imput: | {(Nome. 7. 7. 2045

spatinl_activation_371- Achvation
oulput | (Nome, 7,7, 2045)

- - | output: | (Kone. ™

pose_ressa_branchze: ComaD)

2018)

pose b braschte [t [ 0eue. 7.7, 20m) |
- | output: | (None, 7, 7, 2048) ‘

2048). (Nowe, 7. 7 2048)] |

[ wpur T tvone,
2043 ]

oo | (oae,

pose add 30 Add

, ut | (None. 7.7 201
pose_ictivalion_92: Acivation [ !

output | (Nome, 7.7, 245}

nput_| (None, 7.7, 2045

pose ressh_branchla: Com2T
- B output. | (Nowe, 7. 7. S12)

[t T one. 7.7, 502y
[[owpu: | 0ome, 7.7, 5125 |

wput | (Mone, 7,7, 512
output. | (None, 7. 7, 512)

. imput._ | (None. 7.7 412}
pose_resth_branchtb: ComiD
outpnt | (Fone, 7.7 312)

[Cimpue: T ¥one. 7.7, 512y |
I |

pose_activalion 93 Actvation

[—

wput | (More,

pose_activalion_94 Actvation
oulpot: | (Mone, 7, 7. 512)

pose_ressh_branclize: ComvzD

| nput |1'Nm|=. L7, 20M8)
Ium‘p\t |{Nam 7.7, 2048) J

pose_bush_branch2c

pose_add 31 Add [ T o
ot |

input | e,

pose_chivation_03 Actrvation
oulput| (Hone, 7.7, 2045)

gt [ (None. 7.7 2048
cutput | (None_ 7.7 £12)

spatial_ressc_branchZa Conv2D

gt | (None, 7.7, 2048)
output: | (Noue. 77512

pose_ressc_buanchza: Com2D

[T [ vone 7= 512y |
[“output | ovone. 7.7 512y |

| spatial_buse_branch

[Cogt ] one. 7.7 51 |
[“outpurt | 2one. 7.7 512y |

pose_bute_branch

]

spatial_nctivation_372: Activation

Noue. 7, 7. 512}

output

ot | (None, 7.7, 512)

spatial_ressie_branchdh Comv2D
output | (None, 77512}

I pose_activation_96: Activation

wt | (Home, 7.7, 312}

pose_reste_branchly ComvID
cutput | (Hone 77512}

Tt [ @iome7.7.513, |
[ output | avone.

| spatial_bnse_branchzb

Tt | ooone.7. 75137
oulpt: | (None, 2
[[oupe: | |

pose_bnfe_branch?ly

I epatial_activation_¥73: Activation

]

| spalial_ressc_branchZe: Comv2D

wput | Noue 7.7 512)
autpul. | (None, 7,7, 2045)

et | None, 7.7, 512)

pose_activation_97: Actiation
output. | (Hone, 7.7, 5120

]

pose_reste_branchle: Couv2D

wput | (Noue. 7. 7. 512
output. | o, 7,7, 2045)

oy [

|

| spatial_bntc_branch2e i

[—

e, [ vome. 7.7, 20351 |

oupul | (one. 7.7, 2045) | | ouput: | one. 7.7, 2048 |
apatil 484 55 Am’| put._ | [(Nowe. 7. 7. 2048), (None. 7.7 2048)] | post #0435 Add [t [ f0dome. 77 2048). (ome. 7.7 204 |
| output | None, 7, 7, 2048} J {umym J (None, 7, 7, 2048) |

| spatial_activalion_374: Activation

put | (Hone, 7,7, 2045

put | (None, 7,7, 2048)

pose_uctivation_98: Activation
(None, 7, 7, 2048)

2048)
. | Otone, 7.7, 2098 | ! [t T ovone. 7. 7. 205 |
spitial_avz_poot et | Gioue. 11,2098 | ‘ pose_mg_poal P [outpot: | avone. 11,2049 |

L5

l

‘ spatinl_flatte Flatten

wt: | (Moue, 1.1, 2045)

iy
antput | (Nowe. 2045)

wput | (one 1. 1, 2048}

pose_flatten: Flatten
output: | (Noue, 2048)

~—

input | (Noue, 2045)

spatial_onfpd_layer: Dense
" 1Pt output: | (None, 26)

wput_ | (None 2043

oulput_bayer. D
pee bover e et | pone, 351

[ -

put | [(Mone. 26). (None, 26)]
oulput Mone, 26
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1. O- 19 Os
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1

Junnan Li, Yongkang Wong, Mohan S.
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Publication
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"Medical Image Computing and Computer-
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Publication
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