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ABSTRACT 

 

 

THE EFFECT OF GLIA ON THE FORMATION OF RECURRING 

MOTIFS IN DISSOCIATED CORTICAL CULTURES 

 

 

 Kwek Meng Tee  

 

 

 

 

 

Repeating patterns of neuronal activity, a potential substrate of information 

and memory, have been observed in various cortical structures. Whether the 

genesis of these recurring spatiotemporal activity patterns – or also known as 

‘motifs’ – are the sole realm of neurons or are they also affected by glial cells 

in the networks remained an open question. To study the potential effect of 

glia in motif formation, the bursting activity in three types of cultures – high-

glial culture (HGC), low-glial culture (LGC), and glia-free culture (GFC) was 

examined. Bursts were clustered into different groups based on their 

spatiotemporal structures during the initiation phase, using an algorithm that 

has been shown to be effective in tracking recurring patterns in vitro. The 

analysis revealed motifs of bursts with distinct spatiotemporal activity patterns 

in all types of cultures at both young and mature stages, but with different 

propensity and precision of conservation. Meanwhile, the spatiotemporal 

structure of bursts and network synchrony were also affected by the presence 

of glia and its density in the cultures. These findings demonstrate the relevance 

and significance of glia in modulating the spatiotemporal activity patterns of 

neuronal networks.  
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CHAPTER 1 

 

INTRODUCTION 

 

One of the major goals in neuroscience is to understand information 

processing and storage in the brain. These complex brain functions have been 

explored using different approaches, ranging from studies of smaller brains in 

insects (Delcomyn, 1976; Fujita et al., 2013) to functional imaging using 

human models (Knutson et al., 2000; Zotev et al., 2014), all of which have 

yielded a great deal of fascinating information. A big drawback with these 

approaches, however, is that they are less amenable to observation and 

manipulation. In the current work, the capability of cell type manipulation in 

simpler in vitro networks was harnessed to gain greater insight into the role of 

glia in regulating the dynamics of spatiotemporal neuronal activity – including 

the recurring sequences of action potentials – a potential substrate of memory, 

information coding and retrieval, in the nervous system. 

 

Recurring spatiotemporal neural activities, or also known as motifs, 

have a long history of inquiry in vivo (Lee and Wilson, 2002; Villette et al., 

2015) and in brain slices (Ikegaya et al., 2004; Matsumoto et al., 2013). 

Recent studies reported that they also exist in self-assembled networks that are 

lacking of intrinsic architecture of the brain circuitry. Besides present in the 

spontaneous activity of the dissociated networks (Segev et al., 2004; Sun et al., 

2010; Schroeter et al., 2015), motifs of different spatiotemporal structures can 

also be induced using pharmacological agents (Baruchi and Ben-Jacob, 2007), 
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giving rise to a potential avenue for studying the repeating neural patterns in 

vitro. Up till now many different studies (Rolston et al., 2007; Raichman and 

Ben-Jacob, 2008; Yada et al., 2016) have been performed to unravel the 

underlying mechanisms of these recurring motifs, but the focus has been 

mainly on the neurons, as well as the networks that they formed. The role of 

glia, on the other hand, has been largely dismissed. 

 

Glia are the non-neuronal cells that make up about half the total 

volume of the nervous system. Because they are not electrically excitable, they 

were traditionally thought to provide primarily structural and metabolic 

support for neurons. Emerging evidence in the recent decades, however, 

demonstrated that glia are endowed with powerful mechanisms which enable 

them to participate in various signaling and regulation processes in the 

nervous system (Perea and Araque, 2010; Newman, 2015). Importantly, 

malfunctions of glia and impaired neuron-glia interactions have also been 

implicated to underlie various pathological diseases (Phatnani and Maniatis, 

2015; Kaminsky et al., 2016). Nonetheless, the effect of glia on the regulation 

of the spatiotemporal activity dynamics is not well-characterized. 

 

The present study aims to investigate how the spatiotemporal neural 

activity dynamics, particularly the recurring spatiotemporal motifs, are 

affected by glia. To allow for direct comparison on the effect of glia on 

neuronal activity, three types of cultures – high glial culture (HGC), low glial 

culture (LGC), and glia-free culture (GFC) were grown. These cultures were 

grown on multi-electrode arrays (MEAs) to enable long-term recording of 
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electrical activity from multiple sites of the networks. Analysis was performed 

to identify the propensity of the emergence of motifs in the spontaneous 

bursts, as well as their precision of conservation in the earlier (11-21 DIV) and 

later stages of network development (25-32 DIV). Besides, the effects of glia 

on the spatiotemporal structures of bursts and synchrony throughout network 

development were also examined. 
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CHAPTER 2 

 

LITERAUTRE REVIEW 

 

This chapter provides a description of the current electrophysiological 

techniques, and a brief review of the suggested mechanisms of motif 

formation, the motif detection techniques, and the proposed roles of glial cells 

in neuronal networks. 

 

2.1 Dissociated Neuronal Cultures on MEAs 

 

Dissociated neuronal culture represents a simplified biological model of the 

brain and had been utilized in many neurobiological studies over the past 

decades (Kamioka et al., 1996; Pasquale et al., 2008; Ju et al., 2015). It is well 

noted that although these cultures do not possess the 3-dimensional 

architecture of the intact brain, the connectivity between neurons is not 

random. Instead, the neurons can self-organize to form a small-world network 

(Rolston et al., 2007; Sun et al., 2010; Mok et al., 2012). At the same time, 

they also retain electrical, morphological and pharmacological properties of 

neuronal networks in vivo (Dichter, 1978; Jimbo and Robinson, 2000; 

Wagenaar, et al., 2005; Sibarov et al., 2016). Several techniques are available 

for measuring the electrophysiological activity of these cultured networks, 

among those include patch clamp, calcium imaging, and MEAs ⎯ each of 

which presents as a powerful technique for assessing neuronal activity. 
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The patch clamp offers the advantage for measuring single-cell activity 

including subthreshold events that are undetectable using the extracellular 

recording technique (Lampl et al., 1999). However, this technique fails to 

provide information about the spatiotemporal dynamics of neuronal networks 

as there is a limited number of cells  that can be patched at the same time 

(Reppel et al., 2004). Also, this technique is limited to short-term studies as 

neurons are invariably damaged through the intimate contact with the 

micropipette (Wagenaar et al., 2006).  

 

Studying population dynamics with single cell resolution is the major 

strength of the calcium imaging technique (Russell, 2011). This technique 

enables measurements of calcium dynamics of cells including those that do 

not fire action potentials but are electrophysiologically active, such as glia 

(Hirase et al., 2004; Russell, 2011). Nonetheless, this method provides only 

indirect observation of neuronal spikes with limited time resolution, as the 

induced calcium transients generally respond at an order of magnitude slower 

than the neuronal activity (Badura et al., 2014; Lock et al., 2016). Besides, the 

extraction of action potential from calcium signals was highly dependent on 

the image quality (Grienberger and Konnerth, 2012).  

 

The MEA is designed for measurement of the extracellular activity of 

neurons. As opposed to patch clamp, this technique enables recordings from 

large ensembles of neurons from the networks. Importantly, neurons are not 

destructed during recording due to the non-invasive nature of the technique, 

which allows the researchers to keep track of the neuronal activity over a long 
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time scale (Wagenaar et al., 2006; Sun et al., 2010; Bikbaev et al., 2015). The 

key disadvantage of this technique, however, is its inability to resolve signals 

at the cellular level (Rey et al., 2015). This technique is therefore suitable only 

for studies of population dynamics that are based upon multi-unit data instead 

of single-unit activities.  

 

2.2 Spontaneous Bursts and the Emergence of Recurring Motifs 

 

Spontaneous bursts were observed both in vivo (Luczak et al., 2007; 

Grienberger et al., 2014) and in vitro (Latham et al., 2000; Bikbaev et al., 

2015), suggesting their functional role in neuronal networks. It is also believed 

that neurons transfer information in the form of spontaneous bursts to enhance 

the reliability of communication between themselves (Izhikevich et al., 2003). 

 

Although a vast variety of burst structures and patterns was observed 

throughout the culture development, several studies have showed that the 

spatiotemporal structures of  spontaneous bursts were significantly repeatable 

(Lee and Wilson, 2002; Segev et al., 2004; Madhavan et al., 2005; Luczak et 

al., 2007; Rolston et al., 2007; Schroeter et al., 2015). Such repeating patterns 

of neuronal activity, or ‘motifs’ were robust that they remained for hours and 

were believed to serve as information substrate or memory templates in 

neuronal networks (Madhavan et al., 2007; Villette et al., 2015). 

 

Until now, several hypotheses have been proposed to account for the 

emergence of these recurring motifs, including intrinsic mechanisms of 
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neuronal circuits (Ikegaya et al., 2004), networks with different spatial 

morphologies (Raichman and Ben-Jacob, 2008), spontaneous emergence in 

self-organizing networks (Rolston et al., 2007; Sun et al., 2010), and 

sequential activation of neuronal sub-population (Yada et al., 2016). On the 

other hand, there were also studies which reported that these activity patterns 

could be altered by electrical stimulation (Madhavan et al., 2007; Pasquale et 

al., 2017), and can even be imprinted into cultures using chemical stimuli 

targeting at specific groups of neurons (Baruchi and Ben-Jacob, 2007), 

suggesting that the dynamical flow of neuronal information in the networks 

can be modified by external inputs.  

 

While the above studies have provided much useful insights towards 

understanding of the mechanisms that may lead to the emergence of recurring 

motifs, the focus has been mainly on neurons and the networks that they 

formed. Given that there is increasing evidence which showed that glia played 

an important role in modulating network activity (Pfrieger and Barres, 1997; 

Boehler et al., 2007; Feldt et al., 2010; Huang et al., 2015; Chever et al., 

2016), it is tantalizing to ask whether these non-neuronal cells also affect the 

spontaneous generation of recurring motifs in the networks.  

 

2.3 Methods for Identification of Recurring Motifs 

 

Various techniques have been developed and used for identifying the repeating 

motifs from the spontaneous network activity. A brief description of these 

techniques is presented here.  
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2.3.1 Spike Rate Characteristics  

 

Madhavan et al. (2005) identified repeating motifs based on the firing intensity 

of neurons in the bursting activities. The number of spikes that occur on each 

electrode within a burst was computed, and bursts with similar firing rate on 

individual electrodes were clustered together. Despite of its ease of 

implementation (Yamashita, 2005; Oyelade et al., 2010), the information about 

temporal delay between neurons is lacking. This method is therefore less ideal 

as the timing of neuronal firing is thought to encode information more 

effectively compared to spike rate (Mokeichev et al., 2007; Srivastava et al., 

2017). 

 

2.3.2 Correlation between Spike Trains  

 

Segev et al. (2004) and Yada et al. (2016) measured the similarity between 

constituent bursts based on the average correlations between their neuronal 

spike trains. Bursts with high similarity in the patterns of interneuron spatial 

correlations were clustered together and identified as a motif. Compared to the 

previous approach, this method demonstrates better resolution as temporal 

delay between neuronal spike trains was taken into consideration. However, 

the resultant correlations were strongly dependent on burst intensity and 

duration. 
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2.3.3  Template Matching Algorithm  

 

Template-matching algorithm has been shown to be effective in identifying 

recurring neural patterns both in vivo (Nádasdy et al., 1999) and in vitro 

(Rolston et al., 2007; Sun et al., 2010). The algorithm first searched for 

repeating spike sequences within a specific time window and marked them as 

reference templates.  These templates were then shifted throughout the 

recorded data and their recurrences were determined. This method provides a 

robust measure of the recurrence of spike sequences on the timescale of 

milliseconds to seconds.  A major drawback of this method, however, is that it 

is time-consuming, as one minute of multielectrode data would need about 

thirty minutes to analyze on a standard desktop computer (Rolston et al., 

2007). 

 

2.3.4 Activation Patterns  

 

In contrast to the previous methods which take into account the activity of the 

entire spike trains, Raichman and Ben-Jacob (2008) identified recurring motifs 

based solely on the first spike of neurons participating in the bursts. The 

latency between neurons during burst initiation was computed and used as the 

measure of comparison with other bursts. This idea of including only the 

neuronal activation pattern in the motif analysis has effectively reduced the 

spatio-temporal structure of the bursts, eliminating the bias given rise by the 

firing intensity of neurons and burst duration. Importantly, timings of the 

spikes has also been shown to be more precise in the starting point of the spike 
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trains, in both spontaneous (Luczak et al., 2007) and evoked bursts (Jimbo and 

Robinson, 2000).  

 

2.4 The Role of Glial Cells in Neuronal Networks 

 

Traditionally, glial cells were believed to play solely supporting roles in 

neuronal networks, such as guiding neurons to targeted areas (Powell and 

Geller, 1999), maintaining ionic balance (Schwartzkroin et al., 1998), and 

supporting energy metabolism homeostasis (Tsacopoulos and Magistretti, 

1996). There is increasing evidence in the recent years, however, which shows 

that glial cells, particularly astrocytes, play an active role in the modulation of 

neural activity. Although being unable to generate action potentials, glia affect 

the development of neurons by enhancing their synaptic efficacy (Pfrieger and 

Barres, 1997). They also exhibit calcium transients which can directly 

modulate the intracellular calcium dynamics in neurons (Newman and Zahs, 

1998; Takayama et al., 2009; Sasaki et al., 2014). Additionally, glial cells 

release gliotransmitters in response to neural activity, which allow them to 

involve in the integrative processes within neural networks (Anderson and 

Swanson, 2000; Yang et al., 2003; Zhang et al., 2003; Newman, 2015). More 

recently, they have also been implicated to participate in the modulation of 

synaptic plasticity (Eroglu and Barres, 2010; Stogsdill and Eroglu, 2017); an 

ability that was long thought to be possessed solely by neurons.  

 

Although the functional role of glia has now been recognized, their 

contribution to the spatiotemporal activity dynamics of networks is unclear. 
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By carefully manipulating the cell type in hippocampal cultures growing on 

MEAs, Boehler et al. (2007) showed that added astroglia altered the spike 

rates and characteristics of the network bursts. In a separate work, Feldt et al. 

(2010) analyzed the differences in the spatiotemporal dynamics of neurons 

grown with both high and low densities of glial cells and detected more 

consistent functional structures and higher synchronization in the activity of 

cultures with higher glial density. Similarly, Huang et al. (2015) reported more 

synchronized burst activity in neuron-glia mixed cultures compared to glia-

free cultures.  
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CHAPTER 3 

 

METHODOLOGY 

 

3.1 Cell Culture 

 

Dissociated cortical cultures were prepared from cortical hemisphere of E18 

embryonic rats (BrainBitsTM). First, cortical tissues were dissociated using 

0.25% trypsin at 37°C for 15 minutes and triturated using Hank’s balanced salt 

solution with 10% Equine serum. The dissociated cells were then centrifuged 

onto bovine serum albumin (1% in 1X PBS) at 150 x g for 6 minutes and the 

resulting pellet was resuspended in Neurobasal medium supplemented with 

2% B27, 5% Equine serum, and 1 mM Glutamax. Cells were diluted to 

achieve a final concentration of 4000 cells/µL and seeded in a 50 µL drop on 

central area of MEAs precoated with poly-ethylene-imine (PEI). All MEAs 

were covered with Teflon membrane to prevent microbial infection and to 

minimize medium loss via evaporation (Potter, 2001). 

 

Following plating, the cultures were divided into three groups and 

maintained under different conditions: the first group continued to grow in 

serum-supplemented medium to promote the proliferation of glia (high glial 

culture; HGC), the second group treated with the mitotic inhibitor, 1 µM Ara-

C on 8 DIV and grown in serum-supplemented medium to maintain a minimal 

number of glia (low glial culture; LGC), and the third group treated with 1 µM 

Ara-C 24 hours after seeding to restrict the glial growth and thereafter 
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maintained in glia-conditioned medium (glia-free culture; GFC). Glia-

conditioned medium was prepared by incubating serum-free medium with a 

confluent layer of glial cells (See Appendix A for details). In all cases, half of 

the medium was replaced every 4 to 7 days, depending on the changes in the 

color of the medium. 

 

3.2 Immunostaining 

 

To verify whether the treatment of Ara-C was successful in suppressing the 

growth of glia, immunostaining was performed. Cultures used for 

immunostaining were prepared on glass bottom dishes using the same protocol 

described in Section 3.1. On the days of experiment, the cultures were fixed 

with 4% paraformaldehyde for 10 minutes, followed by permeabilization with 

0.03% Triton X-100 for 5 minutes. They were then treated with 5% bovine 

serum albumin for 30 minutes to reduce the background. Subsequently, the 

cultures were incubated with the primary antibodies anti-MAP2 (chicken, 

1:1000) and anti-GFAP (mouse, 1:1000) at room temperature for 1 hour, 

followed by secondary antibodies Alexa Fluor 488 goat-anti-chicken (1:200) 

and Alexa Fluor 546 goat-anti-mouse (1:200) for 45 minutes. Lastly, they were 

counterstained with 1 µg/mL DAPI and mounted with Fluoromount. In 

between each step, the cultures were rinsed with 1X PBS for at least 3 times. 

Images were captured using a Nikon fluorescence microscope. 
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3.3 Data Acquisition 

 

Extracellular signals were recorded using MEAs which contain 60 titanium 

nitride electrodes arranged in 8 X 8 square grids (MultiChannel Systems 

(MCS); Figure 3.1). The diameters of electrodes were 30 µm with inter-

electrode spacing of 200 µm. Signals were amplified at 1100X and digitized at 

25 kHz using the MCS hardware. The data were stored for offline processing 

using custom tools developed in Matlab.  

 

Recordings were performed starting from the end of second week in 

vitro, when cultures constantly exhibiting spontaneous bursts. Each recording 

session lasted 30 minutes to 2.5 hours. 

 

3.4 Spike Detection 

 

To extract spikes or (multi-unit) action potentials, raw data traces were first 

high-pass filtered at 200 Hz. The threshold for spike detection was set at five 

times standard deviation of background noise on individual electrode. To 

accommodate for the drift in the noise level, the voltage thresholds of the 

electrodes were updated continuously (at every 3 minutes). 

 

Since extracellular neuronal waveforms are often multiphasic, putative 

spikes recorded in close succession need to be eliminated to prevent double 

detection of a single event. Therefore, only the highest peak within a ±1 ms 

time window was accepted as a spike. 
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(A) 

  

 

Figure 3.1: Extracellular recording using MEA. (A) MEA and the 

microscopic view of its central electrode area. (B) Micrograph of a 

dissociated neuronal culture growing on a MEA. Scale: 200 µm 

between electrodes.  (C) Example of a typical network burst. Each box 

represents an electrode in the MEA.   
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(B) 

 

 
(C) 

 

 

 

 

(Figure 3.1, continued)

50 µV 

2 sec 
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3.5 Burst Detection 

 

Spontaneous bursts were detected using an algorithm described by Wagenaar 

et al. (2005). Briefly, the activity of individual electrodes was screened to 

identify the time windows that contained at least four closely spaced spikes 

with a maximum inter-spike-interval (ISI) of 100 ms.  After these ‘cores’ were 

identified, the algorithm continued to search for spikes with ISIs less than 200 

ms on the same electrodes. The multiple individual electrode bursts that 

overlapped temporally constitute a network burst. 

 

3.6 Identification of Recurring Motifs 

 

A spatiotemporal motif is identified as a cluster of bursts (of a predefined size) 

that shared a similar activity propagation profile, as described by Raichman 

and Ben-Jacob (2008). This method is adapted in the present study as it was 

proven to be successful in identifying recurring spatiotemporal structures in 

previous works involving dissociated cultures (Mok et al., 2012; Pasquale et 

al., 2017). 

 

To begin with, a similarity index was computed between all pairs of 

individual bursts. These similarity indices were computed based on the 

latencies during which electrodes started to record bursts (Figure 3.2A; see 

Section 3.6.1 for details). This produced a similarity matrix with bursts 

arranged in the time sequence (Figure 3.2B). To identify bursts with similar 

propagation patterns, the sequence of bursts in the matrix were rearranged 
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using the hierarchical dendrogram method. This algorithm grouped bursts with 

the least Euclidean distance together, forming a new matrix with highly 

similar bursts located closely in the reordered sequence (Figure 3.2C). 

Subsequently, all burst clusters each containing Nclus consecutive bursts in the 

reordered matrix were identified, where Nclus was set as the square root of the 

total number of bursts (𝑁𝑐𝑙𝑢𝑠 = √𝑁𝑏𝑢𝑟𝑠𝑡). Each of this cluster was represented 

by the mean latency of its active electrode pairs across individual bursts, with 

the mean latency of electrode pair ( ),, ji  tmean (i,j) in each set of cluster defined 

as: 

𝑡𝑚𝑒𝑎𝑛(𝑖, 𝑗) =
1

𝑁𝑐𝑙𝑢𝑠
∑ 𝑡𝑘(𝑖, 𝑗)

𝑘∈𝑠𝑒𝑡

 

The mean similarity within the set of burst cluster, Sset, was then evaluated by: 

𝑆𝑠𝑒𝑡 =
1

𝑁𝑐𝑙𝑢𝑠
∑ 𝑆𝑏𝑢𝑟𝑠𝑡(𝑡𝑘, 𝑡𝑚𝑒𝑎𝑛)

𝑘∈𝑠𝑒𝑡

 

 The burst cluster with the highest mean similarity was determined to 

be the first motif. To ensure that the subsequent motifs were well-defined from 

the previously determined motifs, all clusters that contained bursts belonging 

to the previously detected motif or with bursts showing higher similarity with 

the selected motif than the lowest similarity within the motif itself were 

removed.  These steps were then repeated iteratively to search for additional 

motifs from the remaining clusters. 

 

To avoid bias caused by variation in the Nclus, analyses for the motifs 

were based upon a fixed number of consecutive bursts (𝑁𝑏𝑢𝑟𝑠𝑡 = 80) from 

each culture. Only bursts spanning at least 20 electrodes were included in the 

analysis.  
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(A) 

 

 

  

(B)  
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(C) 

 

 

 

 

(D) 

 

 

 
(Figure 3.2, continued) 
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3.6.1    Determination of Time Threshold  

 

The similarity index between bursts m and n, 𝑆𝑏𝑢𝑟𝑠𝑡(𝑚, 𝑛), was computed 

based on the relative difference in the first spikes timings on all electrode pairs

( )ji, : 

𝑆𝑏𝑢𝑟𝑠𝑡(𝑚, 𝑛) =
1

𝑁𝑒𝑙𝑒(𝑁𝑒𝑙𝑒 − 1)
∑𝐻(𝑡ℎ − |𝑡𝑚(𝑖, 𝑗) − 𝑡𝑛(𝑖, 𝑗)|

𝑖≠𝑗

) 

where H represents the Heaviside step function; th represents the time 

threshold, and 𝑁𝑒𝑙𝑒  represents the number of electrodes that participated in 

both bursts.  

 

From the above equation, it is notable that the similarity values were 

largely dependent on the value of th, the free parameter that determines the 

minimal accuracy in the delays between two electrodes.  To identify the 

suitable th, a range of value ranging from 5 to 30 ms was tested and the 

changes in the similarity values were observed. As expected, the similarity 

between bursts increased with higher th, and the different activation patterns 

were not distinguishable with th greater than 10 ms (Figure 3.3). Hence, th 

was set to be 10 ms. 

 

3.7 Network Synchrony  

 

Network synchrony was quantified by performing cross correlation on the 

spike trains of all electrode pairs (Penn et al., 2016). First, all the spike trains 
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(A)                        th = 5 ms 
 

 

(B)                        

 

th = 10 ms 

 

Figure 3.3: Variation in the similarity between bursts with time threshold. 

Images of reordered similarity matrices for the original matrix in Figure 

3.2B, using four different threshold values: (A) 5, (B) 10, (C) 20 and (D) 30 

ms. Each cluster marked with ‘]’ at the right of the matrix is identified as 

a motif. The matrices are colored following the bar at the right. 
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(C) th = 20 ms 
 

 

(D)                         

 

th = 30 ms 

 

 

(Figure 3.3, continued) 
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were chopped into segments of 60 seconds. For each of the segment, 

correlation analysis was performed on all the electrode pairs and the peak 

correlation value for each pair of the electrode was extracted. The level of 

network synchronization was then determined by averaging across all the 

cross-correlation peaks. 

 

3.8  Analysis of the Spatiotemporal Structure of Bursts 

 

3.8.1 Burstiness Index (BI) 

 

BI was defined as the fraction of spikes occurs in the bursts (Tropp Sneider et 

al., 2006), obtained by dividing the number of spikes contained in bursts by 

the total number of spikes. If BI is closer to 1, most of the spikes occur in the 

bursts and vice versa. 

 

3.8.2 Burst Onset Phase, Burst Offset Phase, and Burst Duration 

 

The burst onset phase (time taken for the burst to spread throughout the 

network), burst offset phase (time taken for the burst to be extinguished), and 

burst duration were computed according to Madhavan et al. (2007). Briefly, 

burst onset phase was the time taken for the network firing rate to increase  
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Figure 3.4: Burst onset phase, burst offset phase and burst duration of a 

burst in ASDR graph. 

 

from 20% to 100% of peak ASDR, while burst offset phase was the time taken 

for the network firing rate to drop from 100% to 20% of peak ASDR. The 

burst duration was the duration between burst onset and offset phase (Figure 

3.4). 

 

3.9 Statistical Analysis 

 

Differences in the mean burst similarity between culture groups were analyzed 

using the independent Student’s t-test of the Statistical Package for the Social 

Sciences (SPSS) program. A significance level of 0.01 was used in this study. 
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CHAPTER 4 

 

RESULTS 

 

4.1 Regulation of Glial Density  

 

Figure 4.1 shows the immunostaining images of cultures from the three 

different preparations. It is notable that the glial density was greatly reduced 

with the addition of Ara-C. The glial density was remarkably higher in HGC 

compared to LGC while there was nearly no glia observed in GFC, in both 11 

and 25 DIV.  

 

The density of neurons, on the other hand, was similar across the 

preparations in early days of culture but was slightly reduced in GFC towards 

the later stage of development, in agreement with the previous studies that glia 

is necessary for long-term neuronal survival (Boehler et al., 2007). 

Importantly, the neuronal processes appeared to be intact in all cultures, 

indicating that the preparations were healthy.  

 

4.2 Effects of Glia on the Formation of Recurring Motifs 

 

To investigate whether the spontaneous generation of recurring motifs is 

affected by glia in the networks, neuronal bursts from cultures of different 

preparations were recorded and analyzed (see Methodology). Two 



 

 

 
Figure 4.1: Immunostaining images of HGC (left), LGC (middle) and GFC (right) at 11 DIV (first row) and 25 DIV (second row). 

Neurons were labeled with anti-MAP2 (green), glial cells were labeled with anti-GFAP (red) and all were counterstained with DAPI 

(blue). Combined images of neurons and glia are shown in lower right of each panel. Scale bar: 50 µm. 

2
7
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Table 4.1: Comparison of recurring motifs in HGC, LGC, and GFC at 

both young and mature stages. 

 
Number 

of culture 

Fraction of culture 

displaying motif 
Number of motif 

Young Mature Young Mature 

HGC 11 1.00 1.00 1-3 1-2 

LGC 11 0.91 1.00 0-3 1-2 

GFC 11 0.18 0.91 0-2 0-3 

 

observations are apparent from the analysis (Table 4.1). First, distinct motifs 

were detected in cultures from all preparations, albeit of lower probability of 

occurrence in GFC. This indicates that recurring activity pattern is a general 

property of neuronal networks which could manifest itself in the presence or 

absence of glia. Second, the fraction of cultures displaying motif increased 

with culture age in both LGC and GFC, implying that the emergence of 

repeating motifs was enhanced with the maturation of neuronal networks but 

not glia.  

 

 

While the above analysis showed that glia has no impact on motif 

formation, the mean burst similarity of all detected motifs from three culture 

groups was further computed and compared. The analysis revealed that the 

motifs in HGC were significantly more conserved compared to those from the 

other two groups at the earlier stage of development (p<0.01). The precision of 

conservation of the motifs in LGC, however, increased and became 

comparable to that of HGC as the cultures grew older (p=0.32). These results 

suggest that while glia was not necessary for the spontaneous generation of 

motifs in the networks, they were crucial for the generation of high-precision 

motifs (mean burst similarity > 0.7). Also, the genesis of these high-precision 

motifs at the earlier stage of development was highly dependent on the density 
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Figure 4.2: Comparison of mean burst similarity of electrode activity 

among HGC, LGC and GFC. Data shown are mean±SEM. ** p<0.01, 

independent Student’s t-test. 

 

 

of glia in the networks (Figure 4.2). The same was not observed at the later 

developmental stage, presumably because neurons played a more dominant 

role in regulating network activity patterns as the cultures matured.  

 

4.3  Formation of Recurring Motifs in Cultures of Reduced Neuronal 

Density  

 

The density of neurons in GFC was slightly lower compared to HGC and LGC 

at the later stage of development (Figure 4.1), and it is therefore unclear 

whether the precision of motif is also affected by neuronal density. To verify 

this, experiments were repeated using cultures with reduced neuronal density 

(half of that of the original cultures). In half of these cultures, glia were 

allowed to grow freely (low density high glial cultures (LDHGC); n=7) while 

the other half was treated with Ara-C on 8 DIV to keep a low number of glia 

(low density low glial cultures (LDLGC); n=6). The similar trend that was 
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(A) 

 
  

 
 

(B) 

 

 

Figure 4.3: Effects of reduced neuronal density on spatiotemporal motifs. 

(A) Micrographs of culture with original neuronal density (top) and 

reduced neuronal density (bottom). (B) The mean burst similarity of the 

motifs developed in LDHGC and LDLGC. Data shown are mean±SEM. 

** p<0.01, independent Student’s t-test. 
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exhibited in HGC and LGC was observed (Figure 4.3B). All the networks with 

reduced neuronal density displayed recurring motifs, and that the mean burst 

similarity of LDHGC was significantly higher than LDLGC at young but not 

mature stages (young: p<0.01; mature: p=0.65). This confirmed that glia 

enhanced the spontaneous generation of recurring motifs independently from 

neuronal density. 

 

4.4 Effects of Glia on the Spatiotemporal Structure of Bursts and 

Network Synchrony 

 

To gain more insight into the effects of glia on the network activity, the level 

of network synchronization as well as the spatiotemporal structure of bursts 

arising from the three groups of cultures throughout network development 

were further compared. The effects of glia on some of these parameters have 

been addressed in earlier studies (Pfrieger and Barres, 1997; Feldt et al., 2010; 

Huang et al., 2015), but were based upon comparisons either between neuronal 

cultures in the presence/absence of glia or between cultures of high/ low glial 

density. In the following section, changes across three types of cultures were 

(HGC, LGC, and GFC) compared.   

 

4.4.1  Burst Rate and Interburst Interval 

 

All cultures were dominated by bursting activities at the second week in   

vitro, with similar increasing trend observed across the three culture groups 

throughout development. As shown in Figure 4.4A, the propensity of bursting 
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was not affected by glial cells, in agreement with Boehler et al. (2007). The 

duration of interburst interval steadily decreased as the cultures matured, but 

showing no noticeable difference among the different culture groups (Figure 

4.4B). 

 

(A) 

 

 

(B) 

 

 

Figure 4.4: Developmental changes of (A) burst rate and (B) interburst 

interval in cultures. Every point from (A) denotes a value from an 

individual culture, and every point from (B) denotes a value from an 

individual burst. The lines represent the interpolated average.  
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4.4.2  Level of Burstiness 

 

To examine the global behavior of the networks, including the activity outside 

the bursts, BI of the three culture groups was computed. The analysis showed 

that the level of burstiness fluctuated somewhat throughout development, but 

was in general higher in HGC and LGC (Figure 4.5), in agreement with Huang 

et al. (2015).  

 

 

Figure 4.5: Development of burstiness index in cultures. Every point 

denotes a value from an individual culture and the lines are interpolated 

average.  

 

4.4.3  Burst Size 

 

While the burst rate was relatively similar across the three culture groups, the 

size of the bursts was considerably different. The formation of large-size 

bursts was enhanced in cultures of high glial density, as reflected by (1) 

number of constituent spikes contained in the bursts and (2) number of 

participating electrodes in the bursts (Figure 4.6). 
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(A) 

 

 

(B) 

 

 

Figure 4.6: Development of burst size in cultures. (A) Number of spikes 

per burst. (B) Number of participated electrode in a burst. Every point 

denotes a value from an individual burst and the lines represent the 

interpolated average.  

 

4.4.4  Burst Onset Phase, Burst Offset Phase, and Burst Duration 

 

The burst onset and offset phases were remarkably longer in GFC compared to 

the other two groups of cultures throughout development (Figure 4.7), 

indicating that the propagation of burst activity was greatly enhanced by glial 

cells. Similarly, the total duration of bursts were substantially longer in GFC  
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(A) 

 

 

 

(B) 

 

 

Figure 4.7: Development of burst shapes in cultures. (A) Burst onset 

phase. (B) Burst offset phase. (C) Burst duration. Every point denotes a 

value from each burst and the lines are interpolated average.  
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(C) 

 

 

(Figure 4.7, continued) 

 

 

compared to HGC and LGC (Figure 4.7C). 

 

4.4.5  Network Synchrony 

 

Large-scale synchronized events are the characteristic activity of dissociated 

cultures, but the level of synchronization of network activity varied with 

culture type and age (Figure 4.8). To quantify the synchronization among 

activities of the different electrodes, cross-correlation analysis was performed 

(Figure 4.9). HGC showed significantly higher degree of network 

synchronization compared to GFC, in agreement with previous study (Huang 

et al., 2015). In contrast with Feldt et al. (2010), however, no substantial 

difference was observed in the network synchrony between HGC and LGC.    

 

 
 



 

 

 

Figure 4.8: Development of spontaneous activity in HGC (left), LGC (middle) and GFC (right) at young (top) and mature stages 

(bottom). Each figure showed the ASDR and the simultaneous raster plot with respective culture. Insets are the magnified view of a 

single burst. 

3
7
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Figure 4.9: Development of neuronal synchrony in cultures.  Every point 

denotes a value from individual culture and the lines are interpolated 

average. 
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CHAPTER 5 

 

DISCUSSION 

 

5.1 Discussion 

 

The presence of precisely timed spatiotemporal patterns in the cultured 

networks activity has been proposed in previous works (Ikegaya et al., 2004; 

Rolston et al., 2007; Sun et al., 2010; Yada et al., 2016), asserting the idea that 

they are a general property of self-assembled networks that do not require the 

intrinsic brain architecture. However, all these studies were performed using 

cocultures of neurons and glia, and it is therefore unclear whether the genesis 

of these activity patterns is the sole realm of neurons, or also affected by the 

glial cells in the networks. In the present study, the activity dynamics of three 

types of cultures – HGC, LGC, and GFC were compared, in order to delineate 

the role of glia in the above context.  

 

Various techniques have been developed to identify these hidden 

spatiotemporal structures in the networks, each based on a primary criterion. 

The technique adopted in the present work was based upon the latency of the 

first spikes on every electrode in the bursts (Raichman and Ben-Jacob, 2008), 

in order to prevent bias caused by the large variations in the burst size and 

duration (see Section 4.6). However, instead of using neuronal data as in some 

studies, the analysis was performed using electrode data, as multi-unit 

activities from biological networks were shown to be more robust and reliable 

(Supèr and Roelfsema, 2004; Stark et al., 2007; Mok et al., 2012). 
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Regardless of the presence/absence of glia and their density, most of 

the cultures that were examined showed the presence of motif(s), but with 

different propensity and precision of conservation. Since the current measure 

tracked motifs of similar initiation patterns and transmission of spike activity 

is mediated by network connectivity, the results suggest that glia may have 

modulated the formation of spatiotemporal motifs through regulation of the 

anatomical and functional connectivity of the networks. The increased 

variance in the initiation patterns of GFC compared to the other two groups 

also suggest that neuron-glia interactions play a critical role in modulating 

network activity, although many of the effects were also attributed to the 

soluble factors produced by glia (Yang et al., 2003; Jones et al., 2011). Despite 

the differences, one common trend was observed across the different groups of 

cultures – the number of motifs was small compared to the amount of possible 

activation sites in the arrays – suggesting that the loci of burst initiation in 

uniform cultures were rather localized.  

 

It was proposed that the spontaneous formation of repeating 

spatiotemporal motifs reflects the inherent neural mechanisms associated with 

learning and memory (Madhavan et al., 2007; Villette et al., 2015). The higher 

precision of conservation observed in the spatiotemporal motifs in HGC and 

LGC may therefore point to the importance of neuron-glia interactions in 

enhancing memory formation in the networks. The current experimental 

setting with varying glial density could serve as a useful platform for studying 

memory encoding mechanism at a population level. 
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Previous work had demonstrated on the modulation of neuronal 

activity dynamics by glia, including their spiking and bursting characteristics 

(Newman and Zahs, 1998; Boehler et al., 2007), synaptic efficacy (Pfrieger 

and Barres, 1997; Oliet et al., 2001; Araque and Navarrete, 2010), and 

synchronicity of network activity (Feldt et al., 2010; Huang et al., 2015), most 

of which through comparison of the activity of cultures with and without glia. 

In the current study, the differences in the activity dynamics of HGC and GFC 

was examined throughout the network development, in terms of their 

spatiotemporal patterns of bursts and network synchrony. Beyond that, notable 

differences were also observed in some of the network parameters between 

HGC and LGC, highlighting the importance of glial density in regulating 

network activity. 

 

5.2 Future Directions 

 

Further work can be performed to better understand the role of glial cells in 

the regulation of spatiotemporal activity dynamics of neuronal networks. 

Several potential ones are listed below.  

 

5.2.1 Calcium Buffering 

 

Calcium ions were known to be active signaling molecules in the neuronal 

system, which are important not only for intercellular communications among 

neurons (Penn et al., 2016), but also glial cells (Hirase et al., 2004; Russell, 

2011). To better understand how glia regulate the spatiotemporal activity 
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patterns of neuronal circuits, one can modulate the calcium activity of glial 

cells. This activity can be inhibited through injection of calcium chelators that 

buffer intracellular calcium ions. In contrast, calcium signals can also be 

induced using caged calcium reagent. 

 

5.2.2  Optogenetic Glia Manipulation 

 

The optogenetic technique has previously been used to manipulate neuronal 

activity. Recent studies suggested that this cutting-edge technology can also be 

applied to selectively activate/ inhibit glia in the brains of living animals (Cho 

et al., 2016), allowing investigation of the in vivo role of glial cells in the 

nervous system. The current work can be extended using animal models to 

study changes in the neuronal activity dynamics in response to manipulation 

of glial activity through optogenetic stimulation, and to verify the findings of 

the current work in the in vivo setting. 
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CHAPTER 6 

 

CONCLUDING REMARKS  

 

The role of glial cells in the generation of recurring motifs has been studied 

using dissociated cortical cultures growing on MEAs. It is shown that 

recurring activity pattern is a general property of self-organizing neural 

networks which could develop even in the absence of glial cells. Nevertheless, 

glial cells were critical for the generation of high-precision motifs, and the 

genesis of the latter at the earlier stage of development was very much 

dependent on the density of glia in the networks. Besides, the findings of the 

current study also showed that neuro-glia interactions and the density of glia in 

the networks have profound effects on the spatiotemporal patterns of bursts 

and network synchrony.  
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APPENDIX A 

 

CELL CULTURING AND IMMUNOSTAINING PROTOCOLS 

 

This section provides the details of the cell culturing and immunostaining 

protocols used in this study. 

 

Cell Dissociation 

 

Dissected cortical tissues from E18 Sprangue Dawley Rat (BrainBitsTM) were 

transferred into recently thawed 0.25% trypsin. After enzymatic digestion for 

15 minutes at 37˚C, they were transferred into Hank’s balanced salt solution 

with 10% Equine serum and mechanically triturated by 10-15 passes through a 

1 mL pipette tip, in sets of 3. Between each set, the clumps were let settled 

down and the suspended cells were transferred to a new sterile tube. Then, the 

dissociated cells were centrifuged onto bovine serum albumin (1% in 1X PBS) 

at 150 x g for 6 minutes and the resulting pellet was resuspended in serum-

supplemented medium. Cells were diluted with serum-supplemented medium 

to achieve a final concentration of 4000 cells/µL. For the cultures of reduced 

neuronal density, the cells were diluted to a final concentration of 2400 

cells/µL. 
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Preparation of MEA Surface 

 

The MEAs were first cleaned with 2% Tergazyme solution for 30 minutes and 

rinsed thoroughly with double-distilled water (ddH2O). After rinsing, the 

MEAs were autoclaved at 121 ˚C for 20 minutes. The MEAs were then left to 

air-dry inside the biosafety cabinet. Following this, they were added with 750 

mL of PEI solution each and kept at 37 ˚C incubator for overnight incubation. 

On the subsequent day, after the PEI was withdrawn, the MEAs were washed 

with sterile ddH2O for at least 3 times, with 1-2 mL each time. They were left 

inside the biosafety cabinet until they were completely dry. All the MEAs 

were exposed to UV for 15 minutes before use. 

 

Preparation of PEI Solution 

 

To prepare PEI solution, 0.05% PEI (volume/volume) was mixed with borate 

buffer solution (3.1 g boric acid and 4.75 g borax in 1 L ddH2O, pH 8.4). The 

PEI solution was filtered-sterilized at 0.2 µm before adding to MEAs.  

 

Cell Plating 

 

The cell suspension was mixed thoroughly with a vortex mixer for 10 seconds. 

Then, the cells were seeded in a 50 µL drop on central area of MEAs 

precoated with PEI. All MEAs were covered with Teflon membrane and 

incubated at 37˚C, 5% CO2 for 2 hours to allow the cells to attach to the 

substratel. After 2 hours, 1 mL of serum-supplemented medium was added to 
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each MEA. 

 

Cell Maintenance 

 

On DIV 7, half of the medium in HGC and LGC was replaced with the same 

amount of serum-supplemented medium, whereas half of the medium in GFC 

was replaced with the same amount of glial-conditioned medium. In the 

subsequent medium replacement, similar changes were carried out on every 4 

to 7 days to all culture groups, depending on the color changes of the medium. 

 

Preparation of Serum-supplemented and Serum-free Medium  

 

The following table described the recipe for serum-supplemented and serum-

free medium. 

 

Reagents Quantity (mL) 

 Serum-supplemented 

medium 

Serum-free  

medium 

Neurbasal medium 45 47.5 

Equine serum 2.5 - 

Glutamax 0.13 0.13 

B27 1 1 

 

 

Preparation of Glial-conditioned Medium  

 

Glial-conditioned medium contained glial-secreted factors that can partly 

mimic the effect of glial cells and has been shown to be important in 

maintaining the and neuronal health of GFC (Boehler et al., 2007). To obtain  
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Figure A: Phase contrast micrograph of a purified glial culture at fourth 

weeks in vitro. Scale bar: 100 µm.  

 

glial-conditioned medium, cortical tissues of E18 embryonic rats were 

dissociated using the same protocol described above. The dissociated cells 

were resuspended in Neurobasal medium supplemented with 5% Equine 

serum and 1 mM Glutamax. The cell suspension was then diluted to 7500 

cells/ mL and plated on 25 cm2 culture flasks. Once the glial cells formed a 

confluent layer (Figure A), a full serum-free medium change was performed 

and the medium was collected after 24 hours.  

 

Immunostaining 

 

The final concentration of cells used for immunostaining experiments was 300 

cells/µL. Cells (in 200 µL suspension) were added and spread evenly on the 

central area of glass bottom dishes that had been pretreated with PEI, and 

maintained in their respective medium. On the days of experiment, the 

cultures were washed with 1X PBS twice to wash away the floating residuals. 

The cultures were then fixed with 250 µL of 4% paraformaldehyde for 10 

minutes. After washing the paraformaldehyde with 1X PBS three times, the 

cultures were permeabilized with 250 µL of 0.03% Triton X-100 for 5 
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minutes. The cultures were then washed with 1X PBS thrice and treated with 

500 µL of 5% bovine serum albumin for 30 minutes to reduce the background.  

 

Subsequently, the bovine serum albumin was removed, and the 

cultures were incubated with 200 µL of primary antibodies (mixture of anti-

MAP2 (chicken, 1:1000) and anti-GFAP (mouse, 1:1000) in 1X PBS) at room 

temperature for 1 hour. The cultures were then washed with 1X PBS three 

times for 5 minutes each. This is to ensure that the excessive primary 

antibodies were removed to reduce background fluorescence. The cultures 

were exposed to 200 µL of secondary antibodies (mixture of Alexa Fluor 488 

goat-anti-chicken (1:200) and Alexa Fluor 546 goat-anti-mouse (1:200) in 1X 

PBS) at room temperature for 45 minutes. The incubation was performed in 

the dark. The cultures were then washed with 1X PBS three times for 5 

minutes each to remove any excessive secondary antibodies. They were 

counterstained with 200 µL of 1 µg/mL DAPI for 1 minute and washed with 

1X PBS thrice. Lastly, the cultures were mounted with few drops of 

Fluoromount and allowed to dry. Images were captured using a Nikon 

fluorescence microscope. 

 

Details of Chemicals 

 

The names of the chemicals, their respective brands and catalog numbers are 

described in the table below. 
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Chemicals name Brands Catalog no. 

0.25% Trypsin Life Technologies  25200058 

Alexa Fluor 488 goat-anti-chicken Life Technologies A11039 

Alexa Fluor 546 goat-anti-mouse Life Technologies A11030 

Anti-GFAP Merck Millipore MAB3402 

Anti-MAP2 Abcam AB5392 

Ara-C Sigma C1768 

B27 Life Technologies 17604044 

Boric acid Fisher Scientific A73500 

Bovine serum albumin Sigma A4503 

DAPI Sigma D9542 

Equine serum  HyClone Laboratories SH30074 

Fluoromount Sigma F4580 

Glutamax Life Technologies 35050061 

Hank’s balanced salt solution Life Technologies 14170112 

Neurobasal medium Life Technologies 21103049 

Paraformaldehyde Sigma P6148 

Phosphate buffered saline Life Technologies 70011044 

Poly-ethylene-imine Sigma P3143 

Borax (sodium tetraborate) Sigma B0127 

Triton X-100 Sigma T8787 

 

 

 


