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Email is a kind of electronic tool that people used to exchange message. There are many functionalities such as spam filtering, categories section, malicious email identification and etc are available in the email application that had been launched in the existing market. In order to increase the functionalities for the email application and further enhance the user experience, it is proposed to develop a recommendation system to work with the email application that provides a recommendation based on the email content. This means that people can easily receive some recommendation for their next action from the email application based on the email they received. The recommendation system is planned to develop by using data mining and machine learning. The email content as the raw data and sent to the test mining to perform text classification and category the data into different categories. Then the data will go through the machine learning algorithm to perform predict and provide a recommendation that suitable for the content.
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Chapter 1: Introduction

1.1 Problem Statement and Motivation

The recommendation system is an information filtering system that looks to forecast the "rating" or "preferences" a user would provide for a thing. In simple, the recommendation system is a system that provides a list of information on items that can help the user to decide something or to make a conclusion on it based on user preferences. In the real world, there are many applications that integrate with the recommendation system to provide a recommendation in order to enhance user experience in using their application. Those apps are Netflix, Amazon, Lazada, YouTube and etc. That app normally using the video watching history or the search history to provide a recommendation that similarity to the user’s history.

In an email, the recommendation system had been used to suggest text auto compose in Gmail. But this feature only can be used on the web, not in application level. In order to use the Smart Compose feature, the user had to complete their email via the Gmail website. This project is using AI to understand the semantic and context to suggest the right app to use based on the email. By provide a recommendation to the user, it can help them to solve their action that required for the task in the email.

1.2 Project Scope
This project is aimed to enhance the user experience of an email system by developing a module on a recommendation based on the email context resolving. This project involves text mining and machine learning. The overcome of this project is to provide a recommendation based on the user email context. It will be using text mining to perform text classification and also deep learning to perform accurate recommendation for the user. There are few limitations founded in this project. Because of the limited data and time constraint to complete this project, the result accuracy of the recommendation system that is created may compromise. Below are the limitations of the proposed natural speech reconstruction system:
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1.2.1 Noise

The expression "noise" has negative undertones in scientific contexts. Noise is mutilation in information, that is undesirable by the perceiver of information. Noise is anything that is misleading and incidental to the first information, that isn't expected to be available in any case, however, was acquainted due with defective catching procedure. if train too much noise data into the machine learning algorithm it might affect the final result.

1.2.2 Writing Style

Each user has his/her own style in writing the message, some of them might use their own style / own create a short form of words. It will be bringing some trouble for the text mining technique. It is because the text mining technique cannot recognize all type of short form created by the millions of users.

1.3 Project Objective

The ultimate goal to conduct this research is to propose a module to enhance the user’s experience of using the email system.

The objectives of the research are as followed:

1. To provide useful recommendation information for the user as in suggesting the right Apps to use.
2. To develop a text mining technique to understand the email semantic.
3. To design an app dictionary to profile applied functionalities-pervasively.
4. To design a recommendation system to suggest apps based on email semantic using categories and verb frequency analysis.
5. To optimize the model accuracy using keyword manual weight and hyperparameter tuning.
Chapter 1: Introduction

1.4 Impact, Significance, and Contribution
Despite the blooming of mobile phone communication applications, email system still serves as one of the major communication tools at both workplace and personal social life. People spend couples of time on reading, analyzing and interpreting email text message, followed by making a decision based on the content. Moreover, when a user needs to find an external solution based on the email message, he/she need to switch between different applications. More and more time is needed when users have no idea of getting the solution, and this will affect the user experience. In this case, a module which can provide recommendations based on the email content can certainly solve this issue via a technique such as text mining and machine language.

1.5 Background Information
The first email sample was found on the computer located in MIT in 1965. But, the first email message which can send between computer and computer was stated in 1969. With technology advancement nowadays, email has become an imperative part of daily business activities in nearly all aspects of commerce. The huge breadth of populations exploitation email often may be attributed, in massive half, to its accessibility and general quality.

Email system not only uses for the daily business activities but contribute to personal usage. There are more and more email application providers in the market, such as Gmail, Outlook, Yahoo, iCloud and etc. Using the email system as the communication tool, it can decrease the waiting time to receiving the mail letter. Over the years, the developer has been working on increasing the features which are allocated in the email system. The email system nowadays in the existing market which consists of many functionalities compare with the first version of the email system which only able to send and receive email.
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Figure 1.0 Logo of Email Application Providers
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2.1 Introduction

This chapter presents a review of the concept and the related work of text classification, as well as the concept of text mining and machine learning and the similar application that using text mining techniques and machine learning algorithm.

2.2 Email System Usage and Statistics

With the technology advancement nowadays, people tend to go for simpler, more convenient options for communication, leading to addiction towards social media applications such as WhatsApp, Telegram, Messenger, etc (Andersson, 2018). Still, the email system remains as one of the major communication tools over the years. Based on the report from Statista released in 2018, the number of email-users worldwide for the year 2017 is about 3718 million users, which is more than 100 times of Malaysia’s current population that only recorded at 31.63 million (The office of Chief Statistician Malaysia, 2018). As depicted in the figure below, the number of email-users increases from year to year.

![Figure 2.0 Number of e-mail users worldwide from 2017-2022 (in millions)](Statista,2018)
Over the years, developers have been working on increasing new features and improving existing features in the email system, from the original email system that only provides send and receive information feature to the advanced current email system with malicious email identification, spam email identification, auto-reply features, and etc.

There are plenty of email service providers including Gmail, Outlook, Yahoo, iCloud, and etc. Besides the basic features, every email system provider has its own features. For example, Gmail had its own features like personalized information filter. Besides, Gmail will automatically filter the email that receives by the user into five categories which are primary, social, promotions, updates, forums to aid users in organizing the incoming emails (Gilad, 2013). One of the popular email providers, which is Outlook (previously known as Hotmail), Microsoft provides that the outlook can work with the calendar changes. For example, Microsoft will add the reminder for the bill, travel reservation, travel itinerary into the calendar that has been appearing in the outlook.com. Besides, Microsoft also bind the advanced camera features into the Outlook.com. The advanced camera is known as Office Lens, it can capture the information that located at the whiteboard or take photos of documents and it will automatically crop the photo into a perfect size like scan it from a printer or scanner (Warren, 2018).

2.3 Contextual Email Content Resolving

Contextual email content resolving is deemed as an act of extracting, organizing and analyzing related word-based information in the email by using certain techniques to enhance the user’s experience (Skulimowski & Kacprzyk, 2016). In simpler words, the system needs to perform text classification and understand the email’s contents to aid the user’s further actions. Text classification refers to separate the contents/words into different categories (Omar & Tjahyanto, 2018). For instance, some features that allocated in the email system like spam filtering, categories the email are using the text classification method.

Text classification which is different from the document class based on the category (Zhang & Wan, 2017). To perform text classification, there are several techniques and methods available, such as Support Vector Machine (SVM), WordNet, decision tree and etc.
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Next, (Lu & Ding, 2010) has stated that by utilizing Vector Space Models (VSM) and WordNet to develop the semantic vector of emails with a specific end goal to screen and arrange emails into suitable classifications. Those two tools can easy to arrange the documents vectors into a matrix format for other processing. Unfortunately, VSM has a limitation on understanding the human language.

Moreover, Microsoft Outlook using text classification with Support Vector Machine (SVM) method to perform identify junk email. Microsoft Outlook moving from manual construction pattern to support vector machine to identify junk email in order to save the time-consuming. By using the words recognized by the system to build a dictionary to have more effect on auto reorganization system for the identify junk email system (Woitaszek & Muhammad Shaaban, 2003).

Furthermore, monitoring the email transaction logs can keep track of the unordinary occasion that occurrence in the email conversation. (Esichaikul, Guha, & Juntapoln, 2010) stated that go through the email content one by one it is very time-consuming. Therefore, reduce the number of email content or filter out the keywords before mining content is necessary. By monitoring the email transaction logs, it can easily to find out the important contents. It would easily for the analyze work. Besides, it can also increase the correctness of the system and reducing the processing time at the same time.

2.4 Text Mining

Text mining is an intelligence technique that performs conversion on unstructured text into meaningful data. There are several research fields related to the text mining which is text summarization, text classification, text clustering and text association analysis (Zhang & Wan, 2017). In the functional stage, text mining algorithm several into four big categorize which are pre-processing tasks, core mining operations, presentation layer components, and browsing, functionality and, refinement techniques (Feldman & Sanger, 2007). Pre-processing tasks which will group the information from the original source and convert into a canonical format before extraction method. Core mining operation which is the heart of the text mining technique. It consists of a pattern and trend analysis and also the knowledge discovery algorithms. As shown in the figure below. There are some application/ features are using text mining technique which are spam filtering, automatic text translation, fraud detection and etc. Spam filtering uses text mining in order to differentiate between the
needed email and unwanted email. Automatic text translation uses text mining technique to increase the accuracy on converting the input text from one language to another language (Miner, et al., 2012).

![Diagram of Text Mining Process](image)

**Figure 2.1 Process of Text Mining**

2.5 Machine Learning

Learning forms incorporate the obtaining of new revelatory information, the advancement of the engine and psychological abilities through guideline or practice, the association of new learning into general, viable portrayal and the disclosure of new realities and hypotheses however perceptions and experimentation (Carbonell, Michalski, & Mitchell, 2014). Machine learning is a kind of study which is a model to learn it automatically from the experience based on the statistical models. Over time, train with more data and the prediction will more accurate (Dangeti, 2017). By using the users’ existing purchase data, can provide recommendation product for the users through machine learning (Benchettara, kanawati, & Rouveirol, 2010).
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2.6 Recommendation

The recommendation is a list of information of items that can help the user to decide something or to make a conclusion on it based on the user preferences (Paul, Neophytos, Mitesh, Peter, & John, 1994) (Will, Larry, Mark, & George, 1995). There are 4 types of recommendation algorithm which are a content-based recommendation, collaborative filtering recommendation, knowledge-based recommendation and hybrid recommendation (Fuijiang, Yu, & Weiping, 2013). Data of behavior user and the features of the item is used to generate a recommendation in Content-based recommendation (Fuijiang, Yu, & Weiping, 2013). Collaborative filtering recommendation normally is depending on the mass of the item to provide a recommendation, but it had a serious limitation which is low accuracy on the calculation for the similarity content (Ying Wei, Xin, & Yong Ge, 2012). A recommendation cannot fit all the user, it might be satisfied by an individual but dissatisfy by another member of group, so hybrid recommendation it used to provide a recommendation that satisfies by all the members in a group (Yuankun, Shujuan, Yongquan, Jianli, & Yongfeng, 2015).

2.7 Term Frequency-Inverse Document Frequency (TF-IDF)

Term Frequency is unity and used to recognize the substance of content. In Term based strategy each term in the archive is related to important known as weight. This is utilized to quantify the significance of the term (Brindha, Prabha, & Sukumaran, 2016). Term Frequency is calculating the frequency of the word in each document. It represents the ratio of a number of words that appear in a document compared to the total number of words in each document. The formula for Term Frequency as below:

\[ tf_{ij} = \frac{n_{ij}}{\sum_k n_{kj}} \]

\[ n = \text{the number of words} \]

Inverse Data Frequency(idf) is using to calculate the weight of the word that appears very less time within the text. The word that normally appears almost every sentence or appears many within the text, it will be given a high IDF score. In order to calculate the idf, we use formula, the formula as follow:

\[ idf(w) = \log \frac{N}{df_t} \]
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By combining two scores which is term frequency score and inverse data frequency score, it will show which word among all the word are more significance. It using the formula which is the product of tf and idf.

\[ W_{i,j} = tf_{i,j} \times \log \frac{N}{df_i} \]

- \( tf_{i,j} \) = number of occurrences of i in j
- \( df_i \) = number of documents containing i
- \( N \) = total number of documents

2.8 Remarks

From the previous research works, there is no similar application on providing a recommendation based on the email contents. Thus, little literature or information available for this research topic. However, review on text mining, machine learning, recommendation method, and term frequency showed that their principles and mechanisms are workable to complete this proposed idea. Therefore, it is confirmed to proceed to the evaluation of the techniques through the building of the module, which will be discussed in the next chapter.
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3.1 Design Specification
The current email application didn’t serve the user with the recommendation service. We are only able to use this kind of service on some website like the video-sharing website, shopping website, social website and etc. Most of the recommendation service in the existing market, that provide a recommendation based on the history that created by the users.

A recommendation module that works together with the email application, can help the user to completed tasks without having a solution. By using the recommendation, it can help the user to choose the right apps to help them to solve the action required in the email. It might enhance the user experience and decrease the time consuming on thinking the idea at the same time.

3.2 System Design

![Diagram of System Design]

*Figure 3 System Design*

Email content as the input data will become the raw data for this recommendation module. The raw data will pass to data collection, it will be gathering all the necessary data from the input data, then pass to the preprocessing stage for processing. It will be cleaning all the not necessary data during this stage.
Besides, all the data will be pass to language detection to make sure that all the data is in English. After verifying the data language, it will pass to the normalization stage for structuring the data. Thus, it will also remove all the redundancy data during this stage. In order to improve data integrity, then, it will pass to the semantic analysis stage for verb analysis by using the Google NPL service. Then, by getting the verb analysis result it will pass to the task classification stage. During the task classification, it will be matching the verb with the prepared data set to generate the recommendation. Then, the final recommendation will pass to the inference stage. Based on the recommendation result, the module can inference that the recommendation result can help the user to solve their task that required in the email.

3.3 Block Diagram

![Block Diagram](image)  
*Figure 3.1 Block Diagram*
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Figure 3.1 shows the overall system design of the email content recommendation module. The system can separate into five stages which are email content acquisition, text mining, features extraction, recommendation classification, display recommendation. Each stage must be completed before the pass to the next stage. The email content acquisition is the stage that the module captures the message as the input and prepare it for the next stage. The next three stages are for the core processing stage of this module. The last stage which is output and displays the recommendation to the end user.

3.4 Use Case Diagram

![Use Case Diagram](image)

*Figure 3.2 Use case Diagram*

Figure 3.2 shows that the use diagram has one actor which is the user only. The user is the one that can provide email content and receive the recommendation result from the module. Besides, this use case diagram consists of multiple use case which is email content acquisition, text mining, features extraction, and recommendation classification. The use cases of this module as below show the action perform by the actors and the expected outcome.
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Use Case 1: Email Content Acquisition
Actor: User
Goal: To capture the user’s email content as the system input.
Overview: Read the email content and store in an array list for the next stage.

Use Case 2: Text Mining
Actor: User
Goal: To process the email content and extract the information out.
Overview: To perform analysis of the email content, to convert the content into meaningful data.

Use Case 3: Features Extraction
Actor: User
Goal: To obtain a set of rule features information used for analysis.
Overview: It is the process to transform the data into a set of grammar data set such as entity, verb, noun, adverb and etc.

Use Case 4: Recommendation Classification
Actor: User
Goal: To match the important data with the dataset in order to provide a recommendation.
Overview: It is the process to match the keywords that get from the email content to match with the dataset to generate the recommendation.
3.5 Activity Diagram

Activity 1: Input the email content to the module.

![Activity Diagram 1]

This activity diagram shows the start state of this module. The user needs to input their email content to the text file. Then, the module will read the text file and send to the system.
Activity 2: store the content with a score larger than 0.5 into the array list.

This activity diagram shows the process of selecting the important sentence among the text. The module will receive the email content from the system which is input by the user. The module will perform the calculation on each sentence and tell the module among all the score of the sentence. Then, the module will store the score that more than 0.5 into another list, and it will ignore all the sentence that less than 0.5. The score range is between -1 and 1.
Activity 3: Analysis of the email content

This activity shows how the module applies Google Natural Language Processing API to perform the job. The module will pass the sentence that has a score higher or equal to 0.5 to this API to perform analysis on it. The API will perform itself when sending the data to it. The result of the analysis will generate a larger number of different grammar types, such as verb, noun, adjective, adverb, etc. But this module only needs a verb and noun to perform the next action. Thus, the module will only capture and store the noun and verb that output by the API.
Activity 4: Perform Matching on multiple results

This activity shows the matching process on the result of the recommendation for the user. This module will perform a parallel process on this stage, it will run the matching on verb and noun according to the different dataset that prepared in the early stage. The matching result of verb and noun will match again in order to increase the accuracy on providing the recommendation.

Figure 3.6 Activity Diagram 4
Activity 5: Save the result and display to the user

![Activity Diagram 5]

*Figure 3.7 Activity Diagram 5*

This activity shows the flow on how the module shows the recommendation result to the user. The module will capture the result that output by the system. Then, the module will store the final answer into a result list before the show to the end user.
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3.6 Term Frequency – Inverse Document Frequency

This module also uses a text optimization call term frequency. It is a numerical statistic to reflect on how important a word is to a particular document or text. It is calculating the frequency of each word appearing within a text, and calculates the weight of each word of the text. Term Frequency using the formula is the number(n) of times a term(t) appears in a document(d) to the total number(N) of terms in the documents. \[ tf(t,d) = \frac{n}{N} \]. Besides, in order to remove out the most common word used in the documents, it will apply Inverse Document Frequency to calculate the ratio of the number of documents present in the data set to the number of documents that contain the term t.

3.7 Hidden Markov Model

![Hidden Markov Model](image)

*Figure 3.8 Hidden Markov Model*

Hidden Markov Model (HMM) is a statistical Markov model in which the system being modeled is assumed to be a Markov process with unobserved states. There are 4 states in our HMM model which is score, verb, noun, result. The transition probabilities between these states were estimated each transition occurs in the training set by the sum of all the transitions. The state probabilities were calculated from the scoring output that was reported by the text classification.
3.8 Implementation Issues and Challenges

There are few limitations founded in this project. Due to the limitation of the technology, the recommendation module may not produce the ideal result by the system. Below is the limitation of the proposed recommendation system:

3.8.1 Email Content

The writing language that user use for communication will not definite is English, it might be some other language such as Chinese, German, Japanese, and etc. The text mining technique in this recommendation system which also only allow the data in English to perform text mining action. Therefore, the text language that other than English will not recognize by the system.

3.8.2 Noise

The expression "noise" has negative undertones in scientific contexts. Noise is mutilation in information, that is undesirable by the perceiver of information. Noise is anything that is misleading and incidental to the first information, that isn't expected to be available in any case, however, was acquainted due with defective catching procedure. If train too much noise data into the machine learning algorithm it might affect the final result.

3.8.3 Writing Style

Each user has his/her own style in writing the message, some of them might use their own style / own create a short form of words. It will be bringing some trouble for the text mining technique. It is because the text mining technique cannot recognize all type of short form created by the millions of users.
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4.1 Methodology

Figure 4.0 Module Life Cycle Model

Figure 4.0, shows the methodology for developing the proposed email recommendation module. All the objective and goal of this module will be identified during the planning stage. The project scope will determine all the necessary thing needed to include in the proposed module.

During the analysis phase, all the survey on technique and design will be carried out at this stage. In order to make sure that the final recommendation module had met the objective of this module. Some UML diagram also will design in order to let the developer and another user understand the design of the module, and also the module structure looks like.

In the prototyping stage, a recommendation module will be developed and all the necessary requirements and functionalities will be carrying out during this stage. This module will perform several testing such as unit testing, integration testing, system testing, and acceptance testing. Then the supervisor and the developer himself will be the tester on this module testing. Moreover, all the bugs and dissatisfaction result will bring this module back to the prototyping stage to fix the error.

Once the module is successfully testing only, this module will proceed to deployment stage and deploy the module to the end user.
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4.2 Technology Involved

4.2.1 Software

i. Eclipse

![Eclipse Logo](image)

*Figure 4.1 Logo of Eclipse*

Eclipse is an Integrated Development Environment (IDE) used in computer programming and is the most widely used Java IDE. It is a great platform that contains a base workspace and extensible plug-in system for customizing the environment.

4.2.2 Hardware

![Asus Laptop](image)

*Figure 4.2 Asus Laptop*

The hardware that used to develop this module includes an Asus K551LN laptop that included with specifications as below:

- Processor: Intel® Core ™ i5-4210U CPU @ 2.70GHz
- Installed Memory (RAM): 8GB SDRAM
- Operating System: Window 10 Home Single Language
- Graphics Card: NVIDIA GeForce GT840M with 4GB DDR3 VRAM
- Storage: 1TB HDD & 250 SSD
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4.2.3 Programming Language

i. Java JDK 1.8.0

![Java Logo](image)

*Figure 4.3 Java Logo*

This module will be written in Java language which provides syntax that very easy for the coder to code in a faster way. Besides, Java also provides various libraries and Application Programming Interface (API) which can complete a complex task in a simple way.

4.2.4 Technique Involved

i. Text Mining

Text mining which is also called text classification. It is the process of classifying the text into predefined categories based on the text. Text mining can turn the text into useful data for future analysis. The email recommendation module also using text mining. The system will read email content as the raw data. Then the raw data will send to the text mining, in order to transform raw data into useful/meaningful data.
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ii. Machine Learning

Machine learning is a way of data analysis that automates analytical model building. Machine learning allows the computer/system to learn themselves without being programmed to complete any work. This learning ability is important to develop a smart system, it able to identifying the patterns and turning the data into forecasts. Machine learning is using in the email recommendation module to train the algorithm to provide a recommendation based on the content data. The algorithm will be trained by the data and validate by the new data, in order to improve the accuracy. Then, the system can perform more accurate in providing a recommendation.

4.2.5 Library and Service

i. Google Natural Language API

Google Natural Language API playing a very important role in this module. It is a Natural Language Processing (NLP) service created by Google. In order to use this service, it must have a google cloud account before starting to build the module with this service. It is a simple and easy use service. It also allows the developer to do some customization by their own depending on their own project.
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4.3 Functional Requirements

4.3.1 The system is able to retrieve the user’s message from the text file.
4.3.2 The system is able to pass the message to the text mining features.
4.3.3 The system is able to analyse the message in order to find out the important keywords.
4.3.4 The system is able to pass the important keywords to match with the data.
4.3.5 The system is able to provide a recommendation based on the user’s message.
4.3.6 The system is able to display the recommendation result to the user.

4.4 Assumption

In order to provide a recommendation on email content and avoid to make the module error, there is some assumption need to include before starting the module:

- The email contents should write in English.
- The email contents cannot consist of any short form of words.
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5.1 System Implementation

This section will have a discussion on the system implementation that how a module to archive the output correctly and how to implement the technique on the module. This project is a recommendation related project. Google Natural Language Processing had been implemented in this project. Besides, it also implements the Hidden Markov Model (HMM) in order to increase the accuracy on providing the recommendation for the end user and also reduce the noise that appears within the documents.

5.1.1 Hidden Markov Model (HMM)

<table>
<thead>
<tr>
<th>Grammar Type</th>
<th>Before HMM</th>
<th>After HMM</th>
<th>Number change after HMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verb (Number of the word)</td>
<td>200</td>
<td>235</td>
<td>35</td>
</tr>
<tr>
<td>Noun (Number of the word)</td>
<td>235</td>
<td>245</td>
<td>10</td>
</tr>
</tbody>
</table>

*Table 5.0 Table of HMM*

The training data has about 300 sentences. Before implement HMM, the result of Natural Language Processing (NLP) shows that 300 sentences, consists of 200 verbs and 235 Noun. After, implement HMM in this module, by running again the training set, it gave a new result, which consists of 235 verbs and 245 nouns within the training set. By implementing the HMM, it will increase the number of finding out the accurate verb and noun within the document. It will also increase the accuracy of searching out the verb and noun from the document.
5.2 Black-Box Testing

<table>
<thead>
<tr>
<th>Test</th>
<th>Test Case</th>
<th>Expected Outcome</th>
<th>Actual Outcome</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Email Content Acquisition</td>
<td>Read the user’s email content as input data</td>
<td>Display email content in console</td>
<td>Pass</td>
</tr>
<tr>
<td>2</td>
<td>Sentence’s score</td>
<td>Able to display all the sentence with a score</td>
<td>Display sentence with a score</td>
<td>Pass</td>
</tr>
<tr>
<td>3</td>
<td>Text analysis process</td>
<td>Able to pass the content to API for processing</td>
<td>Able to display the analysis result</td>
<td>Pass</td>
</tr>
<tr>
<td>4</td>
<td>Store the specific keywords</td>
<td>Able to store the specific keywords into an array list</td>
<td>Able to store the word that had been mention into an array list</td>
<td>Pass</td>
</tr>
<tr>
<td>5</td>
<td>Matching process</td>
<td>Able to match the keyword with the dataset</td>
<td>Able to perform the matching process</td>
<td>Pass</td>
</tr>
<tr>
<td>6</td>
<td>Display result</td>
<td>Able to display the result to end user</td>
<td>Recommendation is displayed</td>
<td>Pass</td>
</tr>
</tbody>
</table>

*Table 5.1 Table of Black-Box Testing*

Table 5.1, show about the black-box testing result. It also shows all the necessary test case had been met the functional requirement that had been stated in the early state.
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5.3 Performance Testing

**Analysis Testing**

For this testing part in this module, there are some sample sentence will be tested on the module. For a visual result, this testing only applies to the analysis text. This testing will be showing the content that user input and analytic it and display the verb that appears within the user input data. Besides, this Natural Language Processing (NPL) service is provided by the Google Cloud. The user’s input will pass by the module to the NPL API for analysis, and the result return by the API will be preprocessing before showing to the user. This testing is applying on three people, which are Chong Yee Xiang, Kee Ming Wei, and Ong Jun Kai. The sample sentences are shown below:

1. How to buy an iPhone online.
2. Where can eat nearby?
3. How to drive to Singapore.
4. How you normally travel around KL.
5. What application that you normally use to purchase a ticket.

![Figure 5.0 Result of Sentence 1](image1)

![Figure 5.1 Result of Sentence 2](image2)
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Figure 5.2 Result of Sentence 3

Figure 5.3 Result of Sentence 4

Figure 5.4 Result of Sentence 5
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Recommendation Testing

For this testing part in this module, there are some sample sentence will be tested on the module. For a visual result, this testing only applies to the generated recommendation. This testing will be showing how a “verb” can provide a recommendation. This process using a matching algorithm that uses the verb that appears within the user input data and matches with a dataset that prepared early. This testing is applying on three people, which are Chong Yee Xiang, Kee Ming Wei, and Ong Jun Kai. The sample sentences are shown below:

1. Do you have any recommended place around Ipoh?
2. What application you normally use to purchase a ticket.
3. How you reload your phone internet plan?
4. How you travel around KL without having a car?
5. How you avoid traffic jam while driving in KL?

Figure 5.5 Result of Recommendation 1

Figure 5.6 Result of Recommendation 2

Figure 5.7 Result of Recommendation 3
Figure 5.8 Result of Recommendation 4

Figure 5.9 Result of Recommendation 5
5.4 User Acceptance Testing

Table 5.2 below shows some recommendation result for some sample email content that had been asking some interviewee to provide their acceptance on it.

<table>
<thead>
<tr>
<th>Test</th>
<th>Sample Email Content</th>
<th>Recommendation</th>
<th>ARR (%)</th>
</tr>
</thead>
</table>
| 1.   | How to buy an iPhone online. | -Lazada  
-Lazada | 83.3% |
| 2.   | Where can eat nearby? | -Google Maps | 86.7% |
| 3.   | How to drive to Singapore. | -Waze  
-Google Maps | 93.3% |
| 4.   | How you normally travel around KL | -Uber | 93.3% |
| 5.   | What application you normally use to purchase a ticket. | -Golden Screen Cinema  
-TGV cinema | 90.00% |

Table 5.2 Table of User Acceptance Result

Table 5.2 shows that the acceptance results in a percentage of 30 interviewees. All the test case with the result of 90% and above, show that our recommendation for email content had met the requirement to solve the test case problem. In order to show the test case recommendation, the prepared dataset consists of 20 Top daily application from the Apple Apps Store. All the interviewee are the degree student and lecturer of UTAR. The reason to choose degree student and lecturer as interviewee because most of the time, the lecturer has to use their email to communicate with their colleagues. Besides, degree student also needs to use email as their communication tool with their lecturer on appointment or inquiry. This is the reason why the interview section consists of these two groups of people.
Chapter 6: Conclusion

In short, it can be said that Email is one of the most favorable communication tools for people to exchange message or communicate nowadays. Email application had been added more and more features compare to the first generation of email which can only be sent and receive email.

The current email application may not be the most effective application. When a user needs to find an external solution based on the email message, he/she need to switch between different applications. The user also needs to think that which application is the most effective to solve the problem. An email application that works with the recommendation system to provide a recommendation based on the content of the email can provide an effective way of solving the user’s problem. By using the result that recommends by the recommendation module, it can save the user’s time and enhance the user’ experience.

Besides, there are also some issue and challenge in this project, which is the text mining only recognize for the English. The word that other than English will be caused the system into error and cannot text mining the sentence or the certain word. Moreover, the system also cannot recognize the shortcut keyword that created by the user themselves. All the shortcut keyword will wrongly text mining and it will become data noise for the machines learning.

This project is applying two main technique which is text mining and machine learning. The content that resolves by the text mining technique generates a text file. The text file will be read by the machine learning algorithm and find the keyword to provide a recommendation based on the keyword.

This concept and the system will be fully tested before the delivery date. This module will work with a certain email application in the existing market to test the recommendation system about when the email application received a new email and will it recommend something based on the email content? This project will more focus on delivery more accurate recommendation to the users if not there is no point on developing this kind of module to help the people.
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**Survey on User Acceptance Result**
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BACHELOR OF INFORMATION SYSTEM (HONS) INFORMATION SYSTEM ENGINEERING

Final Year Project Title: Context Aware App Recommendation Using Email Semantic Analysis  
This survey is focus on the user acceptance on the recommendation that provide by the user.

* Required

---

**Procedure**

You will be given a recommendation provided by the module based on the 5 question. You need to answer yes or not for the question. You had to think about whether the answer provide by the module, can solve the question or not. You are required to complete ALL the sections. This survey will take approximately 2 to 3 minutes to complete.

1. How to buy an iPhone online? Recommendation Application  
   1. Lazada 2. Shopee *

   - YES
   - No

2. Where can eat nearby? Recommendation Application 1. Google Maps *

   - YES
   - No

○ YES

○ No


○ YES

○ No

5. What application you normally use to purchase a ticket? Recommendation Application 1. Golden Screen Cinema 2. TGV Cinema *

○ YES

○ No
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Appendices

Appendix C Survey Question Summary Result

1. How to buy an iPhone online? Recommend: 1. Lazada; 2. Shopee
   30 responses

   30 responses

   30 responses
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30 responses

5. What application you normally use to purchase a ticket? Recommend: 1. Golden Screen Cinema; 2. TGV Cinema
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