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ABSTRACT 

This project is named Optical Character Recognition (OCR) Solution for 

Capturing Data from Legacy Manufacturing Machines. Literally, it is a system that can 

read data from screen of the legacy machines for the operator for monitoring purpose. 

In fact, there are still exist some factories and manufacturers applying old machines 

rather than upgrading the infrastructure to Industrial 4.0 which makes everything 

connected. This trouble the productivity and monitoring process. However, upgrading 

the environment to the Industrial 4.0 is not easy as the cost is expensive and the 

machines are proprietary solutions therefore no customization is allowed. Some 

machines have to run 24 hours therefore it is unable to off for customization and 

modification as it will cause loss to the company.   

  This project would help in solving the problems in the lowest cost without 

interrupting the operation. This project is to find the most suitable OCR engine, to 

develop an automated OCR solution with minimal human calibration and to transmit 

the data to the cloud for data storage. This system will be hanging in front of the 

machine’s screen and collects the data so that operator can have a clear view of the 

status of the machine’s operation. This system able to capture the screen of the 

machines using the Raspberry Pi camera, recognize the character/data on the screen 

using existing OCR engine and upload the data to the cloud for storage purpose Google 

cloud. The OCR engine chosen for the system is Tesseract after doing the researches. 

 Researching, analyzing and evaluating are a must for a good project. The review 

on the existing solutions based on the criteria. The criteria are 1) the solution is online 

or offline, 2) need of cropping, 3) detect the character automatically, 4) font and 

language limitation, 5) needs of human intervention. OCR engines has been reviewed 

to find the most suitable engine to the project.   
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Chapter 1 Introduction 

1.1 Problem Statement 

 

Despite the advancement of OCR technology, the use of OCR for reading LCD 

from industrial machines from the yesteryears are limited. From our literature review, 

existing OCR solutions revolves around recognizing text from physical documents. The 

process involves a) scan the document, b) crop the region of interest and c) recognize 

the characters and process it. Although the process is convenient for physical 

documents processing, it is not suitable for capturing readings from industrial machines, 

which always displaying the reading that we concern on the LCD/LED. It is impossible 

to implement the OCR system inside the legacy machines since it might be tedious and 

will lead problems to the factories or industries. This project is motivated by these 

reasons and it is developed to solve the problem. 

This project will propose the solutions for handling the existing problems. The 

problem statements of this project are as follows:  

a. There are many great OCR engines such as “Google OCR” and “Tesseract”. 

All of them have their own pros and cons. It is not known which of the OCR 

is best for this project to use to develop the proposed solution.    

b. Existing OCR solutions are designed for converting text from documents 

and images to text. It requires many human intervention therefore it is not 

suitable for capturing data from LCD/LED screen continuously and 

automatically.  

c. Existing OCR solutions are designed to convert text images to text but the 

solution is yet completed for IoT solution. The existing solution is not 

designed to capture data from LCD/LED screen and upload to the cloud for 

data storage and ease of monitoring. 

1.2 Background and Motivation 

Although we are now in the era of industrial 4.0, there are still a lot of factories who 

do not update to the era of industrial 4.0 due to some reasons. The most common reason 

will be the insufficient of capital to update their machines or system and their 

environment. They had invested a huge amount of funds into the system when they are 

in the era of industrial 3.0 or even below. It will cost a lot of money to set up the 

infrastructure and environment from scratch in order to get the machines and devices 
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connected, via cloud or local server. Besides, there might be some operators who think 

that they have used to the old machines and solutions and do not want to adapt to the 

new technology, or perhaps some products can only produce by the proprietary solution 

which customization is not allowed. Furthermore, the legacy machines are all offline, 

therefore they might need people to monitor the machines, to observe the value on the 

LCD/LED display to avoid operation failures. Human always make mistakes, therefore 

hiring a worker to look at the display is not the best solution towards the problem.  

Factories really need to adapt to the concept of industrial 4.0 in order to pull up the 

productivities. Having worker to monitor the machines by observing the display might 

lead to many problems. Worker might misread the display value or even miss out 

because the worker might not 24/7 looking at the display. Some factory might hire few 

workers to take turn to survey on the display since the machines is running 24/7 to 

ensure the operation always running. In fact, hiring few workers may cost more than 

adapting to the new technology in a long run. Besides, hiring people may also cause 

problems because nobody can make sure that they can focus on the display all the time. 

The legacy systems mostly have their own proprietary solution and it is not flexible to 

do customization. It is impossible to shut down the operation just for the purpose of 

amending the solution. It will make an enormous lost to the company.   Therefore, 

unable to 24/7 tracking the display value is a very critical problem to the factories 

because the slightly change of the value will cause a huge trouble and may affect the 

production of the factory.  

Optical character recognition (OCR) consider in the field of pattern recognition, 

artificial intelligent and computer vision. It is also a well-known technology used to 

read or recognize the text inside an image or scanned document (docparser, n.d.). It can 

even read the handwriting word if possible. How OCR works is that it will analyze the 

light and dark area to identify the text and convert those text no matter it is printed or 

handwritten into the machine encoded text (Rouse, n.d.). There are three steps on how 

OCR works: (i) open or scan the image that containing the text or the document in the 

OCR software, (ii) recognizing the text in the document or image, (iii) save the 

produced document in the preferred format. OCR is a very useful technology exist in 

the world. It has been treated as a form of information and data entry from the printed 

paper, which just need to scan through the document instead of entering the data one 

by one into the machine manually. Nowadays, OCR has been developed and could help 
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in many specific domain applications with OCR. For examples, receipt OCR which use 

to scan and read the receipt, invoice OCR that could easily read the data in the invoice 

and other OCR applications.  

Since there are so many legacy manufacturing systems from era of below Industry 

3.0, there is a need to improve these systems to the era of Industrial 4.0 for productivity 

purposes. Collecting machineries data manually is definitely not efficient and very 

often prone to errors. Therefore, getting the reading from the machine’s screen 

automatically with minimal human intervention and upload the data to the cloud for 

storage will definitely increase the quality of the monitoring process. 

Although modifying the existing machines to have the self-monitoring function is 

possible, the amount of downtime and cost needed for manufacturers to upgrade their 

existing solutions may not justify such modification. Therefore, the proposed solution 

of this work provides an alternative for manufactures to retain their legacy machines 

and yet ready for the industry 4.0 challenges.     

 

 

1.3 Project Objectives 

 

The main aim of this project is to develop an end-to-end OCR solution that can be used 

to capture data from the LCD/LED displays of yesteryear machineries with minimal 

human intervention. Therefore the objectives of this project are:     

a. To identify the best OCR engine to this project for recognizing the characters 

b. To develop an automated OCR solution which can be used to capture data from 

the LCD/LED display without much calibration such as image capturing, image 

cropping and rotating the tilted image.  

c. To develop a solution where the captured data are automatically transmitted to 

the cloud for data storage.  
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1.4 Proposed Approach/Study  

 

 This project will deliver an OCR system that works on LCD/LED screen to 

capture the data. The system also includes data storage in cloud. The system will be 

designed a camera to capture the LCD/LED screen automatically and do the calibration 

automatically with minimal human intervention. Once the image is captured by the 

OCR the data will then upload to the cloud for storage and ease the monitoring purposes.  

 

1.5 Highlight of What Have Been Achieved 

 

 This project will deliver an OCR system that works on LCD/LED screen to 

capture the data. The system also includes data storage with cloud service. The system 

will be designed a camera to capture the LCD/LED screen automatically. Once the 

image is captured, the image will be processed. There is a pair of QR Code at the sides 

of the region of interest, therefore OCR will only recognize the region to avoid from 

getting unnecessary noise from the image. The system able to detect more than a ROI 

if there is multiple pairs of QR Code. If the image is upside down or tilted, the system 

able to reposition the image so that the data can be recognized with high accuracy. To 

avoid low accuracy of data, the system will only process those images captured from 

certain degree. After processing and recognition of data, the data will uploaded to the 

cloud along with the image capture date and time.  

 

1.6 Report Organization 

 

 The report consists of 6 chapters, in addition to the appendix and references. 

The first chapter is about the problem statement, the background, motivation, objectives, 

proposed approach, and the highlight of what have been achieved. Chapter 2 is about 

the literature reviews and the comparison between the existing systems and OCR tools. 

Chapter 3 is about the system design. In this chapter, there will be diagrams for a better 

understanding towards the project. The diagrams are use case diagram, activity diagram, 

sequence diagram and communication diagram. The following chapter, chapter 4 is 
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about to discuss on the methodology and tools using and the implementation of the 

system. However on chapter 5, testing result on the system will be recorded down.   
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Chapter 2: Literature Review 

 

2.1 Overview of Existing Solutions 

 

In recent day, many things around us has become digitalized and computerized. 

There are a lot of the household appliances has the LED or LCD display for the ease of 

human to operate them (Tekin, et al., 2011). Besides, the number on the display may 

be very critical to the production flow (Xie, 2009). While in industry area, there are a 

lot of the machines that are mostly adapted to automation and had reduced man power. 

There are existent of very user-friendly application that apply the OCR to help the 

vision impaired person to read. It will convey the message (e.g,: on the book) into the 

vocal voice, which act like someone is help them to read the text. Although they could 

read the characters in printed documents or book easily and more accurately, but it does 

not mean that the result will be the same when read the characters on the LCD/LED 

display. . There are few solutions toward getting the texts and characters from screen, 

especially from those legacy machines which customization are not allowed. A visual 

approach is a smart and diligent way to solve the problem as there will be a direct access 

to the application through the user interface (Gleichman, et al., 2011). In common, OCR 

will always have weakness as it could not know the captured image is readable or not 

at first until the character/s is/are generated, and the OCR processing latency worsen 

the recognition process, more time is required to determine if the document captured is 

readable (Cutter & Manduchi, 2015).    

 

In this section, existing OCR solutions are reviewed. The purpose of this review 

is to evaluate the suitability and identify the functionality gaps of using the existing 

OCR solutions to achieve our intended purpose.   

The evaluation criteria include:  

a) Online/Offline – Does the solution requires internet to perform its function.  

b) Cropping – Does the solution need user to crop the image to reduce the size of 

the image. 

c) Auto Detect Character – Can the solution automatically detect the text/character 

without human intervention.  



Chapter 2 Literature Review 

BCS (Hons) Computer Science 

Faculty of Information and Communication Technology (Kampar Campus), UTAR. 7 

 

d) Font limitation –Can the solution recognize all type of font but not limited to 

some type.  

e) Multiple language – Does the solution recognizes more than one type of 

language. 

f) Need of human intervention – Does the solution requires human to capture, 

cropping and other calibration to perform its function.   

 

2.1.1 OCR of seven segments display 

 

 Seven segments display means the output shows via 7 bars. The multimeter 

shows it output via 7 segments display and the reading values wanted to be extract out 

of the multimeter display. Therefore, image was taken from the multimeter using 

camera and the image will be processed for converting the reading value in the image 

into the text. There are so many types of OCR engine in the world, and each will have 

their own specialty. The OCR engine chose to perform the text recognition is SSOCR 

(seven segment optical character recognition). SSOCR is a program that has been 

written for recognizing the seven segments display only (Seven Segment Optical 

Character Recognition, n.d.).  

 The image of the multimeter was capture using a mobile phone, then the image 

was scale to a very small size until the reading is fully filled up the image. The result 

came up showing the text which almost same as the number in the text, just that the 

decimal point had left out.  

 

Figure 2.1.1.1: Cropped image used in for the text recognition (jbeale, 2013) 

 

Figure 2.1.1.2: The result (jbeale, 2013) 

 The limitation of this solution is that the image has to be cropped into a very 

small size to generate a very accurate result. Besides, the decimal point could not be 

recognized as part of the text. Furthermore, this solution only can detect 0-9 
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characters instead of the normal alphabets and it can’t recognize the characters that is 

not in 7 segments format.  

 

2.1.2 Easy Screen OCR (ESO) 

 

 Easy Screen OCR is an OCR software that will do the recognition and 

conversion online. Like what a normal OCR software does, it will extract the text in the 

image content and convert it into a format for edit purpose, which make may increase 

the productivity (Steven, n.d.). There are some key features which make this software 

so powerful: - 

 Multiple languages. It can recognize more than 100 different languages. 

 Google OCR as the engine. Google OCR is an advanced engine in OCR area.  

 Online OCR process. The process is happened in the cloud, not occupying the 

user computer resources.  

 Hot keys. Shortcut keys make the whole process faster. 

 Different image format.  

ESO can implement in computer with different operating system. It can be 

implemented in Windows and Mac. ESO has a very hard accuracy on recognizing the 

text because it has used the google OCR module of google cloud vision. Google cloud 

vision API are said to be have high performance is because “The Google Cloud Vision 

API takes incredibly complex machine learning models centered around image 

recognition and format it in a simple REST API interface” (Chan, n.d.). ESO has 

graphical user interface (GUI), which user interface that user will prefer to. This is 

because command-line interface is not user-friendly, unless the user has much 

experience with it. Moreover, it allows user to select the region of interest for OCR. It 

does not fix the user to process the image himself before using the ESO.  
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Figure 2.1.2.1: The image for OCR process (snapshot from ESO demo video, 

n.d.) 

 

Figure 2.1.2.2: The user selects the region of interest instead of scanning the 

whole image. (snapshot from ESO demo video, n.d.) 
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Figure 2.1.2.3: The region of interest is under the OCR process. (snapshot 

from ESO demo video, n.d.) 

 

 

Figure 2.1.2.4: The result after the OCR process. (snapshot from ESO demo 

video, n.d.) 
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Selecting the region of interest is a good feature from ESO. This is because 

uploading a smaller file size is much easier than the larger file. Smaller file size will 

required smaller bandwidth therefore the performance can be increased. The whole 

OCR process is worked in the google cloud, therefore user could save up their computer 

resource such as CPU for computation, RAM and so on. ESO will only occupy less 

than 8MB in the computer (Steven, n.d.). Therefore, this solution is suitable to those 

low-spec computers which may have disaster using the OCR software that needs higher 

computer-spec.  

Using online OCR could have both pros and cons. Although using google OCR 

could save up computer resources, it requires internet. Requiring internet usage can be 

a very huge cons. How about if there is internet problem which is not control by the 

user? This solution is not free, user has to subscribe it either in monthly, half-yearly or 

yearly basis. Besides, larger image file requires longer time and wider bandwidth of the 

internet to upload the file to the google cloud for OCR purpose. If there is a lot of large 

images to be done, the process might slow down and may not as efficient as other offline 

OCR. Since it is in subscription basis and need internet, it may cost user a lot. 

Furthermore, ESO does not state any storage issue because uploading files to the cloud 

will occupy some cloud storage space. How if each user has exceeded the cloud storage 

limit? If there is add on to the cloud storage, it will cost a lot towards those users that 

need a large storage.  

 

2.1.3 DaVinci HD/OCR Video Magnifier 

 

 DaVinci is a set of assisting tool that is very useful to visual impaired people. It 

consists of a HD monitor, a 3-in-1 camera and text-to-speech (OCR). DaVinci is a 

product from Enhanced Vision, which is a leading manufacturer of magnifying solution 

for the visual impaired in America. With a HD monitor, an excellent color and contrast 

will deliver a high-quality image, clear picture and vibrant colours (The Low Vision 

Centers of Indiana, n.d.).  

 Since DaVinci has a lot of functions, I will focus on one of the features which 

is the OCR feature. With the OCR features, it will help to read out the text when user 

pushes a button. It can either take pictures with the HD camera, or either from the screen 
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shot in the monitor. Some people may feel tired on eye when read a lot of text and 

words, therefore, OCR features will recognize the characters, and convert the text to 

speech so that the user could still able to continue his reading even if his eyes are not 

comfortable. DaVinci could read the content using the camera but need human 

intervention to capture the image by pushing a button. The camera capturing is not an 

automation process but need human intervention.  

 

Figure 2.1.3.1: DaVinci captures the image for OCR in a guided frame (snapshot from 

DaVinci User manual, n.d.) 
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Figure 2.1.3.2: The framing of the words (INDATAProject, 2015) 

 

Figure 2.1.3.3: The OCR could segment the content  (snapshot from DaVinvi user 

manual, n.d.) 

It will frame the word/character when it read the words. To enter the OCR mode, a 

button is needs to push so the user could start capturing the image. The image needs to 

be fit nicely into the guided frame (shows in Figure 2.7). The OCR of the DaVinci is 

very powerful, it could recognize the text and characters no matter what position of the 
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image is show to the camera. It supports multiple orientations for documents, just that 

make sure the document is viewable under the camera arm (Enhance Vision, 2018). 

Last but not least, DaVinci provides a wide range of languages.  

 The only limitation of the OCR features is that it could not take the picture when 

the user has some distance from the system. This is because the system requires to push 

a button in order to capture the image. To solve the problem, the control of the system 

should not be wired but use the bluetooth remote control instead. Bluetooth is more 

powerful than Infrared Transmission as bluetooth has wider range than the Infrared 

Transmission and Infrared need a open path in order to remotely control the devices 

(Ashish, 2016). Therefore, no matter how far the person from the DaVinci is, he can 

still use the OCR feature as long as the camera could view the document. There is no 

big deal about the size when the object is far from the camera. The camera can do 

magnifying up to 77x. Although the camera can view from an infinitely far object, but 

the recommended distance is 5-30 feets (Enhance Vision,2018).   

2.2 The comparison between the solutions reviewed 
 

After reviewing the solutions based on the criteria, there is differences between 

the reviewed solutions. Table 2.2.1 shows the comparison between the solutions 

reviewed. 

 OCR of seven 

segments display  

(OCR optical 

character 

recognition of seven 

segment displays, 

n.d.) 

Easy Screen OCR 

(ESO) 

(Screen OCR, n.d.) 

DaVinci  

(Enhanced Vision, 

n.d.) 

Online/Offline Offline Online Offline 

Cropping Yes Yes (If want to 

recognize certain 

part) 

No 

Auto detect character No Yes Yes 

Font limitation Yes. Limit to 7 

segments display 

No No  
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Multiple language No Yes Yes 

Needs of human 

intervention 

Yes Yes Yes 

Table 2.2.1: Existing OCR solutions comparison 

 From the table above, some of the solutions could solved some of the criteria 

mentioned. Unfortunately, none of the solution could integrate all of the criteria. They 

have the common problems, which that all of the above involve human intervention 

and do not further the system for IoT yet. To further explain the problems, firstly, user 

has to capture the image so that the solutions can process the image for OCR purpose. 

The systems/solutions could not automatically capture the image for further process. 

Besides, all the solutions do not have any further process after displaying the results, 

which mean the existing solutions are not designed for data storage for the ease of 

monitoring purpose. A system will be very powerful if integrating the OCR and cloud 

service, which will be suit monitoring the best.   

 As a conclusion, there is no existing of system that can solve our problems 

discuss in chapter 1. Developing a system with the criteria above could succeed this 

project.  

 

2.3 Overview of the OCR engine 
 

 There are a lot of OCR engines which helps in many industries. The following 

section will discuss on the comparison between the popular OCR engines. 

  

2.3.1 Tesseract  

 

Tesseract is an offline open source OCR engine that could run on every 

operating system and it is considered as a top 3 OCR engine in the world in term of 

accuracy. (Vincent, n.d.) It runs through a command-line interface (CLI) instead of a 

graphical user interface (GUI). It has a very good performance in actual character 

recognition, on the other hand, it has performance problem on multicolumn materials 

(Vincent, n.d.). Since tesseract was developed from 1985, to be honest, it has some 

limitation in the older time but for now, tesseract have evolved into so may version. 
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Now we have Tesseract 4.0, which able to detect characters in many languages. 

Tesseract does support much language nowadays as many feature libraries are provided 

(Smith, et al, 2009). In the older day, it could only detect English language (Vincent, 

n.d.). User have to download the other language training data online before want to use 

it (James, 2017).  

People in recent year are more adapted and exposed to GUI other than 

command-line interface. It is not user friend since user have to know the parameters 

and command in order to operate it. Tesseract is different from other commercial OCR, 

it is intended to serve as a part of another program, it do not provide GUI to user unless 

integrate with another program (Language Technologies Unit (Canolfan Bedwyr), 

Bangor University, 2008). Mostly factory operators may not an IT expert, it may bring 

up some trouble if using the Tesseract without any integration into other program. Last 

but not least, Tesseract has high accuracy on the black and white documents rather in 

this fancy modern world. It might be hard for it to maintain its high accuracy if the 

content of the image is complex with too artistic fonts and many graphics (Leung, 2017).  

Tesseract is a good choice for those who want to have some customization on 

the engine therefore can be applied into different kind of scenario, as the libraries of 

Tesseract are expandable (Li, et al., 2016) 

2.3.2 Google OCR 

 

Google cloud vision is a very power image analysis in recent days. This 

powerful software provides pretrained model through API (Application Programming 

Interface) and it do offer flexibility to user, which user could customize the model using 

AutoML Vision. Google cloud vision helps to analyse the image content and help 

developers to understand the content of the image. Since it is very powerful, it provides 

a lot of features such as label detection, optical character recognition, handwriting 

recognition, face detection and so on. We will only focus on the OCR by google cloud 

vision in this study.  

 There are two features support the OCR to work perfectly, which are 

TEXT_DETECTION and DOCUMENT_TEXT_DETECTION. The 

TEXT_DETECTION will do text extraction from image while 

DOCUMENT_TEXT_DETECTION is doing the same things as the 
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TEXT_DETECTION but it has optimal respond in dense text document. Google OCR 

will firstly perform a layout analysis on the image, then perform the text recognition 

analysis for text generation, lastly, correct the errors at post-processing by giving a lot 

of model or dictionary (Chan, 2015).  

 Using the vision API is quite convenient. All the recognition will be done online. 

The images that scanned into the computer need to upload to the google cloud platform 

(GCP) project in the google cloud for the further OCR process. The google vision OCR 

is so powerful and do no limit the font to be in 7 segments only. It will easily recognize 

the text or character in the image and give a high accurate result. Besides, it able to 

detect the alphabets in the image. There is a difficulty in the old OCR technique which 

is the text of interest must occupy most of the space of the image whereas the 

background clutter is compulsory to discard before the display can be read (Tekin, et 

al., 2011). For OCR of google vision, there is no necessary to have such criteria to make 

the OCR works. No matter what is the size of the image, google vision OCR able to 

extract the character unless there are no characters. Google OCR can recognize the 

characters and returns high accuracy label even the image is in odd angle, unusual font, 

against complex backgrounds. 

 As a conclusion for section 2.3, Google OCR will have better performance than 

Tesseract because Tesseract could not have consistent performance when there not only 

black and white documents but image with fancy content. On the other hand, the user 

interface might also become a criterion to judge whether the engine is suitable for 

anyone. Since Google OCR is GUI based which may be easier to operate than the 

command-line based Tesseract. Besides, Google OCR is online while Tesseract is 

offline. Google OCR will be done online which may not consume computer resources, 

but Tesseract will consume the resources.  
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Chapter 3: System Design 

3.1 Use Case Diagram 

Figure below shows the use case diagram. 

 

Figure 3.1.1: The use case diagram. 
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3.2 Use Case Description 

 

The ROI use case is describe in the table 3.2.1 

Use Case ID UC01 

Use Case Description Start the system 

Actor Operator 

Precondition - 

Main Flow 1. Operator starts the system. 

2. The system starts capturing the image. 

3. The system resize the image. 

4. The system detect the ROI. 

5. The system check if the image can be used. 

6. The system repositioning the image. 

7. The system get the size of the ROI. 

8. The system crop the ROI 

9. The system extract and do recognition task. 

10. The system delete the image 

11. The system upload the data collected 

 
  

Alternate Flow – Fail to 

detect ROI 

      4.1  Delete the image 

Alternate Flow – No tilted 

image 

     6.1 System skip the repositioning step 

Author Lai Suk Ling 

Table 3.2.1: Start the system use case description 
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Set threshold use case is describe in the table 3.2.2 with ID UC02. 

Use Case ID UC02 

Use Case Description Access cloud to see the data collected 

Actor Operator 

Precondition Internet connection and system was running. 

Main Flow 1. Operator access into the cloud. 

2. The system display the data.  

Author Lai Suk Ling 

Table 3.2.2: Access cloud to see data collected description.  
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3.3 Sequence Diagram 

 

Figure below shows the sequence diagram of the project. 

 

Figure 3.3.1: The sequence diagram of the system.  
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3.4 Collaboration Diagram 

 

Figure below shows the collaboration diagram of the system. 

 

Figure 3.4.1: The collaborative diagram. 
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3.5 Activity Diagram 

 

Figure below shows the activity diagram of the system.  

 

Figure 3.5.1: The activity diagram of the system. 
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Chapter 4 Methodology 

4.1 Methodology and General Work Procedure 

 The methodology chose to work the project is prototyping. The final system will 

be delivered after satisfying with the prototypes developed.  

 

Figure 4.1.1: Prototyping flow 

There will have several prototypes for system evaluation and improvement. 

1. First prototype is based on the basic analysis and design. The prototype should 

have the features to capture the image of the LCD/LED screen by camera and 

the OCR engine is implemented.  

2. Second prototype will describe the system where the system has the cloud 

service for storage on the data collected from the image captured.  

3. Third prototype will integrate the first prototype and the second prototype but 

the camera will able to capture the image and process the data automatically 

without human to involve in the system.  
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The steps in delivering the system:  

1. Planning: The idea of the project is proposed and discuss with the supervisor. 

The overview of the system is discussed for a better direction. The scope of the 

project and the objectives of the project is defined as well. Besides, the 

requirements of the project are gathered for building the system.  

 

2. Analysis: The requirements are analyzed to build the ideal system. There are 

many existing systems about OCR and these existing systems have been studied 

for further understanding. Besides, their strengths and limitations are also been 

reviewed. These existing systems are compared and the features which could be 

add into the project system are taken into considerations. Furthermore, the 

previous prototype develop are analyzed for improvement.    

 

 

3. Design: The prototypes of the system is design for the ease of doing the system 

prototyping. There are several prototypes as mention in the above, each 

prototype will be design in different iteration.  

 

4. System prototyping: The prototype is built into physical. There are 3 prototypes, 

first with the basic requirements and the next 2 prototypes will add on the 

additional features.  

 

 

5. Implementation: The prototype is implemented and tested. The weakness and 

the insufficient performance of the prototype will be pointed out and become 

the requirements in the next prototyping. This phase is important for achieving 

the ideal system project. If the system prototypes are satisfied, then the 

prototypes will be integrated and deliver as the final product.
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4.2 Tools 

 

1. Raspberry Pi 3B+ 

Raspberry Pi is the hardware used to build the system. The Operating system is 

Debian 9.4.  

 

2. Raspberry Pi Camera 

The camera is attached to the Raspberry Pi for capturing image purpose. Before 

proceeding to process the image, image has to be taken and captured. Camera 

is used to capture the image. 

 

3. Tesseract 

The software, Tesseract is a very powerful OCR tools, which play a very 

important role to do recognition work. This OCR tools could give a high 

accuracy of a result under certain condition. 

 

4. SSOCR 

SSOCR stands for Seven Segment OCR, which literally recognize the seven 

segment characters. This is because Tesseract is unable to detect the seven 

segment character.  

 

5. Zbar  

Zbar is a library to use in python. Zbar is use to detect the QR Code in the image, 

to find the position and location of the QR Code so that the system able to do 

calibration before recognition work for a higher accuracy of the result.  

 

6. ImageMagick 

A software used to process the image such as crop, rotate and convert image 

into monochrome according to the provided information such as the size of the 

image to be crop and the degree to be rotate.  

 

7. Google Sheet (cloud) 

To store the data captured for the ease of tracking and the ease of monitoring 

purpose. 
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4.3 Timeline 

Figure below shows a Gantt Chart. 

 

Figure 4.3.1: Gantt Chart

28-May 17-Jul 5-Sep 25-Oct 14-Dec 2-Feb 24-Mar 13-May

Find topic

Find supervisor

Analyse topic

Study the materials

Do proposal

Present proposed idea

Build prototype 1

Update supervisor

Build prototype 2

Update supervisor

Do FYP 1 report

Present FYP 1

Build prototype 3

Update supervisor

Software testing

Do FYP 2 report

FYP 2 viva

Start_Date Duration (days)
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4.4 System Implementation 

  

 This project is to capture data from LCD/LED screen of machines and upload 

to the cloud for ease of monitoring purpose. However, there are a lot of work have to 

be done in order to pull the accuracy of the recognition task, especially when there is 

no human calibration and intervention, everything has to be automated.  

 The hardware of the system is built using Raspberry Pi 3B+ and Raspberry Pi 

camera. The operating system is Debian 9.4. There are functions implemented into the 

system. To combine all the functions, bash script and python are used to complete the 

system. The image taking and processing the image will work in parallel. The image 

will resize to 50% of the original size to reduce the time needed to process an image.  

The first function to discuss is the recognition task. Tesseract is a powerful OCR 

tool, it is downloaded and tested to check if it really works. Other than Tesseract, 

SSOCR (Seven Segment Optical Character Recognition) is chose to implement into the 

system as well because one of the cons of the Tesseract is not able to detect and 

recognize seven segment characters.  

 To minimize the human intervention and calibration, the system should able to 

detect the ROI instead of processing the whole image captured. To know the position 

and size of the ROI, QR Code is used for detecting the ROI. For the system to detect 

the QR Code, Zbar library is downloaded and use in python platform. Python file 

imports the zbar library, and all the calibration is done in the python file to make the 

system automated. The system able to return the position of the QR Codes, from the 

position/location returned, the starting position of the ROI is known and the size of the 

ROI can be calculated, hence the area of the ROI is knwon. The system able to detect 

multiple ROIs and able to process them as well. 
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Figure 4.4.1: The QR Code on the screen. 

From the figure above, the system able to detect the qrcode and calculate the size of the 

ROI and output the size into a file.  

 Other than detecting the ROI, there is a problem with the angle to take pictures. 

When the camera is set at certain angles from the screen, the result will be inaccurate 

as the camera is not able to ‘see’ the data from the screen. For example when 180 degree 

from the screen. To avoid from getting the inaccurate result, those images have to be 

ignored and not processing them. To let the system know the current angle of the camera, 

use the area ratio of the qr codes. When the camera is placed right in front of the screen, 

then ratio should be approximate to 1:1. Therefore, for every image that has the ratio 

less than 0.7, the image will be ignore and deleted. The testing on finding the angle will 

discuss in Chapter 5 later.  
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Figure 4.4.2: Code section used to eliminate the fail images. 

The code above shows how to eliminate the ROI that do not fulfill the condition.  

In addition, the system could not detect and process the image if the image is tilted. 

With the existing of QR Code, the problem could be solve. When the top left and top 

right of the QR code are not in a same Y location, meaning that the image is tilted. With 

the formula of : 

𝑐2 =  𝑎2 + 𝑏2 − 2𝑎𝑏 cos 𝛾 

the degree of rotation is able to find out and hence the image can be rotate to the position 

that can perform the recognition task the best. The code to find out the rotation degree 

is: 
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Figure 4.4.3: The image rotating code section 

The figure above shows the way to find out the degree of rotation. 

 After the image is done processing, the ImageMagick will continue the task. 

The ROI will be crop according to the size of the ROI. Since there will have flicker 

problem when capturing image from LCD/LED screen, the cropped image have to 

convert into monochrome. After that only proceed to recognition process. The figure 

4.4.4 below describe the processes. 

 

Figure 4.4.4: The original image captured by the camera. 

 

Figure 4.4.5: The cropped image 
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Figure 4.4.6: The image converted into monochrome. 

After processing the image and get the data, the image will be delete to save the memory 

space. Besides, the metadata of the image will be extract to let the operator know when 

the image is captured and upload to the google sheet (cloud) along with the data. The 

update of the google sheet do not need human intervention, it will update the google 

sheet automatically with ‘curl’ command.  

 

Figure 4.4.7 : The CURL command to update the google sheet. 
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Figure 4.4.8: The google script to update the data to the cloud. 
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Chapter 5: Testing and Result 

5.1 Overview  

 In this chapter, the result of before and after implementing the proposed solution 

will be discussed. Before the proposed system solution, the Tesseract shows it 

weaknesses, such as unable to detect the ROI as it will recognize all the characters in 

the image, unable to recognize when the image is tilted and upside down, unable to 

detect seven segment as others. With the proposed solution, the system able to achieve 

the objectives stated, which identified the suitable OCR tool that suit the system the 

best, automatically capture the image, calibrate the image without human intervention, 

accurate data recognition and able to upload the data to the cloud for storage and easy 

for monitoring purpose. 

 

5.2 Comparison On Before and After The Proposed Solution 

Before Implementing The Project Solution 

 

Figure 5.2.1: The image captured by the camera. 
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Figure 5.2.2 : The result of the image capture after recognition task 

From the Figure 5.2.1 and Figure 5.2.2, Tesseract not able to detect the ROI but it 

recognize the non ROI. The result is not the correct and this will lead to a big problem 

for the monitoring purpose. This is because Tesseract not able to recognize characters 

from the LED/LCD screen, due to the flicker problem.  

 

Figure 5.2.3: The tilted image 
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Figure 5.2.4: The tilted image 

 

Figure 5.2.5: The tilted image 
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Figure 5.2.6: The upside down image 

For the Figure 5.2.3, Figure 5.2.4, Figure 5.2.5 and Figure 5.2.6, the Tesseract not able 

to detect and recognize the characters from the screen as well although the image has 

been process to eliminate the flicker problem. Since the Tesseract does not have the 

feature to upload result to the cloud, the result is output to a text file. However, the text 

file is empty as it does not have the ability to recognize characters from these images.  

 

Figure 5.2.7: Image captured with seven segment characters 
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Figure 5.2.8: The empty output from Tesseract. 

From the figures above prove Tesseract could not recognize the seven segment 

characters.  

All the result is only output to a text file, but do not upload to cloud for data storage. 

 

After Implementing the Proposed Solution 

 In this project, the problems mentioned had been solved and the objectives are 

achieved. There is no human intervention along the capturing, recognizing, and 

uploading process. Besides, the system able to recognize characters more accurately 

from tilted image and upside down image. Besides, the system could know if the image 

capture from the current angle can be used to generate the data or not. By using the ratio 

of area of two QR Code, if the ratio is below the threshold set, then the image will be 

delete and proceed to next image. In addition, the data captured will be upload to the 

cloud for ease of monitoring along with the image captured time. 
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The system able to take the image automatically. The figures below show the images 

taken by the system and process the images.  

 

Figure 5.2.9: The first image took by the system. 

 

Figure 5.2.10: The second image took by the system 
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:  

Figure 5.2.11: The third image took by the system. 

 

Figure 5.2.12: The result from the image after processed by the system. 

The figures below show the tilted and upside down images to prove that this developed 

system could process and recognize the characters and able to upload to the cloud as 

well. 
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Figure 5.2.13: The tilted image. 

 

Figure 5.2.14: The tilted image. 
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Figure 5.2.15: The 90 degree rotated screen image. 

 

Figure 5.2.16: The upside down screen image. 
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Figure 5.2.17: The result data uploaded to the cloud 

As the Figure 5.2.13 to Figures 5.2.16 show, the tilted and upside down image able to 

be detected accurately. The ‘timestamp’ indicating the time of data push into cloud, the 

‘CaptureTime’ indicates the image captured date and time, for example: 20190406-

175919 mean the image is captured at 6th of April 2019, 17:59:19. The ‘data’ indicating 

the result from recognition process.  

The system able to detect seven segment characters, which the Tesseract tool could not. 

 

Figure 5.2.18: The image captured with seven segment characters 
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Figure 5.2.19: The result of the image in Figure 5.2.18  

The developed OCR solution uses Tesseract as the OCR engines as it is very 

powerful and does not need internet access like Google OCR. Besides, the solution able 

to capture, crop, rotating and other calibration without human intervention. Lastly, the 

solution able to transmit the data to cloud automatically, along with the metadata of the 

image. Therefore, the objectives of the project are achieved.  

 

5.3 Testing on the Tesseract engine and Proposed System 

5.3.1 Testing on the Accuracy Against Angle From The Screen On The Tesseract 

Engine and The Proposed OCR Solution 

 

Testing on the accuracy against angle from the screen on the Tesseract engine 

 The test is conducted under 74.7 Lux. The LCD/LED screen is put in front of 

the camera, with the distance of 30cm from the screen. This is a test on the Tesseract 

engine alone, to study the accuracy of engine when capturing from the screen. 20 

images will captured and be processed for recognition. The test angle range is from 10-

170 degree.  

The table below shows the result from the test. 
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Table 5.3.1.1: The result of the test on Tesseract engine 

The figure below shows the graph of the accuracy against angle from the test conducted. 

 

Figure 5.3.1.1: The graph of accuracy against angle of the test 

 The test above shows Tesseract could not give accurate result when the image 

is captured from the LCD/LED screen. No matter capture the image from any angle, 

Tesseract could not recognize the characters in from the LCD/LED screen.  
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Testing On the Accuracy against Angle From The Screen On The Proposed OCR 

Solution  

This test is conducted under 74.7 Lux, camera is set 30cm from the screen. Each 

angle will capture 20 images and then to process for recognition task. The results are 

recorded and the graph is plotted. The angle to be tested is from 10 degree to 170 degree. 

The QR Codes are attach at the end of the ROI for the system to know the position of 

the ROI.  

The table below showing the result of the angle test.  

 

Table 5.3.1.2: The table of the result of the test. 

 

The graph below shows the accuracy against angle, the test is carried out under 74.7 

Lux, and the position of the screen are constant.  
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Figure 5.3.1.2: Graph of Accuracy Against Angle  

 The test shows the system able to give accurate result when the camera is 

captured from 60-110 degree from the screen. Therefore, for the system to eliminate 

the image, image QR Code ratio should be less than 0.70, to ensure the accuracy of the 

result data.  

 From the results above, the proposed solution could perform better than the 

Tesseract engine. The proposed OCR solution able to recognize the characters from the 

screen and able to eliminate the image captured from angle below 60 degree and above 

110 degree to ensure the accuracy of the data. Therefore, the conclusion can be made 

from the second test, if the ratio of both QR Code is below 0.70, the image can be 

eliminate and delete.  
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5.3.2 Testing Using the 2 by 2 Table on Tesseract Engine and Proposed OCR 

Solution 

Testing on the Tesseract Engine 

 The test is conducted under 74.7Lux, by setting the Tesseract engine 30cm from 

and 90 degree to the screen to indicate the true positive, true negative, false positive 

and false negative. For true positive and false negative test, the LCD/LED screen will 

be placed as the input of the test. 20 image will be captured as the input for each test. 

The input will be the data from the LCD/LED screen. The output is the correct result 

of input.  

The table below shows the result from the test.  

 Input No Input 

Output 0 0 

No Output 20 20 

Table 5.3.2.1: The result from the test. 

Rate of True Positive = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
 = 

0

0+20
 = 0 

Rate of True Negative = 
𝑇𝑁

𝑇𝑁+𝐹𝑃
 = 

20

20+0
 = 1 

Rate of False Positive = 
𝐹𝑃

𝑇𝑁+𝐹𝑃
 = 

0

20+0
 = 0 

Rate of False Negative = 
𝐹𝑁

𝑇𝑃+𝐹𝑁
 = 

20

20+0
 = 1 

 

Testing on the Proposed OCR Solution 

 The test on true positive, true negative, false positive and false negative is 

carried out under 74.7 Lux, setting the proposed OCR solution 30cm distance from and 

90 degree to the screen with the noise in background. The input of the test is the data 

from the LCD/LED screen. 

The table below shows the result from the test.  
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 Input No Input 

Output 20 0 

No Output 0 20 

Table 5.3.2.2 : The result of the test. 

Rate of True Positive = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
 = 

20

0+20
 = 1 

Rate of True Negative = 
𝑇𝑁

𝑇𝑁+𝐹𝑃
 = 

20

20+0
 = 1 

Rate of False Positive = 
𝐹𝑃

𝑇𝑁+𝐹𝑃
 = 

0

20+0
 = 0 

Rate of False Negative = 
𝐹𝑁

𝑇𝑃+𝐹𝑁
 = 

0

20+0
 = 0 
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Chapter 6 Conclusion 

6.1 Project Review, Discussion and Conclusion 

 There is no OCR solution to capture the image from the screen and extracts the 

data from image. Most of the existing solutions are mainly on extracting the characters 

from the physical documents instead of a LCD/LED screen. Besides, the reviewed 

solutions are yet completed for IoT solution, which could not perform the data analytic. 

Also, there is no OCR solution could run without human intervention to capture the 

data automatically and ensure the accuracy of the result. Furthermore, there are so many 

OCR engine in the world but every OCR engines have their pros and cons, so the most 

suitable OCR engines has to find out to place in the proposed system.  

 The objectives of the project are to identify the OCR engine that suit the project 

the best, to develop an automated OCR solution which can used to capture data from 

the LCD/LED display without much calibration such as capturing, imaging cropping, 

image rotating for tilted image. Lastly, to develop a solution where the captured data 

are automatically transmitted to the cloud.  

 The OCR solution in this project able to capture the image from the screen 

continuously and automatically. Next, each image captured will be process to detect the 

ROI and to check if the image is tilted, captured from a good-positioned camera, and 

do calibration for an accurate output automatically without human calibration. The 

system will identify the type of data through decoding the QR Code, then deciding the 

engine to recognize the processed image, either Tesseract or SSOCR. Hence the system 

able to detect seven segment characters as well. After getting the data, the data will be 

transmitted to the cloud for data storage. Hence the solution hit the last objectives of 

the project as well. In short, the objectives of the project are achieved.  

 The problem encountered in this project is to think of a solution to detect the 

ROI and calibrate the image automatically. QR Code helps a lot in the solution which 

able to know the ROI and the tilted image. It can also help to eliminate the image took 

from some angle.  

 In conclusion, this project is focusing on to develop an OCR solution which run 

automatically and without human intervention to ease the monitoring task. The 

automated calibration and capturing is the essence of the project. Although the project 
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implementing the existing OCR engine but it enhances the performance to ensure its 

accuracy for the data.  

 

6.2 Future Work 

 There are weaknesses in this project. The camera capture the image 

continuously, which mean it will capture the consecutive same data and upload it again 

and again, and causing the storage waste. The performance of the system/solution is not 

good enough. Lastly, there is no data visualization which give operator a clear sight of 

the status of the machines.  

 The future work will be able to capture the image if there is a change from 

previous data. This could help in saving the memory space and also the space in cloud. 

This is because uploading the same data for couple of times is pointless. Therefore, the 

system could be into a next level if the camera able to capture image if there is any 

change. Next, the performance of the system should be increase. It takes long time to 

process and recognize the data, consider not efficient enough. Lastly, able the data 

visualization and data analytic could help in the monitoring purpose, in order to push 

the productivity of the factories. 
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