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ABSTRACT 

This project is about data pre-processing, cleaning and analytics in Malaysia’s tourism 

sector. It will provide brief information about the importance of applying data analytics 

in tourism sector and some methodology on cleaning and pre-processing tourism 

dataset. To allow data analytics for some useful attributes, unwanted strings that lies in 

the attributes must be stripped away and only keep the numeric values which is the only 

value that brings the meaning of the attributes itself. New attributes are introduced 

which are integrated from the existing attributes such as Latitude, Longitude and text 

sentiment analysis scores. After that, data analytics phase is used to determine the 

tourism trends in Malaysia from multiple aspects such as particular tourism location, 

traveller’s country of origin and type of travellers which have different preferences. 

Data analytics that on time series of tourism trends will be discussed in this project too. 

  



 
 

TABLE OF CONTENTS 

TITLE PAGE i 

DECLARATION OF ORIGINALITY ii 

ACKNOWLEDGEMENTS iii 

ABSTRACT iv 

TABLE OF CONTENTS vi 

LIST OF FIGURES x 

LIST OF TABLES xi 

LIST OF SYMBOLS xii 

LIST OF ABBREVIATIONS xiii 

CHAPTER 1  INTRODUCTION 

1.1 Problem Statement 

1.2 Background and Motivation 

1.3 Project Objectives 

1.4 Proposed Approach/Study 

1.5 Highlight of What Have Been Achieved 

1.6 Report Organization 

1 

1 

2 

4 

5 

6 

7 

 

CHAPTER 2  LITERATURE REVIEW 8 

         2.1   The Gurney Resort Hotel & Residences  

         2.2   Booking.com 

         2.3   Trivago.com 

         2.4   Microsoft Power Bi 

         2.5   Zoho 

         2.6   Naïve Bayes text sentiment analysis 

         2.7   Predicting Tourists’ Response to an Attraction Using Open Data 

         2.8   Forecasting Tourism Demand with Machine Learning 

8 

10 

12 

14 

15 

16 

19 

20 



 
 

         2.9   Location Recognition with Geograpy3 in Python 

         2.10  The Relation of Weather and Climate Information for Tourism 

22 

24 

CHAPTER 3 SYSTEM DESIGN 25 

         3.1   Design Specifications  

         3.2   System Design / Overview 

         3.3   Implementation Issues and Challenges 

                 3.3.1 Data Attributes and data size challenges 

                 3.3.2 Data Pre-processing and cleaning challenges 

                 3.3.3 Data Analytics challenges 

25 

29 

31 

31 

31 

32 

CHAPTER 4 DATA PRE-PROCESSING AND CLEANING 

         4.1   Attributes Meaning from Data Collected 

         4.2   Datetime Data Type Attributes Format 

         4.3   Origin of Country and State of Reviewers 

         4.4   Restaurant’s Price Range and Hotel’s Star 

         4.5   Precise Location Data from Tourism Location 

         4.6   Handling Reviews Attribute and Sentiment Analysis 

         4.7   Outcome of Attributes After Data Pre-processing and Cleaning 

CHAPTER 5    DATA ANALYTICS 

         5.1   Correlation Analysis on Time Series 

         5.2   Data Analytics Based on Country 

                 5.2.1 Reviews Count in Australia Based on Month 

                 5.2.2 Data Attributes and data size challenges 

         5.3   Data Analytics Based on Particular Tourism Location 

         5.4   Peak Detection for Data Analytics 

33 

33 

34 

35 

37 

38 

39 

41 

42 

42 

43 

45 

47 

49 

53 

CONCLUSION                                                                                                               55 



 
 

REFERENCES 57 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  



 
 

LIST OF FIGURES 

 

Figure Number Title Page 

   

Figure 2.1 Comparison between Booking.com and Expedia.com 10 

Figure 2.2 Trivago accommodation booking price comparison. 12 

Figure 2.3 Microsoft Power Bi with limitation. 14 

Figure 2.4 Zoho with multiple useful functions. 15 

Figure 2.5 Tweets per second. 16 

Figure 2.6 Geograpy3 functionality 22 

Figure 2.7 Inaccuracy of Geograpy3 country determination 23 

Figure 3.1 Interface implemented for obtaining valid point predicts 

of sentiment score for each context-free candidate 

feature involving the VADER sentiment lexicon. 

25 

Figure 3.2 Validation of VADER. 27 

Figure 3.3 Flowchart of project’s process. 29 

Figure 4.1 Frequency of similar strings that lies in “User State” 

and “User Nation” 

37 

Figure 4.2 Number of occurrence of absolute difference between 

Compound and Rating 

40 

Figure 4.3 Differences of data type before and after data pre-

processing and cleaning 

41 

Figure 5.1 Correlation between Qualify of life index, Currency in 

Malaysia and Number of Rating in Kuala Lumpur 

42 

Figure 5.2 Top 10 number of reviews count based on different 

country's travellers 

43 

Figure 5.3 Top 10 average arrivals on different country from 

government's arrival data 

44 

Figure 5.4 Total reviews from Australia based on months 45 

Figure 5.5 Total reviews from Australia based on months with peak 

detection 

45 

Figure 5.6 Reviews count from Australia based on months with 

different Year's data peak detection 

46 



 
 

Figure 5.7 Total reviews from United Kingdom based on months 47 

Figure 5.8 Total reviews from United Kingdom based on months 

with peak detection 

47 

Figure 5.9 Correlation between average temperature on month and 

total reviews count on month in United Kingdom 

48 

Figure 5.10 Reviews count from United Kingdom based on months 

with different Year's data peak detection 

48 

Figure 5.11 Largest improvement in terms of reviews count from 

year 2017 to 2018 

49 

Figure 5.12 Reviews count based on months for the largest 

improvement tourism location 

50 

Figure 5.13 Reviews count based on traveller type in the peak 

months 

51 

Figure 5.14 Relation between reviews count for the same postcode 

area 

52 

Figure 5.15 Highest peak points tourism location plotted 54 

 

 

 

 

 

 

  



 
 

LIST OF TABLES 

 

Table Number Title Page 

   

Table 3.1 Accuracy of VADER 3-class on classification by 

comparing with the rating human rates and 7 

established lexicon baselines with four different 

domain contexts 

28 

Table 4.1 Meaning of data attributes 33 

Table 5.1 Highest peak count based on grouped reviews count 

from years and months which falls above quartile 0.95 

from the total reviews count from particular tourism 

location 

53 

 

 

 

 



 
 

LIST OF ABBREVIATIONS 

 

VADER  Valence Aware Dictionary and Sentiment Reasoner 

NLTK Natural Language ToolKit 

TRI Trivago Rating Index 

CSV comma separated values 

GRW gain ratio-based approach 

CMC computer mediated communication 

AMT Amazon Mechanical Turk 

 

 

 

 

  



Web Data Cleaning and Analytics for Malaysia Tourism 

BCS (Hons) Computer Science 
Faculty of Information and Communication Technology (Perak Campus), UTAR 1 

Chapter 1: Introduction 

1.1 Problem Statement 
Malaysia is a well-known tourist destination in the world for its fascinating multi-

cultures, historical heritages, natural sceneries, delicious cuisine, etc. According to 

Malaysia Tourism Statistics in Brief (2016), Malaysia has an average of 26.42 million 

of tourist arrivals, and an average of RM65.7 billion of receipts made in the year from 

2006-2016. This proves that tourism is one of the major income sources for Malaysia. 

To further increase the income from tourism in Malaysia, more advanced technology is 

needed. For instance, tourism data analytics in Malaysia should be launched to 

generally improve the positive experience of travellers. Throughout the years, it has 

been observed that a huge amount useful data in the Malaysia’s tourism sector are there 

but not being analysed. This can actually be considered as a great loss in the sector the 

useful data are not actually used to improve the tourism. By referring to Travel 

Packages | Tourism Malaysia from the main website of Malaysia’s tourism, there is 

much space for improvement. For example, there is still lack of existing customers’ 

feedbacks although there are so many travel packages. Without collecting rating and 

review from customers, government or the tourism industry would not know the 

opinions from customers, and therefore they may have no clue how to improve. 

Moreover, not every travel package will include accommodation in the list. This might 

cause customers having difficulties to find an accommodation nearby the attractions 

they wish to go. Even no accommodation provided, government or industry should 

provide some recommendations for customers to ease their efforts in planning the 

visitation. In general, government has lost a lot of chances to collect and get use of the 

data for tourism sector. With the loss of much data and chances of collecting data, it 

causes a huge disadvantage for Malaysia tourism sector.  In my project, I will focus on 

Web Data Cleaning and Analytics for Malaysia Tourism by providing useful 

information which transformed from raw data. This is because there are a lot of 

information that can be learned by analysing large dataset to generally improve tourism 

sector in Malaysia. 
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1.2 Background and motivation 
It is very crucial for Malaysia government to collect and get used on every data 

collected from travellers. This is because every data collected can undergo data 

analytics to understand customers’ behaviour on attractions thoroughly. By having a 

deep understanding of customers’ behaviour, government is able to make predictions 

accurately based on the customers’ nationality, gender, age etc. For example, 

government can analyse a couple from England who departed to Penang will more 

likely to visit beaches at Batu Ferringhi, and having an accommodation at seaside 

nearby. By collecting every personal data, and also reviews, ratings from customers, 

government is able to make promotions and recommendations to customers which have 

higher possibilities on visiting a particular attraction based on the data analytics made 

by government. With an accurate prediction on customers’ behaviour, customers will 

feel very pleased to reduce their effort for finding suitable packages, attractions and 

accommodations. This will leads to positive feedback from customers, so that there are 

higher probability for customers to take a visit back to Malaysia. In return, Malaysia 

can boost up their income from tourism sector.  

Since government data is not easy to request, the big picture of this project is started 

from developing an automated web crawler to crawl public data from travelling 

recommendation websites. The automated web crawler will crawl the data from these 

websites dynamically and store into csv file which act as our database. After that, the 

raw data collected undergo data pre-processing and cleaning so the attributes of data is 

changed to appropriate one and the unwanted noises of data can be cleared. Then, text 

sentiment and correlation analysis is used after the unwanted noises and changes of data 

attributes has been made. This project starts from collecting useful public data from a 

travelling recommendation website who provides every aspect of tourism sector 

services such as accommodation, restaurant and attraction. This system is expected to 

analyse the data thoroughly to find out the correlation of data set collected so that 

predictions can be made on customers’ behaviour based on their reviews, ratings and 

rated date in every aspect of tourism sector. After that, data visualization is used to 

display some meaningful graphs to help tourism sector in Malaysia to understand their 

weaknesses and strengths for further improvements. There are also some meaningful 

graphs that are able to help customers to have better decision making on choosing 
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places to travel in Malaysia. For example, recommending a family or couple to 

particular attraction that are suitable for most of the family or couple who want to travel. 
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1.3 Project Objectives 
This project aims to clean the raw data thoroughly to produce an accurate outcome for 

analysis. To be exact, this is the most important phase to identify an accurate 

information based on the raw data collected. This is because an inaccurate data cleaning 

will directly leads to an inaccurate of data analytics. This leads to wrong information 

obtained and affects the decision making based on the false information learned from 

the uncleaned raw data. According to (Press, G., 2016) survey’s from existing data 

scientist, it shows that 60% of the time spent in the whole process is used in data 

cleaning. To ensure the data is cleaned thoroughly, every attributes must be checked 

carefully and it the time spent on data cleaning might be exponential growth based on 

the number of attributes.  

Besides, this project aims to determine a data model of text sentiment analysis with 

higher accuracy that is suitable for public reviews collected from different sources. This 

is because producing a text sentiment with higher accuracy can lead to higher accuracy 

on every prediction of other attributes which correlates to text sentiment’s attribute in 

the database. Text sentiment analysis will be completed by using one of the natural 

language toolkit (NLTK) in python library. This project does not involves developing 

a self-made library as it will consume too much time to determine the weights of every 

texts. 

This project also aims to find out every correlation of attributes collected so that the 

ultimate goal which is data analytics in further of this project can be achieved easier by 

studying the correlation graph formed. Apart from the correlation based on attributes 

collected, this project aims to determine the correlation between the event launched by 

government for tourism such as ‘Visit Malaysia 2014’, or  it can be focus on certain 

state such as ‘ Visit Kuala Lumpur 2018’. These meaningful correlation graphs will be 

visualized to prove that the usefulness of the event raised by the government and also 

travellers preferences in Malaysia. Peak detection algorithm is also used in this phase 

to allow easiness for analysing data as the dataset will be growing large when the web 

scrapper scraps more data into it. 
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1.4 Proposed approach/study 
For the tools to use, Python will be the only programming language that is used to do 

this project. This is because Python have lots of library that is satisfied the needs of this 

project. For example, Numpy, Matplotlib and NLTK.  

For text sentiment analysis, Valence Aware Dictionary and Sentiment Reasoner 

(VADER) Sentiment Analysis by the main contributors, (Hutto, C.J. & Gilbert, Eric. 

2015) from Python NLTK library is used on analysing the reviews of public data 

collected. According to (Calderon P. 2018), VADER sentiment analysis is a rule-based 

sentiment and lexicon analysis tool that used in social media sentiments specifically. 

Unlike machine learning approaches, lexicon approaches need not to train a model 

using large amount of data. This is because this type of approach have a ‘dictionary of 

sentiment’ which build a lexicon by mapping words to sentiment. By using this 

approach, every words will mapped into the library and each words has a predefined 

weightage. For a sentence with many words, the weightage of each words are summed 

up to get a mean value to display the intensity of the whole sentence.  

For correlation analysis, Matplotlib and Plotly are used to plot graphs to determine 

correlation between attributes. This is because Matplotlib contains various types of 

graph such as histogram, scatter plot and 3D plot. Scatter plot is used initially to find 

the pattern of the graph. For example, to prove text sentiment analysis by VADER is 

accurate, there must be a correlation between rating and compound of text sentiment 

reviews. Higher rating will have positive compound and lower rating will have negative 

compound in text sentiments. This can prove that the text sentiment analysis of VADER 

is accurate or not. Besides, for Plotly, it is an interactive graph which allows zoom in 

and out, focus on certain time series path and also hover function to determine the 

values falls on the point in the graph. It is easier to analyse the data using Plotly 

especially for the time series data. 
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1.5 Highlight of what have been achieved 
In this project, a clear understanding on each attributes from the open data collected 

has been achieved. After understanding the data collected, data pre-processing and 

cleaning phase is used to greatly improve the reliability of the data as there are noises, 

redundancy and faulty input from the users. For example, the input from the users that 

states their nationality and the city they are staying. There are too many ways for them 

to input their nationality as the tourism recommendation website do not have a 

predefined input format.  

Besides, there are also many different attributes with different data type. After data 

pre-processing, every data type are changed to the desired one. After that, few 

attributes are generated based on the attributes collected. For example, the helpful 

ratio are calculated based on the helpful votes and contributions from the reviewers. 

Helpful votes is voted by other users when they feel the reviews made are useful to 

them while the attribute ‘contributions’ are the total number of the reviews that the 

reviewers had made in the online tourism recommendation websites. The review’s 

length of a particular review is also stored to determine the length of reviews 

correlates with the ratings given. There are also attributes of the latitude and longitude 

of the particular tourism location introduced to have a more precise tourism location 

on a map. These coordinates are collected based on the Names, States and Postcode of 

the particular tourism location. It is important so that the coordinates of the location 

can be tracked and so the popularity. This can also be used for data visualization by 

displaying a heat map that shows the popularity of the tourism locations.  

In data analytics phase, there are few interesting and meaningful correlation had been 

studied and there are proves to justify the correlation based on the graphs visualized. 

There are also algorithm implemented to allow easiness of analysing the data through 

finding the peak count dynamically based on the query set. By sorting the most peak 

count graphs, it is then displayed and analysed as the higher peak counts can indicate 

as more undefined trends to be studied.  
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1.6 Report organization 
This project is arranged starts from the introductions in Chapter 1, which provides 

some basic idea about the flow and the objectives of this project. Besides, it also 

describes the problem statements, background of motivation, objectives and proposed 

approach for this project.  

For Chapter 2, there are lists of literature reviews that relates to this project. For 

example, data visualization, time series analysis, text sentiment analysis and data pre-

processing phase. These literature reviews are studied thoroughly to find out ideas and 

ways from the others to apply in this project by determining the papers’ strengths and 

weaknesses.  

In Chapter 3, the project’s system design will be written down. It will be more general 

idea which consists of data pre-processing, cleaning and analytics phase. While for 

the specific implementation for data pre-processing and cleaning is written in Chapter 

4, and data analytics is written in Chapter 5. Flowcharts are shown in this chapter to 

enable easy to understand the whole process in this project. There are also 

implementation issues and challenges in this project written in Chapter 3 which 

elaborates the difficulty of data pre-processing, cleaning and analytics phase.  

In Chapter 4, a more specific methodology in data pre-processing and cleaning will be 

elaborated. The open data collected tends to have a lot of faulty inputs and in this 

chapter, the objective is to clean out the noisy data and also pre-process the data so 

that during the data analysis process, the correctness of the data with highest precision 

can be kept.  

In Chapter 5, specific data analytics phase is written in details. The tourism trends that 

obtained from the data will be listed out in this chapter. There are also extra data from 

different sources that will be taken into considerations such as temperature data, 

humidity data, Google Trend data and also number of arrivals to Malaysia from 

government sources. Meaningless data is then converted into useful information that 

will leads to useful business decision. 

Chapter 6 will be the last chapter in this project which draws the conclusion in this 

project. Every information obtained will be summarized in this chapter.  
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Chapter 2: Literature Review 

2.1 The Gurney Resort Hotel & Residences 
In tourism, it could not be deny that a comfortable accommodation has a high impact 

towards the traveller’s experience. According to (Sharpley.R. 2000), a tourist 

destination success highly depends on qualitative and quantitative characteristics of 

supply of the accommodation. This is because an accommodation is a basic element of 

the overall destination planning process. If a traveller do not satisfied to the 

accommodation, obviously he or she would not likely to recommend his or her friends 

and relatives to there, this might affect a country’s image too.    

As a traveller, it is important to book your hotel room before travelling to prevent 

inconvenience happened. With the growth of internet, most of the hotels do create their 

own websites to enable customers for booking hotel room in a particular date without 

having a phone call. By reviewing Gurney Resort Hotel website, customer can choose 

the date they desired few months before they travel through the hotel website. Moreover, 

customer can know the details of the hotel room before booking by having facilities 

listed on the website. To enhance the clarity of customers, Gurney Resort Hotel website 

do provide pictures of room, the size of room and many others information. In Gurney 

Resort Hotel website, they also provides location on the map and area information 

which provide suggestions for customers to nearby attractions for travellers. Phone 

number and email of the hotel are provided in the website to avoid loose contact from 

customers when they have questions. With all of these features, customers can book 

hotel room easily. Besides, without having a middleman service in a transaction, the 

percentage of transaction failure might decrease. It is more reliable when customers can 

directly pay to the hotel without a middleman.  

However, there are thousands and millions of hotels in the world. Even a state in a 

country, do have thousands of hotels. So, customers might face difficulties to search for 

hotels in a particular place in Malaysia. If they want to know more details of hotels in 

the desired area, they need to access to each hotel’s website to check and make 

comparison in multiple aspects of a hotel. This is absolutely not practical for customers 

to make a right decision on booking a hotel room. Besides, hotel websites are not 

transparent to customers. It is obvious that every hotel do provide customers feedback 

and rating to the hotel. After collecting reviews from customers, most of hotel websites 
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are believed to display only positive feedback from customers. They intend to hide their 

negative feedbacks because they want to create more positive impressions to incoming 

customers. This might likely caused customers to make their choice wrongly when 

choosing the hotels.  

In general, hotel websites do allows customers who had finalised their decision to book 

a room from a particular hotel conveniently. It also lessen the rate of failure when 

booking a hotel room without a middleman service. On the other hand, for those 

customers who want to make comparison and search for room within their budget, it is 

believed to be impractical for them to open up lots of tab in browser to make comparison. 

The reviews from existing customers displayed are also less trustable. 

 

  



Web Data Cleaning and Analytics for Malaysia Tourism 

BCS (Hons) Computer Science 
Faculty of Information and Communication Technology (Perak Campus), UTAR 10 

2.2 Booking.com 
To resolve the issue in the huge amounts of hotel websites, hotel searching engine is 

introduced to allow customers to search for hotels in a particular country, state and city. 

User can set their own requirements on a particular hotel with several of hotel searching 

engine websites such as booking.com, expedia.com and agoda.com. These websites 

bring convenience for users to book their hotel they desired by lessen customer’s effort 

to compare for various hotels nearby the places of the area they are going to visit. The 

requirements can be filtered to narrow down choices of hotels to customers. For 

example, a customer wants to book a hotel with breakfast included, have swimming 

pool, budget below RM400 and free Wi-Fi. This features could be achieved by having 

a powerful hotel searching engine. Moreover, it is more transparent to customers as this 

hotel searching engine allows customers to make a review and rate the hotel that they 

had stayed. Every customers’ review and rating on each aspect of performance on the 

hotel will be displayed on the hotel searching website. With the large number of reviews 

and rating from customers on a hotel, the hotel searching websites will display the 

average rating to enable customers to directly know that the hotel’s performance in each 

aspect such as cleanliness, staff, comfort and facilities. Unfortunately, there are too 

many hotel searching engines which offers different price of the hotel although it is the 

same room. For example the hotel prices in Booking.com and Expedia.com as shown 

below: 

 

Figure 2.1: Comparison between Booking.com and Expedia.com 
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With different hotel searching engines, users had to do extra comparison between each 

hotel booking websites to check that they had chosen the right choice. Although this 

solves the problems of huge amount of hotel websites which leads to more effort for 

customers to search for hotel, the large number of hotel searching engines do have the 

same limitations with the hotel websites. Moreover, different hotel searching engines 

do have different reviews and ratings in a same hotel too. This caused the inconsistent 

of data of a hotel performance. With these hotel searching engines which act as a 

middleman service, it would have higher possibility to have failure of transaction to the 

particular hotel. 
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2.3 Trivago.com 
To resolve the issues, there is a website which is Trivago.com launched. Trivago is 

known as a more advanced hotel searching engine which helps users to compare the 

prices of a particular hotel from different hotel booking websites. It claims that it only 

appears the list of prices of a hotel from lowest after making comparison from many of 

the others hotel searching engine and also the hotel websites. With Trivago, users who 

aims for lowest price would be very pleased to use this website.  

 

Figure 2.2: Trivago accommodation booking price comparison. 

Besides, Trivago totals up the rating overview from other websites and make the 

average of the ratings. The ratings are classified into multiple aspects which includes 

location, rooms, service, food and facilities. So, users can indicate that the average 

performance of the particular hotel before dealing with it. Unfortunately, every hotel’s 

performance are not consistent over time. Trivago does not have the ability to keep 

track of a particular hotel’s performance over time with the displayed ratings in the 

website. So, it might not meet the expectations of the user who booked the hotel with 

high ratings in some aspects. For example, ‘hotel A’ has a rating with 10/10 in staff 

services category in year 2017. One year later, majority of the staffs in ‘hotel A’ 

resigned their job, ‘hotel A’ needs to recruit newbies to work for them. It is obvious 

those inexperienced staffs would not perform well as those past experienced staffs. 

Eventually, they would not have 10/10 in rating for staff services in year 2018.  

Guest reviews are known to be the crucial part in order to let other users knows whether 

the hotel is suitable to them. Besides, Trivago do implement their guest reviews and 

named it as Trivago Rating Index (TRI). It claims that it is clear for understanding, 
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transparent to provide links which enable users to view ratings and reviews directly 

from the source. However, most of the users would not spend their time to read the 

reviews and see the rating of each hotel line by line. It often waste their time to make 

decision too. Although Trivago managed to list out the lowest price offered by each 

websites, but price is not the only things for customers to take into considerations. There 

are also ratings, reviews and value of money which is very important to increase the 

probability of customers to have a positive feedback after staying the particular hotel.  
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2.4 Microsoft Power Bi 
To improve the limitations from the aspects of viewing from hotel searching engines, 

data visualization tools are used to display the data clearly. There are bunch of data 

visualization tools from the internet. One of them is the Microsoft Power Bi. (Tate,J. 

2017) states that with the use of Microsoft Power Bi, it provides ease of implementation, 

robust access control & security, easy to learn basis, and enables data to be more 

accessible. Power Bi allows user to extract data directly from the cloud or hybrid 

systems. So, user need not to download data from cloud and export it to Power Bi to 

use. It also enables to read the data in comma separated values (CSV) files and also 

excel file format. After uploading data to Power Bi, you can choose the data you desired 

to display on a graph. There are also various graphs which includes pie chart, scatter 

chart, stacked column chart etc. By using this visualization tool, we can make our 

presentations using graphics so that customers can see it clearly. The graphics includes 

rating over time by monthly basis, so that customer is able to track the hotel’s monthly 

rating. This is because a hotel performance might vary over time. 

 

Figure 2.3: Microsoft Power Bi with limitation. 

By using a powerful visualization tool, much of the works can be done easily from data 

visualization. However, Microsoft Power Bi requires user to pay in order for user to 

share the graph out for presenting. It is a good tool, but our project does not have enough 

budget to pay for the services. It is impossible for us to pay for the amount ourselves to 

complete our project. Generally, Microsoft Power Bi has the limitations that limit us on 

sharing the visualization data.  
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2.5 Zoho 
To avoid spending of money for data visualization, we can use Zoho for our data 

visualization. It is a free software for data visualization, and it is very easy to use. Unlike 

Microsoft Power Bi, user can export the data as pdf to present it without paying.

 

Figure 2.4: Zoho with multiple useful functions. 

For example, a training set of data is insert into Zoho, after import the data into the 

software, it automatically appears the charts which might help user for visualization. 

For user who do not familiar with data visualization, it is very easy for them to adapt 

and learn from Zoho. Besides, Zoho do provide basic functionality of data visualization 

which provides pie chart and bar chart etc. Unfortunately, Zoho does not have the main 

function we need which is the map scatter. In our project, we want to display a 3D bar 

chart on the map which is the location of the hotels. We need to use it to display rating, 

reviews and value of money. So, Zoho is not the data visualization tool that suitable for 

us to develop our project. 
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2.6 Naïve Bayes text sentiment analysis 
In this generation, there are tons and tons of comments made in social media sites 

every single day. Based on (Twitter Usage Statistics 2018), there are about 8000 

tweets sent per second, which corresponds to roughly 700 million tweets per day. 

Figure is shown below:

 

Figure 2.5: Tweets per second 

It is known that every tweets sent does contains meaning. However, these huge 

amount of comments produce daily are impossible to let human for analysing every 

texts line by line to decode the meaning of the texts. So, to indicate whether the 

comments made are positive, neutral or negative, Natural Language Toolkit (NLTK) 

was implemented to allow sentiment analysis tasks to be facilitated. According to 

(Natural Language Toolkit n.d.), NLTK is a platform to enable human language data 

to be worked in Python programs. This allows sentiment analysis to work in NLTK 

platform.  

In sentiment analysis, one of the famous machine learning approach is using Naïve 

Bayes techniques. (Song, J. et al. 2017) had used this kind of approach for Twitter 

sentiment analysis. To increase the accuracy of sentiment analysis, they proposed an 

approach from Multinomial Naïve Bayes to adopt two methods. First one objectives is 

to increase the accuracy of calculating the weights of training set which classified into 

positive and negative comments. While the second aims to use the average of weight 

differences for automatic feature selection to alter the weights of texts. 
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Based on their study, they did data pre-processing to remove unwanted data such as 

symbols, URL, email address and emoticons for a higher accuracy sentiment analysis. 

It is an important phase to avoid these noises from causing inaccurate of results. After 

that, they separate the training set into positive and negative. Each of the sets are 

counted separately to total up positive words and negative words. Then, they calculate 

the weight of the words divided in training set by using gain ratio-based approach 

(GRW) which assumes each attribute value is only zero or nonzero. However, there 

are uncountable number of attributes in Twitter data compared to fixed number of 

attributes of the existing feature selection approaches. Those attributes that are not in 

the subset are usually meaningless words and appeared more than important words. 

This eventually caused some meaningless words to overwhelm the important words in 

a single sentences and end up analysing sentiment with lower accuracy. To solve this 

kind of issue, they find the difference between positive weight and negative weight of 

all the words to adjust the weights of meaningless words. The average of differences 

in the training set is also calculated after that. So, some weight values are changed to 

zero and the meaningless words can then commendably suspended when the test set is 

predicted. After training and testing, their data model can achieve a maximum 

accuracy of 85.33% in predicting 3000 test set by having 50000 training set. The 

accuracy is consider great in terms of predictions. However, Naïve Bayes sentiment 

analysis only have the outcome of positive, or negative on the comments made. In 

other words, if we take negative as 0, and positive as 1. The full sentences of a single 

comments might also contains positive and also negative comments in the same time. 

For example, a user reviewing a new smartphone by comparing it with other brands. 

Obviously there will have some strengths and weakness of an item, and also space for 

improvements too. So, there should have stats to indicate a single sentence contains 

how much percentage of positive, negative or even neutral texts. For example, 30% of 

positive, 20% of negative and 50% of neutral texts in a single comments. This kind of 

stats will also allow data to be display in a graph to study the correlation based on 

dates and percentage of positivity, neutrality or negativity. There will have more 

variation compared to the outcome of the graph of Naïve Bayes who only have 0 or 1 

as a graph display. Furthermore, even the accuracy of Naïve Bayes can be high after 

training, it is a machine learning approach which requires a very large data sets to 

train for achieving high accuracy sentiment analysis. There might also have 
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overfitting issues happen in machine learning approach which will leads to inaccuracy 

of results in other data sets. 

Generally, Naïve Bayes approach is a good approach to indicate every single 

comments to have a positive or negative comments. However, if there are needs on 

analysing every texts made in a comments by percentage to plot on a graph, it is not 

an appropriate way to use Naïve Bayes approach. 
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2.7 Predicting tourists’ response to an attraction using open data 
The growing quantity of open data through a lot of social media platform has made 

the increasing of available information. For an example, based on Statista, the number 

of reviews in Tripadvisor is increasing steadily every year. According to (Tripadvisor, 

2018), there are currently 730 millions of reviews and opinions and 480 millions of 

monthly average unique visitors. These open data are very helpful in analyzing 

tourism trends. 

Based on (Open Knowledge Foundation, 2005), open data is data that can be created 

and pooled by everybody, everywhere for any purpose, it can be used freely for 

everyone. In this paper, (Anon, 2017) had taken 500 data samples from Tripadvisor to 

predict traveller’s future choices based on their profile characteristics. Although 

reviews that obtained from the open data are not usually very accurate which caused 

by fake reviews or overrated reviewers, these reviews are more reliable than reviews 

that came from the particular official websites (Fotis, Buhalis, & Rossides, 2012). In 

their approach, to make a clearer predictions of future preferences of the travellers, 

they collect the rating from Tripadvisor’s reviewers which consists only the scores of 

0 or 5. Then, they introduced 18 features to store reviewer’s interest topic such as art 

and architecture, eco-tourist and luxury traveller by using binary number to indicate 

the reviewer’s profile. After that, half of the data are split into training set and the 

whole sample are used to determine accuracy of the classifying function. They built 

set of rules for training set and linked the data with projected results. Then, the 

prediction function is built for x times with the particular value of all the data in the 

sample. 2 experiments are conducted by the variation of classifying functions. 

Furthermore, they applied kernel trick method to effectively perform a non-linear 

classification which can separate the largest distance between the points. 

However, the reliability of the predictions is not that desirable. In 200 classifying 

functions, the reliability of results is equal to 0.728. By having only 0 and 1 as an 

output, there are 0.5 probability for random guessing the correct output. So, the 

reliability of 0.728 is not reliable enough when there is only 2 output. Besides, the 

number of data collected is too less as we can see there are 730 millions of reviews in 

Tripadvisor. Thus, less amount of data will leads to overfitting to happen and can 

caused low accuracy in prediction when the data is unseen. In general, the approach 
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introduced for classification is good, however the dataset is too small for training and 

testing thus leads to unreliable of output results. 

2.8 Forecasting tourism demand with machine learning 
Tourism sector plays an important role in a country’s economic. By having tourism 

forecasting, a country can determine the tourism trend to further improve their income 

via tourism sector. There are several approaches to forecast tourism demand that is 

used which includes neural network and time series regression.  

According to (Organization of Economic Co-operation and Development, 2018) 

(OECD), Greece ranked the 10th tourism arrivals in 2016 in the world. This shows 

that the importance of tourism sector in Greece as it can bring a large income for the 

country. So, (Fischer, Alex et al., 2018) had study about the tourism demand 

forecasting in Greece which is a highly visited tourist destination in the world. Their 

objectives of this study is to identify the performance of having machine learning 

models to forecast the tourism demand of Greece by using time series between year 

1996 and 2015. There are 2 approach in forecasting which consists of qualitative and 

quantitative approach. In their study, they used neural network with the model of feed 

forward network model (Bishop, 1995) for time series forecasting while logistic 

function is used as an activation function for this study. Using Feed forward network 

model is a good approach in forecasting. However, using logistic function as an 

activation function is not the optimum choice. This is because logistic activation is 

easy to saturate and it will kill gradients. When the activation saturates close to 0 or 1, 

the gradient will close to zero. This will affect the backpropagation process and 

caused the output of recurring data and kill the gradients eventually. To overcome this 

problem, relu activation function is a better choice at it is very light weight that allows 

neural network to go deeper layer effectively and lessen the computation time as the 

complexity of relu function is very low.  

Furthermore, in neural network training process, they used 15 hidden layers to train 

their model. They even used Grid Search method to tune their learning rate which is 

[0.01, 0.02, 0.03, 0.04, 0.05]. For their validation testing, they used 10 fold cross 

validation due to the amount of data is not that much. They also used Support vector 

regression (SVR) approach to compare the outcome between neural network and 

SVR. They tuned 3 hyper parameters in their approach in SVR to obtain the best 

parameters which produces a lower test error. In their results, the difference between 
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neural network and SVR is very low that the outcome is nearly the same. There are 

not much significance difference between each approach as the dataset is not that 

large enough that they do not have much attributes to put into considerations. 

Generally, neural network can works better than SVR if the datasets is very large 

because neural network approach can go deeper layers to improve accuracy and the 

activation function needs to be change to relu activation as the complexity is lower to 

go through more layers. 
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2.9 Location recognition with geograpy3 in python 
Having location information from open data, which is manually input by a user, is 

usually not likely to have all of the data with the same format. For example, some of 

the user will input the sequence of city, state, country, while for another user will only 

input state and country. Even some of them will only provide their country. Thus, this 

makes inconsistency of data. After pre-processing the user location information data, 

there are no guarantee that the column that store the user states and the user countries 

are valid or not. So, to solve the issues stated, a library in python named Geograpy by 

(Jonathon Morgan, 2014) is used to extract, regions, and cities from URL or text.  

Geograpy is a very powerful library that consists of NLTK for entity recognition. By 

using NLTK, a more precise country, region and state can be identified while having a 

long string of texts. Another library that Geograpy used is ‘newspaper’ which can use 

for text extraction from HTML. So, by pasting an URL with articles to Geograpy, it is 

able to list out all the countries listed inside the article. It is very convenient for project 

who wants to keep track of the articles that mentioned the countries and also by the 

countries appeared by count too. Besides, ‘pycountry’ is the most important library used 

by Geograpy for country and region lookups. With the integrations of these libraries, 

Geograpy successfully create a powerful library for countries, regions and cities 

extraction. There are justifications that proves it can detect countries stated in articles 

which shown below. By inputting the URL, the list of places mentioned are in the 

articles are listed. 

 

Figure 2.6 Geograpy3 functionality 

All of the places are then listed. By observing to the places shown above, we can see 

there are majority of places are Europe countries. However, there are also some of the 

strings that are not relevant to places such as media, online and people. These are the 
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noises that appeared by using the library. After verifying the library, it can be confirmed 

that for those texts that begins with a capital letter, it will be considered as places for 

this library as shown below. 

 

Figure 2.7 Inaccuracy of Geograpy3 country determination 

So, this library is not suitable for verifying the existence of the user input is a validate 

country as the input with capital letter will be considered as countries. This library do 

not help in country verifications from user input. Besides, for the users that only input 

their states without a country, Geograpy can be used to approximately identify the 

country. However, there are cities/states that have the same name in different country. 

For example, we all know that Brisbane is more likely to be in Australia. But there are 

also a city in United States that also known as Brisbane. With the list of outputs 

displayed, there are clearly no way to choose between the outputs.  

Generally, Geograpy is powerful in approximately find the places listed in a long texts 

or articles. However, precise wise, it do not perform well to indicate the validity of 

countries on the texts inputted.  
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2.10 The Relation of Weather and Climate Information for Tourism 
According to (Scott & Lemieux, 2010), tourism sector contributes a lot to national 

economics in the world. It shows that tourism sector is one of the fact that can leads to 

the growth of a country. To improve the field in tourism sector, they proposed the idea 

that weather and climate in a location will affect the tourist decision making.  

Based on the study from (DRFC, 2018), they studied that according to Weather 

Analytics, weather affects 33% of worldwide gross domestic product (GDP). This leads 

to people using Big Data analytics on weather predictions as it could possibly affect the 

tourism sector. They also studied that weather have a strong correlations with tourism’s 

economy. For example, to boost ice-cream sales, local industry will target on a higher 

temperature season so that it is more likely the customers will need it. (Susanne. B., 

2010) also stated that having an understanding of potential climatic changes will helps 

the tourist destinations to have positive impact. On the other hand, DFRC had analysed 

the correlation of Crowd Analytics, temperature in weekdays and weekends by 

conducting the experiment at the Seoullo Bridge. The study is based on the entire winter 

from January to March 2018, it turns out there are more people willing to have a walk 

at Seoullo Bridge when the temperature is warmer which starts from 5 °C. By 

conducting this kind of study, a conclusion can be drawn that temperature correlates 

with the behaviour of the tourists. However, the temperature in Malaysia do not differs 

that much as Malaysia do not have four seasons. According to the data from 

timeanddate, the average temperature in Kuala Lumpur, Malaysia ranges between 24°C 

and 33°C from year 2005 to 2015. By considering lowest temperature only exists in 

night time, the range of temperature during the sunshine is even closer to each other. 

As Malaysia is a tropical country, temperature could not be seen to have much 

correlations between the tourist’s arrivals as the temperature does not varies that much 

like some other countries which consists of four seasonal weather.  

Generally, the fact that weather correlates with number of tourists is proved. However, 

this correlation analysis cannot be applied in Malaysia as the variation of temperatures 

are not much.   
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Chapter 3: System Design 

3.1 Design Specifications 
For the tools to use, Python will be the only programming language that is used to do 

this project. This is because Python have lots of library that is satisfied the needs of this 

project. For example, Numpy, Matplotlib, Plotly, Pandas and NLTK.  

In data pre-processing and cleaning phase, the data is read from csv files using Pandas 

which stores the dataset inside a dataframe. Initially, there are 3 files which is 

Restaurant, Hotel and Attraction files respectively. Each of the dataset is labelled with 

their tourism type and combined into 1 csv file. Then, all sort of pre-processing and 

cleaning process is done on the initial attributes after understanding the meaning of 

attributes from the data by only using Pandas library functions. After that, new 

attributes are introduced by extracting data from the initial attributes. For example, the 

Latitude and Longitude of the tourism location and the review’s length. These 

information are extracted to be consider for data analytics purposes.   

For text sentiment analysis, to ensure the weightage of each word’s is precise, (Hutto, 

C.J. & Gilbert, Eric. 2015) used 4 main steps for VADER quality control based on the 

Amazon Mechanical Turk (AMT) graders. The graders were initially required to score 

at least 80% of the English language tests which had a standardized college-level. Then, 

to make sure the rating rubric used by each independent grader is reliable, the qualified 

graders had to score at least 90% for matching the pre-validated mean sentiment rating 

of lexical items in the second phase. These items includes acronyms, emoticons, 

sentences and also individual words. The interface of the graders to rate is shown in 

(Figure 3.1 pg.16)  

 

Figure 3.1: Interface implemented for obtaining valid point predicts of sentiment score for each context-free 
candidate feature involving the VADER sentiment lexicon.  
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After that, for graders that who rated have a difference of 1 standard deviation from the 

mean of the known distribution in more than 60% of the questions, the rating made by 

the graders will be disqualified to place their rating into considerations. After several 

filter from the graders, the final VADER program is believed to have a high precision 

on sentiment analysis. 

Besides, VADER can categorize every sentences into negative, neutral and positive. It 

can provide ratio of intensity in every sentences too. For example, a sentence with 0.3 

negative, 0.5 neutral, and 0.2 positive. There must be total of 1 after adding up 3 

categories of text intensity. Another attribute which is known as compound is the 

compound of intensity of the sentences. It is ranged from -1 to 1 which indicates the 

intensity in compound. If the value of compound is smaller than 0, it indicates majority 

of negative sentences are written in particular sentences. However, if the value of 

compound is larger than 0, it indicates majority of positive sentences are written in 

particular sentences.  

According to (Eru, O. and Yakin, V. 2017), the number of emoticons being used are 

elevating in computer mediated communication (CMC) to increase understanding and 

produce sense of intimacy that does not exist in the old days. Their statistics stated that 

there are 87% of individuals which are older than 14 years old using emoticons in CMC. 

This shows that emoticons are very popular nowadays. So, text sentiment analysis 

should include emoticons on analysis as VADER. 

To verify VADER is a good social sentences text analysis tool, verification of the 

library is tested at (Figure 3.2 pg.18)
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Figure 3.2: Validation of VADER. 

These sample of sentences proves that VADER has took emoticons, acronyms, 

expressions into consideration to determine intensity of sentences. So, it is suitable for 

text sentiment analysis on the reviews collected as it is very common for people to use 

acronyms and emoticons while typing. 
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Table 3.1: Accuracy of VADER 3-class on classification by comparing with the rating human rates and 7 established 
lexicon baselines with four different domain contexts. 

Based on the table shown from (Hutto, C.J. & Gilbert, Eric. 2015), the overall accuracy 

of VADER only varies from rank 1 to 2 with several tools and used on different 

platforms. It is proven to be a very high accuracy tool which only individual humans 

can be more accurate than it. 

After all sort of data pre-processing and cleaning is done, an accurate data analytics can 

be made. In data analytics phase, there are few core attributes that is very important for 

data analytics. These are the ‘Date Of Stay’, ‘Rating’, ‘TravellerType’ and ‘User Nation’ 

attributes. There are many combinations based on these attributes which can produce 

meaningful information from it. By having time series data, the tourism trends can be 

determined from ‘User Nation’ and also ‘Rating’ count. We can determine which 

country have more users during each months or year. Besides, peak detection algorithm 

is used to detect the peak from the graphs based on the time series to make data analytics 

work more dynamically.  
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3.2 System Design / Overview 
Flowchart 

 

 

Figure 3.3: Flowchart of project’s process 

Based on the flowchart shown, this project is started by reading the csv file from the 

public data crawled to Python using pandas library so that the data frame can be formed. 

Head and tail of the data is displayed to understand the content of data, data type of 

every attributes is also displayed afterwards. After having a brief understanding of the 

data, data pre-processing phase starts to strip every unwanted noises in data. The data 

type of the attributes are also changed to the appropriate data type from the data frame. 

For example, date attributes is initially declared as object, it is then converted to 

datetime data type. As the attributes and the data set is larger, the more time would be 

spending on data pre-processing. According to (Munkova, D., Munk, M. and Vozar, 

M., 2013), data pre-processing is the phase which spends the most time in the process 

of discovering useful information. This is because different data have different set of 

attributes which requires different type of solution to deal with the unwanted or faulty 

values that lies in the dataset. There are only some general solutions that can be found 

to deal with the data for pre-processing phase. But when it comes to a special or 

different dataset, it requires different method and lots of procedure to be done to 

validate and verify the data is fully pre-processed so that the information is true while 
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having data analytics process. After that, text sentiment analysis is launched on the 

processed data to determine intensity of the reviews made by customers in the public 

data. Besides, external data are also collected from different sources which might be 

related to tourism trend such as weather, humidity, web search query and also 

immigration data from government.                                    

After having more attributes, data correlation analysis can be made to study the 

correlation between every attributes. Then, the useful information studied from 

correlation analysis is visualized using graphics such as histograms and bar chart to 

provide an easy to understand graphs. However, by only visualizing the graph 1 by 1 is 

not the best way to fully see through all the patterns based on different combinations. 

Humans do have limitation in a certain amount of graph to visualize it and understand 

it. According to (Basulto, D, 2013), humans used to be a very good at recognizing 

patterns that involves brain neurons firing for differentiating objects since humans were 

young. However, there are machines that can recognize patterns better than humans 

now. Although much effort made by human in beating machine in data analysis, 

consistency and real time optimizations, there was no match between human and 

machine(Ferguson, A, 2018). For an example, the machine that built by IBM to play 

chess can recognize patterns as many as how much the chess grandmaster does. This 

proves human might overlook themselves in pattern recognition. So, a better approach 

to recognize patterns on a huge dataset is using machine learning approach which can 

outperform human. 

So, peak findings algorithm is used to find the peak of the graphs. The peak findings 

algorithm that is used in this project is from PeakUtils library by (Lucashn, 2016). 

PeakUtils peak finding algorithm provides 1 dimension peak detection. By using 

PeakUtils, the function allows to tune the hyperparameter to detect each peak with 

minimum height and also distance filtering. In this project, PeakUtils is worked together 

with Pyplot to plot the graphs more interactively.    
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3.3 Implementation Issues and Challenges 

3.3.1 Data attributes and data size challenges 

The main issue of this project is the limited number of data attributes. Due to crawling 

public data is the only way to obtain data, there are less attributes to collect. This is 

because public data do not have any customer’s personal details such as gender, age, 

height and weight. With less attributes, correlation analysis that can be made will be 

lesser. To overcome this issue, obtaining private data can increase the number of 

attributes for data. There are 2 type of ways to get private data which is request from 

government for government private data, or creating a mobile application which allow 

users to register for obtaining their personal details dynamically. Unfortunately, 

government data is not that easy to request for it. This is because of private and 

confidential issues and some data requires us to pay for it. For mobile application, it 

requires much time to develop a good one so there will be users to use it. It is also very 

dependent on quantity of users to collect large data sets. This issue leads to the challenge 

for this project which is increase data attributes as much as possible.  

Besides, the other issue for this project is the number of data is not large enough for 

correlation analysis. According to (Zamboni, J. 2018), larger size of data will have 

higher accuracy mean values. In other words, less data will leads to lower accuracy of 

data. This is because the mean values have a lower accuracy, especially when there is 

existing outliers and misleading the statistics in a data set. As we set our scope to 

analyse tourism data in Malaysia, but the data that we currently have is only in Kuala 

Lumpur. This leads to smaller picture that can be seen as we can only focus to analyse 

the data in Kuala Lumpur.  

3.3.2 Data pre-processing and cleaning challenges 

Other than size and attributes of dataset, the challenge for this project is to create an 

accurate correlation analysis by using the number of data that are currently prepared. 

The phase of data pre-processing and data cleaning is important to overcome this 

challenge to avoid unwanted noises appear in the data. This project is challenging as 

the data pre-processing and cleaning phase consumed most of the time to ensure a clean 

data is processed before analysing. According to (Munkova, D., Munk, M. and Vozar, 

M., 2013), data pre-processing is the most time consuming phase in the process of 

analysing useful information. Without data pre-processing and data cleaning, even 

though data analysis can be made, but it would not be reliable as there are unwanted 
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data and outliers that need to be clean and some of the data attributes need to be pre-

processed to suitable format before visualized.  

3.3.3 Data analysis challenges 

Besides, there are no exact direction to find out a suitable way to analyse a data within 

a short period of time. This is because there are many external data that can be put into 

considerations on data analysis for tourism and the area is very wide. For example, air 

humidity, air pollution index, safety index and quality of life index can be taken into 

considerations because this data are closely related to the tourism trends.  

Other than that, there are also seasonal events, annual events and also events raised by 

government in Malaysia such as Visit Malaysia 2014 that are also related to tourism 

trends to be collected to determine the impact of the tourism events to the number of 

arrivals and positive experience to Malaysia. The information of other countries visiting 

Malaysia is also important to determine the underlying trend based on particular 

country. For example, the semester break for a particular country and the 4 seasons’ 

temperature in their country that will leads to travellers’ arrivals to Malaysia.  

With this wide field, it is very challenging to determine the tourism trend to find out 

the correlations between each other. This is because it can be very specific on a trend 

of particular tourism location, or very general of trend on an area such as determining 

arrivals based on country.  
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Chapter 4: Data pre-processing and cleaning 

4.1 Attributes meaning from data collected 

Attributes Meaning 

Type Type of tourism. e.g.:  Restaurant, Attraction, Hotel 

Low Price Restaurant lowest price range indicator. 

High Price Restaurant highest price range indicator. 

Ranking Hotel’s stars 

Name Name of the restaurant/hotel/attraction. 

Date Date reviewed by the user 

Rating Rating given by user 

Review Length Number of words written in the review. 

Country Tourism location country 

State Tourism location state 

City Tourism location city 

Postcode Tourism location postcode 

Date Of Stay Date of experienced by the user. Month and Year 

TravellerType Type of travellers. E.g.: Couples, Families, Business, Solo 

Compound Sentiment analysis score from reviews 

Response Date Date of respond by the party 

User State User’s origin state 

User Nation User’s origin country 

Contribution The number of reviews that made by particular users in the 

website. 

Helpful Votes The number of votes that provided by other users to support the 

reviews made. 

Helpful Ratio (Helpful Votes/Contribution) 

Latitude Tourism location latitude 

Longitude Tourism location longitude 

Table 4.1 Meaning of data attributes 
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4.2 Datetime data type attributes format 
Firstly, after obtained data using web crawler to get public data from tourism 

recommendation websites, the next step is to do data pre-processing. Every attributes 

needs to be pre-processed to make sure the correctness of the data can be kept. 

Otherwise, the information learned from data analysis that shown would not be accurate. 

Initially, the data crawled for attribute dates are in string data type, it is also has 

unwanted string in front of the attribute which the whole attribute appeared as 

“Reviewed 12 April 2017”. Furthermore, for the reviews that are recently added within 

1 month, it will appeared as “Reviewed 3 days ago” for within 1 week, and “Reviewed 

2 weeks ago” within 1 month. So, this kind of attributes which does not have the same 

pattern requires more steps to handle it. To solve the problem, “Reviewed” string is 

stripped away first, so the normal case which has exact date of reviewed date can be 

change to date format easily. After that, the “weeks” and “days” need to be classified 

because “weeks” needs to multiply by 7 whereas “days” is not needed. Then, current 

date time is used to deduct the “days” and “weeks” ago to determine the date reviewed, 

and the date reviewed is then replaced to the column. There do have a minor problem 

for the “weeks” reviewed because the exact date reviewed could not be traced but only 

the exact week reviewed could be traced. So, there might have slightly difference of the 

exact date reviewed by customers if the customers reviewed it few weeks ago. Besides, 

the format of the date which deduct from current date to days/weeks ago is not with the 

same format with the usual one. Although it does not displayed in the database, but it 

prompts error when reaching the modified date. This is because the date time format is 

converted to display only seconds as minimum. While the different one stores 

milliseconds too. So, it is stripped to maintain the consistency of data. The same format 

is also used to solve the “Response Date” and “Date of Stay” attributes. “Date of Stay” 

attributes only consists of month and year provided, while the datetime format can only 

accept day, month, year format. So, 1 is added to the “Date of Stay” attributes to indicate 

it as the day of the attributes. There are null values in “Date of Stay” and “Response 

Date” because some of the users do not input the date that they went for travel. For 

“Response Date” is indicated as the particular site organization’s reply. Some of the 

organizations do not reply to the review from the customers, so there are null values 

too. For a highest precision data analysis, the date of review is not likely equals to the 

date of stay of a travellers. This is because a traveller might write a review based on 

his/her experience after a week or maybe after a month. This inconsistency leads to 
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differences of months between date of review and date of stay. So, attribute “Date of 

Stay” is used mainly in data analytics. For the null values that lies in “Date of Stay”, 

the values from “Date” attribute is then appended to “Date of Stay”. This is the highest 

accuracy that we can reach based on the data we have currently. While this is open data, 

the highest accuracy that we can reach based on the date is only by month but not week 

or exact date. This is because this open data do not provide the exact date of the 

travellers’ experience but only provide the month. 

4.3 Origin of country and state of reviewers 
“User Location” from the data is indicated as the place that the user came from. It is an 

important data so that we can know the preference of foreign travellers or local 

travellers for travelling in our country. However, the input by the users’ review do 

contains many variations, which leads to inconsistency of data. Some of the users might 

input the format as city, state, country, while some others users might input only country, 

or only state. There are also people who used short form of the country to the input. In 

this case, the data in this attribute are very messy and very hard to be grouped because 

the same states and countries travellers might having different input format. So, to 

further reduce the inconsistency input of data, this attribute’s data are comma delimited 

separated to place in different column. After that, the 1st column of the 2D array are 

used to store in a new dataframe introduced as “User State” because we know that the 

user will input by the sequence of city to state to country. The last column of the array 

are used to store in as “User Nation”. However, there are also null values in the 2D 

array, because there some users only input without comma, while some users input it 

with few commas. We know that the size of 2D arrays need to be kept consistent for 

their width and height. So, if the users only have input without comma, the input will 

only falls in the 1st column while the subsequent columns will be null values. It can be 

described as the illustration below. 

User A input = Bukit Mertajam, Pulau Pinang, Malaysia 

 

User B input = Kuala Lumpur  

 

Bukit 

Mertajam 

 

Kuala 

Lumpur 

 

Pulau 

Pinang 

 

Malaysia 
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As we can see, if the maximum of comma is 2 in the “User Location” column, it will 

separate into 3 columns to store the input, whereas for the input that do not have comma, 

only the 1st column have the input. So, what we can do is check for null values that lies 

in subsequent columns, if it is null value, the previous column of the values will be 

copied to the next column until the end of the column which described as below. 

User A input = Bukit Mertajam, Pulau Pinang, Malaysia 

 

User B input = Kuala Lumpur 

 

The best case is the user input states, country with the correct format, while the 

unfortunate case is the user only input the country they are from. This is because we 

can track user’s country based on the states they inputted, but we cannot track user’s 

state based on the country they inputted. After storing “User State” and “User Nation”, 

2 columns are used to compare if they both share the same strings. If both strings are 

the same, and it appeared to be a state/city, the country of the state/city will be changed 

into to replace the current string in the column “User Nation”. There are few libraries 

that can be used in python to find out their country based on the city/state input such as 

Geograpy3. However, this library do not support well in determining the country from 

state/city. For Geograpy3, it is good at determining Europe countries based on city/state 

given. However, it do not know well the city/state in Malaysia. It can’t recognize 

Penang, Petaling Jaya and etc. Besides, there are city/state that have same name but 

locates at different country. For example, Brisbane is commonly known at Australia, 

but there are also a place in America called Brisbane. Geograpy3 can list out all of the 

countries that have a city named Brisbane. But what we want is usually the highest 

possibility which is from Australia. We do not know the list of the output will contain 

how many countries and it would be undesired to just randomly pick 1 of the country 

in the list. So, it is not suitable for us to use this library for determining country. To 

solve this problem, the “User Nation” and “User State” which are having the same 

strings are printed out in a descending order based on the count.  

Bukit 

Mertajam 

 

Kuala 

Lumpur 

 

Pulau 

Pinang 

 

Malaysia 

 

Kuala 

Lumpur 

Kuala 

Lumpur 
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Figure 4.1 Frequency of similar strings that lies in "User State" and "User Nation" 

After that, based on the list, every “User Nation” are changed manually by determining 

the state input is from which country. For example: “User State” and “User Nation” 

both are having the input of Kuala Lumpur. We know that Kuala Lumpur is in Malaysia. 

So, we change the “User Nation” string into Malaysia. By using this approach, most of 

the “User Nation” can be modified to correct input. However, to further solve the 

problem dynamically, a library can be created to match the lists of “User State” to have 

a correct “User Nation” for the purpose of long term usage. 

4.4 Restaurant’s price range and hotel’s star 
Besides, there are also data from Restaurant which have dollar sign ‘$’ to indicate the 

price of the restaurants. In a restaurant, there do have a list of foods with different price 

range. So, the price indicator from the data collected do have a range too. For example, 

“$ - $$$” or “$$ - $$$$”. More “$” indicates higher pricing based on the restaurants. 

To store the price range of restaurants, 2 more columns are introduced which is “Low 

Price” and “High Price” to store the lowest price range and the highest price range. For 

the restaurants that do not have the price range such as “$” and “$$$” in a particular 

restaurants, both columns will store the same values. These dollar signs “$” are then 

converted into numeric form such as from “$$” to 2. By converting into numeric values, 

these data can be used in data analytics. Other than restaurant price indicator, “Ranking” 

attribute stores the number of stars of a hotel. It is then normalized to the range between 

1 and 5. While there are null values in either hotel and restaurants that do not have a 

stars or prices indicator, supervised learning method can be used to predict the stars and 

the prices of the hotel or restaurants that poses null values. 
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4.5 Precise location data from tourism location 
To have an accurate data analysis, a precise of the particular tourism location is essential. 

An area of particular tourism location is defined using the same postcode. Initially, 

there are lots of location that do not have a postcode, either it is null value, or it is filled 

in with words. This leads to inaccurate grouping when we want to group the location 

based on postcode to determine the trend. So, a python library which named geopy is 

used to determine the postcode of a particular tourism location. Geopy is a library that 

can determine the full address of a location after inserted by users. Besides, the latitude 

and longitude of the particular tourism location can also be found by using geopy. It is 

easier for geopy to detect the full address of a location if the popularity is higher. So, if 

the location cannot be detected based on the text input, the text input must be more 

generalize. For example, based on the data that we collected, we have the location’s 

name, state, country, and postcode. If the location could not be detected, considering 

not using location’s name as input while keep the remaining 3 as attributes for it to 

determine the location. This can maximize the location’s precision on the data. While 

for the rows that do not have a proper postcode, after having the location determined 

by geopy, extract the location’s postcode from the address from geopy by coding a 

function to find 5 consecutive integers and print it out as we know postcode consists of 

5 consecutive integers which lies in the address string. However, there are some of the 

address that couldn’t be detected by geopy with postcode. So, we have no choice to 

leave the unfound postcode to null value. With this function, it maximize the accuracy 

of postcode as majority of the location’s faulty or null valued postcode can be found 

and modified. After maximizing the accuracy of postcode, the accuracy of the latitude 

and longitude of particular tourism location can be maximized too as the text input to 

geopy are the same for it to detect the address. With latitude and longitude of the 

location, the highest precision of the location can be plotted. It can be used to find the 

exact distance from 1 location to another. It can also be used for visualizing the trends 

based on the maps by displaying a heat map on it.  
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4.6 Handling reviews attribute and sentiment analysis  
For reviews attribute, due to the length of reviews made by customers might be longer 

than default size set by the travelling recommendation websites, there do have a toggle 

button which is “Show More” to click for displaying full text made by customers. The 

designed web crawler managed to click the toggle button automatically to crawl full 

text of the reviews. However, “Show Less” appeared as last words for the texts and it 

is crawled and stored into the database. Due to the reviews are going to go through text 

sentiment analysis. The words “Show Less” might affect the accuracy of the reviews. 

This is because for NLTK, “Less” is indicate as negative. So, the “Show Less” in all 

reviews are stripped away to avoid inaccuracy of text sentiment analysis. Due to limited 

attributes as these are open data, to increase attributes, text sentiment analysis is used 

to analyse the reviews made by the customers. There are 2 kinds of approach in text 

sentiment analysis which is machine learning approaches method or lexicon approaches, 

both also using NLTK library in Python. There are plenty of time spent to compare 

whether which is a better way in this project. The main difference is lexicon approach 

has a ‘dictionary of sentiment’ which already built by others, it will map words to 

sentiments to determine the intensity of words, while machine learning approaches 

requires to train a model which is very dependent on volume of data in order to have a 

high accuracy prediction. In this project, the volume of data that crawled is not 

considered as large. So, lexicon approaches is used in this project which is VADER 

sentiment analysis. This is because the defined library is proven to be very accurate as 

(Table 1.1 pg.18) shown. Even emoticons, acronyms and capital words will also take 

into consideration to determine intensity of sentences. In the reviews from customers, 

there do have probability for them to make comments using acronyms and emoticons. 

So, VADER is used to work well in these reviews from customers. After that, the 

intensity of the reviews are updated to the database for adding the attributes. These 

attributes include Negative, Positive, Neutral and Compound. While Compound is the 

average based on the calculation from Negative, Positive and Neutral, we can just use 

Compound to analyse the data. Due to the data of Compound are centred, normalization 

are used to scale the output to range from 1 to 5 which are having the same range as 

Rating to further justify the correlation between Rating and Compound. After normalize 

the Compound, we calculate the inaccuracy scores between Rating and Compound 

which is calculating the absolute differences between each other (lower is better).  



Web Data Cleaning and Analytics for Malaysia Tourism 

BCS (Hons) Computer Science 
Faculty of Information and Communication Technology (Perak Campus), UTAR 40 

 

Figure 4.1 Number of occurrence of absolute difference between Compound and Rating 

As we can see, majority of the absolute difference between Compound and Rating falls 

within 1 and 0, which shows that Compound and Rating is directly proportional with 

each other. Other than sentiment analysis on reviews, the word count of every reviews 

are stored in “Review Length” so that we can find out the relation between Review 

Length and Rating.  
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4.7 Outcome of attributes after data pre-processing and cleaning 
  Before:                     After: 

 

Figure 4.3 Differences of data type before and after data pre-processing and cleaning 

Initially, most of the data are classified as object as there are unwanted strings inside 

the data. After pre-processing, every attributes that should be numeric values are 

converted from object data type to numeric data type such as integer or float. This phase 

is very important to allow further data analytics.  

  



Web Data Cleaning and Analytics for Malaysia Tourism 

BCS (Hons) Computer Science 
Faculty of Information and Communication Technology (Perak Campus), UTAR 42 

Chapter 5: Data analytics 

5.1 Correlation analysis on time series 
After data pre-processing and cleaning, data analytics phase is used to determine the 

tourism trend. Initially, every external data that might have relation to tourism trend are 

collected from different trusted sources such as government, Numbeo, Google Trends 

and timeanddate. From these sources, we collected data which is annual arrivals of 

travellers to Malaysia, monthly average temperature, humidity, pressure at Kuala 

Lumpur and quality of life index, purchasing power, safety index, health care index, 

cost of living index, property price to income ratio, traffic commute time index and 

pollution index. There are few graphs plotted to determine the correlation between each 

attributes after all of the data are normalized using min max normalization before 

plotting it. Then, the most related correlation graph is plotted which are related to 

currency of MYR, Quality of life index and number of reviews count. 

 

Figure 5.1 Correlation between Quality of life index, Currency in Malaysia and Number of Rating in Kuala Lumpur 

As we can see from the graph, the quality of life index is inversely proportional with 

the reviews count based on year count. This can be imply that the higher the quality of 

life index in Kuala Lumpur, the lesser the travellers to visit Kuala Lumpur. Besides, we 

can see that the currency of Malaysian ringgit to US dollar is directly proportional with 

reviews count. This is because when the currency of MYR drops, the exchange rate of 

foreign currency to MYR increases, and for foreign travellers, it is cheaper for them to 

travel to Malaysia during this period. Generally, the lower the currency of MYR leads 

to lower quality of life index in Kuala Lumpur and it leads to the higher reviews count.  
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5.2 Data analytics based on country  
To determine the reviews are come from which country’s travellers, the number of 

reviews made based on different country’s travellers are plotted. Due to there are too 

many different countries, there are only top 10 countries based on the reviews count are 

visualized.  

 

Figure 5.2 Top 10 number of reviews count based on different country's travellers 

It is clearly can be seen that majority of the reviews are made by Malaysian. It is then 

followed by Australia, United Kingdom and Singapore. However, it does not correlated 

with total arrivals to Malaysia based on the government’s data stated. 
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Figure 5.2 Top 10 average arrivals on different country from government's arrival data 

Based on the reviews collected, Australia is ranked 2nd at the total number of reviews, 

however, it appears to be the 9th at government’s arrival data. While for United 

Kingdom which ranked 3rd from the data we collected, it does not even ranked top 10 

arrivals to Malaysia. This can be infer that the European cultural countries are more 

likely to travel at Kuala Lumpur, or they are more likely to share their opinion and 

experience in public as references for the others. Whereas for the Asia country such as 

Indonesia, China and Thailand, travellers are not likely to travel to Kuala Lumpur, or 

they do not have much interest to make a review. For Singapore, which ranked the 1st 

at government’s arrival data, the number is greatly larger than any other country’s 

arrivals. This might be caused by Singaporeans are most likely to travel to Johor which 

is very close to their country and the exchange rate of SGD to MYR is very high that 

causes them to frequently visit to Malaysia. 

After that, we want to study about the reviews count from particular country based on 

month as shown below. 
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5.2.1 Reviews count in Australia based on month 

 

Figure 5.4 Total reviews from Australia based on months 

Based on the graph shown, it can be seen that during January, April, July and October, 

the reviews count are higher compared to the other months. Although it can be 

visualized with human eyes, it is not desirable to compare the graphs sequentially 

without any peak indication. So, a peak detection graph is plotted using library from 

plotly for finding the peak points in the graph. This can further lessen the burden for 

human to make comparison.  

 

Figure 5.5 Total reviews from Australia based on months with peak detection 

Same graphs based on different years are then plotted to justify the consistency of peak 

months. 
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Figure 5.6 Reviews count from Australia based on months with different Year's data peak detection 

Based on the graph shown above by yearly basis, it clearly shows that during January, 

April, July and October, the number of reviews count are higher than the others. This 

implies there are certain reasons lying behind the pattern of the reviews count from 

travellers in Australia. To further study the reason about the peak of these months, the 

4 seasons of Australia is taken into considerations. Based on Australia’s tourist website, 

December to February is summer season, March to May is autumn, June to July is 

winter and September to November is spring season. Based on these 4 seasons, we can’t 

really see the trends of peak arrivals from Australia. This is because all of the peak 

arrivals falls between the middle of each season. So, the school holidays of Australia 

are taken into account to determine the correlation of the peak arrivals from Australia 

to visit Kuala Lumpur. According to Australia’s tourism website, there are 4 terms of 

school holidays in Australia which falls on April, July, October and January. Thus, it 

can be clearly seen that during Australia’s school holidays, they will be more likely to 

visit Kuala Lumpur. By having this prove, it further justifies that the number of reviews 

count are correlated with the number of arrivals to Kuala Lumpur.   
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5.2.2 Reviews count in United Kingdom based on month 

The same graphs are also plotted to determine the peak months of United Kingdom. 

 

Figure 5.7 Total reviews from United Kingdom based on months 

Based on the graph shown above, we can see a wave like pattern graph for the total 

reviews count in United Kingdom. It begins high from January and slowly decreases 

until June, and from June grows gradually until August, and decreases slightly until 

December. To further visualized, peak detection graphs are plotted for justifying the 

subsequent months do have the same graph patterns.  

 

Figure 5.8 Total reviews from United Kingdom based on months with peak detection 

In this case, we took average temperature of United Kingdom from (HolidayWeather) 

to compare with the reviews count based on months. 
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Figure 5.9 Correlation between average temperature on month and total reviews count on month in United 
Kingdom 

As we can see, the average temperature is inversely proportional with reviews count 

from January to July. Whereas is proportional with from July to December. Their 

correlation score is -0.41686 which shows that the reviews count from United Kingdom 

based on months might due to the average temperature in United Kingdom. After that, 

graphs based on different years are then plotted to justify the consistency of peak 

months. 

 

 

Figure 5.10 Reviews count from United Kingdom based on months with different Year's data peak detection 

According to the graph of four years comparison peak finding graphs, there are no 

consistent peak based on months found in the graphs. Thus, no peak conclusion can be 
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drawn. However, based on the four graphs, it can be seen that during there are consistent 

trough appears which falls between May and July (4 to 6 in the graph). According to 

(Seasonsyear), the four seasons of United Kingdom from March to May is Spring 

season, June to August is Summer, September to November is Autumn and December 

to February is Winter. This shows that the trough appears is in between Spring and 

Summer season. However, it does not correlates with the trough in reviews count. For 

the average temperature in United Kingdom based on year’s month, the data can be 

found but it requires payment. So, further analysis could not be made and the underlying 

reasons to have that consistent trough is unable to determine.  

5.3 Data analytics based on particular tourism location  
By further magnifying the scope to more specific location, every improving or 

weakening tourism location can be found by comparing the reviews count from the 

previous years. By comparing the differences of reviews count based on a particular 

tourism location between year 2017 and 2018, the best and worst performance tourism 

location is visualized. By referring to the graph, we can see that the best performance 

tourism location in year 2018 is a restaurant named “Dinner In The Sky Malaysia”.  

 

Figure 5.11 Largest improvement in terms of reviews count from year 2017 to 2018 
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In year 2018, we can see the huge improvement of “Dinner In The Sky Malaysia” 

compared to the others. To further investigate the peak result of “Dinner In The Sky 

Malaysia”, we plot the graph based on monthly reviews count to determine the peak 

months that caused “Dinner In The Sky Malaysia” to have such huge improvement.  

 

Figure 5.12 Reviews count based on months for the largest improvement tourism location 

By visualizing the graph on monthly basis, we found out there are huge performance 

improvement on the review counts at February 2018. In first thought, it might because 

of some seasonal events that promote such improvements as if there are no any errors 

in this public data. However, in the subsequent February 2019, the review counts are 

under performed compared to February 2018. It should not have such regression if the 

seasonal events are annual events. In this case, we want to know which will be the 

traveller type that mainly reviews this particular tourism location in February 2018. We 

also need to find out the reasons of the regressions of February 2019. Firstly, the 

traveller type of reviewers is visualized at February 2018 to determine the majority 

traveller type at February 2018. 
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Figure 5.13 Reviews count based on traveller type in the peak months 

 The graph shows that majority of the reviewers at February 2018 are couples. As there 

do not have any special events for couples in February 2018 other than Valentine’s Day, 

it can be expected that most of the couples are celebrating their Valentine’s Day at 

“Dinner In The Sky Malaysia” in February 2018. After knowing the celebrations of 

Valentine’s Day, there are questions to study why February 2019 do not have the same 

peak performance from February 2018. To further investigate the problem, reviews 

count of the restaurants with same postcode with “Dinner In The Sky Malaysia” in 

February 2019 are visualized. 
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Figure 5.14 Relation between reviews count for the same postcode area 

The graph above shows that at February 2019, a restaurant named “Tapas Club Pavilion” 

have much higher reviews count compared to other restaurants with the same postcode. 

It might be one of the reason of the regression of reviews count from “Dinner In The 

Sky Malaysia” in February 2019. By comparing the differences of reviews count 

between each year on a particular tourism location, the reviews count growth or fall 

anomalies can be detected  
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5.4 Peak detection for data analytics 
The method of visualizing data and filtering 1 by 1 by comparing differences is able to 

show the trends of particular tourism location. However, there are too many tourism 

locations in the data. It is impossible to visualize and compare every differences of 

reviews count and average rating for a particular tourism location sequentially. To 

further reduce the human’s workload, every tourism locations are separated based on 

years and months to group the reviews count and average ratings. Then, library from 

scipy named find_peaks is used to determine the peaks of every tourism location 

separately. When the function “find_peaks” is triggered, a list of array which consists 

of the peak points will be outputted. The length of the arrays are then stored into a new 

dataframe based on the particular tourism location name to store the frequency of peak 

points appeared in a particular tourism location. Then, the dataframe of storing peak 

point count is sorted in descending order to find out the most peak points tourism 

location. With this function, most of the filtering job can be saved and time can be used 

to focus on those tourism location with high number of peak points as shown below. 

 

Table 5.1 Highest peak count based on grouped reviews count from years and months which falls above quartile 
0.95 from the total reviews count from particular tourism location 

Besides, the reviews count is also taken into considerations because the graphs of 

tourism location with low reviews count are not reliable as these graphs are normalized 

before plotting. Therefore, the fluctuation between the low reviews count tourism 

locations’ graphs will be higher as their maximum and minimum differences is not a 

large value when the month and year reviews count are grouped together. So, these 
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tourism location are chosen based on the reviews count which are higher than 0.95 

quantile and peak count in descending order. The reviews count based on years and 

months are normalized for peak findings to allow a fair peak algorithms with the same 

hyperparameter scales to be used. For the find_peaks algorithm, the hyperparameter is 

set to threshold 0.15 and height 0.5.  

 

Threshold means that the point will be determined as a peak if the vertical distance of 

its neighboring points are at least higher than 0.15. While height is determined as the 

required height of peaks must be higher than 0.5 only will be classified as a peak. Then, 

the top 10 peak counts location tourism can be determined based on the grouped years 

and months reviews count as shown. 

 

Figure 5.15 Highest peak points tourism location plotted 

As we can see, the peak plotted are all above 0.5 of height and the differences between 

neighboring points are at least higher than 0.15. These hyperparameters can be fined 

tune again to have a more suitable input. With this methodology, much visualization 

works can be saved as this method is very dynamic which do not consists of any static 

input needed. We can directly choose few tourism location from this algorithm to study 

the trends of a particular tourism location or even tourism trends based on 

‘TravellerType’ and ‘User Nation’. 
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Chapter 6: Conclusions 

In conclusion, there are too much useful data wasted for the tourism sector in Malaysia. 

Malaysia’s government did not use the data they get from tourism sector effectively to 

apply data analytics on the data they have. This caused the tourism sector of Malaysia 

to make no progress on improving customers’ experience because they have no idea on 

customers’ preference while travelling in Malaysia. Because of Malaysia is a well-

known tourist attraction country and there are still many improvements can be made to 

improve tourism sector in Malaysia. The solution for improving Malaysia’s tourism 

sector is to apply data analytics on it, so that customers’ experience can be improved 

by understanding every customers’ preference when they are travelling in Malaysia. So, 

this project is started by the main motive to study the tourism trends according to 

tourism data collected from the tourism recommendation website so that travellers’ 

behaviour can be understood based on different nation, traveller type and also particular 

tourism location’s growth or loss.  

By understanding travellers’ behaviour and preferences, suitable marketing strategy or 

advertising can be applied to them by following the information obtained. For example, 

we studied that Australians are more preferred to visit Kuala Lumpur during January, 

April, July and October. So, government can have some seasonal promotions for 

Australians during this 4 months period to encourage them to visit Malaysia. More costs 

can be saved for digital marketing when the target audiences visiting months are 

determined. Thus, by having this strategy, the investment made for marketing can reach 

the break-even point as soon as possible. 

On the other hand, for tourism location in Malaysia, recommendation can be given to 

the particular business holder by having time series analysis on their tourism location. 

For example, we know the main customer based on “Dinner In the Sky Malaysia” are 

majority consists of couple, and the reason that might affect the regression of business 

for that particular restaurant is from the same area which named “Tapas Club Pavilion”. 

By providing such meaningful information for business perspective, a business holder 

can understand their strength and weakness in their business. They can make any 

changes to improve their business model so that customer’s experience can be improved 

too.  
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With large data set analysed, the accuracy of analysing the travellers’ behaviour is 

higher. The higher the accuracy, the higher the precision of precise marketing can be 

made on the correct customers. Thus, this can also greatly improve customers’ 

experience when travelling in Malaysia, so they will more likely to visit Malaysia again 

with such structured tourism sector in Malaysia that can understand what they want 

upfront before the they need it.  

Generally, this project involves data pre-processing, cleaning and analytics and these 

phases are proved to be successful as there are information obtained from data analytics 

phase with a strong justification proved. This shows that the data pre-processing and 

cleaning phases involved in this project improved the precision and accuracy of the data 

and leads to a reliable and accurate data analytics phase. Since this project involves 

many different aspects and requires different perception to study the tourism trends, 

this project can be further extended by collecting more data from different tourism 

recommendation websites to build up a larger database at first. Then, after data pre-

processing and cleaning, different algorithms or templates can be created or used to 

determine different attributes for trends and anomaly detection. 
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