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ABSTRACT

This project is a web scraper design project for Malaysia tourism data. Data are the essential element of the data analytics process, but most public tourism data on the Internet have been overlooked for its value due to the process to collect data is very time-consuming and difficult. Therefore, this project is motivated to provide a low-cost and simple solution for collecting public tourism data on the Internet. Insights will be offered to those who want to build their own web scraper on the methodology, concept, and design through the realization of this project.

As for the technical part, agile System Development Life Cycle (SDLC) methodology is being adopted throughout this project. Emphasize of this project has been placed on capturing the public tourism data from the travel website by targeting the HTML code structure of that particular website. Thus, this project will be demonstrating how to interpret the HTML code structure of a website and how to locate targeted element for data extraction through HTML locator. Besides, this project will discuss on the selection of the most suitable programming language, libraries, tools and frameworks. As this project will be developed in Python, therefore the understanding on building a simple user interface using Python and the technique to save the extracted data into a csv file will be delivered as well. Furthermore, this project also covered some degree of data pre-processing because the extracted data attributes may have excessive text. A very important aspect in this project is to test the performance of the proposed system, therefore the most appropriate testing approach will also be surveyed and implemented on the system. Last but not least, a contingency plan regarding backup and recovery will also be discussed in case of event that system encountered errors.

A web scraping system which is specifically designed for Malaysia tourism will be developed to ease the process of collecting tourism data and it could potentially bring the focus of tourism industries and government sector on the public tourism data for the improvement of Malaysia tourism.
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Chapter 1: Introduction

1.1 Problem Statement and Motivation

There are many public tourism data available on the Internet which could be potentially valuable assets for data analytics, but most of them have been wasted without being analyzed. These wasted data could have been collected and used to improve Malaysia tourism. However, many tourism industries such as hotels and travel agencies are not convinced enough to make use of these data because they might think that the cost and technical difficulties to collect these data is far too great while it could only bring little to none value to their business.

The motivation behind this project is to provide a low-cost and simple solution for collecting public tourism data on the Internet which could potentially bringing the focus of tourism industries and government sector to the value of collecting these data. Through the completion of this project, it could provide a convenient way for those who wish to perform data analytics on Malaysia tourism field to collect the travel-related data. In this project, much emphasizes have been put on developing a data collecting tool to extract and save the tourism data from the Internet. These collected data could then be further used for data analytics purpose and this would prove that tourism data on the Internet should not be overlooked, but instead businesses and government should be starting to realize its value. As such, the overall picture involves two major parts which is “online public tourism data collection” and “data analytics”, and this project will solely focused on the former.
1.2 Project Scope

The main concern of this project is to propose an efficient system that is able to collect travel-related data on Malaysia tourism. Therefore, reviews on the various method in collecting data will be performed. After revising the strengths and weaknesses of the data collection approaches, a web scraping tool targeting Malaysia tourism would be proposed. The implementation of the web scraping tool would be studied and the final product would be delivered upon the completion of this project.

The web scraping tool is an online data extracting system that allow users to get the tourism data without any coding themselves. To achieve the user-friendliness and usability of the system, a simple interface would be included so that any user can use this system easily. The proposed system will also cover the basic functionality which is to scrape the tourism data within travel website and then save the result. Besides, several testing methods will also be researched and carried out to ensure that the system is able to perform its functionality without errors. Furthermore, a backup and recovery mechanism will be implemented in case of the possibility that there are errors which caused the system to be interrupted in the middle of scrapping. Last but not least, data pre-processing will also be carried out in the case of unnecessary text captured.

The targeted data attributes are specifically predefined for the purpose of further analysis on Malaysia Tourism which will be discussed in Chapter 4.5. This system will target 3 main travel categories which are hotels, restaurants, and attractions as tourists will always concern about the questions such as where to stay, where to eat, and where to play. As this project is currently solely intended for Malaysian tourism aspect, therefore the region that is to be covered for scraping will be the states and federal territories of Malaysia such as Penang, Perak, and Kuala Lumpur.
Chapter 1 Introduction

1.3 Project Objectives

This project’s main objective is to build a firm foundation for online public tourism data collection for Malaysia tourism field. The amount of data is very crucial to data analytics process, therefore a web scraping tool which can automatically collect the public tourism data from the Internet will be developed.

This project will focus on scraping the public tourism data from travel website. Through observation, it is noticed that many travel websites have provided recommending services for several categories of tourism information such as accommodation, place of attraction and restaurant. Among these services provided, there is actually a lot of valuable data that this project can prioritize to capture including travel website’s user rating, comment, and their review date.

Although this project is part of data analytics, but other phases of the data analytics process which has included data cleaning, data analyzing, data interpreting and data visualizing is not covered in this project. Besides, this project will not cover the procedure to obtain the data through the other way such as requesting tourism data from the government or creating own apps to collect private data (e.g. username, age, gender) from tourist.
1.4 Impact, Significance and Contribution

Malaysia is a unique country with many races, cultures and also the beautiful natural environment, it has attracted many tourists all over the world to visit it every years. Therefore, tourism is a very important aspect to the Malaysia economy and has contributed much to the government’s income. This project has an insight on the potential of applying data analytics on Malaysia tourism field, therefore this project is aimed to build a foundation for data collection phase of data analytics which is to collect public tourism data of tourists from the Internet. This project is expected to bring benefits to those especially data analysts who are intended to perform data analytics on Malaysia tourism field but doesn’t have enough data to do so.

Data is categorized into public data, private data and government data. Government data is the data preserved by government which is usually highly confidential while public data is the data that is available on the Internet such as the comments and reviews made in the online forum or social media. Private data is the data kept by the individual or organization that provide services to people, it usually contain travel website’s user confidential data such as location, email, telephone number, age, gender and etc. in order to customize services for each individual user of the travel website.

The first step in conducting data analytics is to have enough data, therefore a data analyst will have 3 choices which is public data, private data and government data as explained above. However, requesting government data is usually a long process as government has to verify requestor’s identity and credits, evaluate the project they are working on, and be convinced the requestor will not use the data for other purposes. Besides, the requesting private data from organization will normally involve trust issues, legal issues, and also benefits of both side. On the other hand, one can just capture the public data from the Internet without requesting it.

With the realization of this project, data analysts can easily obtain the data they needed for the data analytics process. Due to the ease of obtaining data, more time and resources which has been saved can increase the efficiency of data analytics process, thus increased the productivity. In long run, this project can indirectly benefit to the Malaysia society by improving tourism field through the mean of data analytics.
For example, there are few enormous labeled dataset such as MNIST, CIFAR, and ImageNet available on the Internet. MNIST has more than 60,000 of training images and 10,000 of testing images of handwritten digits which is widely used by people to test their machine learning algorithm. This has contributed much to the Machine Learning/Deep Learning field by providing a large yet standard dataset to the community so that one does not need to spend much time into collecting the dataset for implementing their system.
1.5 Background Information

Malaysia has always been a travel attraction and has attracted people all around the world to visit Malaysia. According to the Tourism Malaysia (n.d.), Malaysia have attracted 26.8 million of tourist arrivals and has earned RM82.1 billion in 2016. The statistic concluded by Ministry of Tourism and Culture Malaysia has showed that tourism has generated a great amount of income for Malaysia and contributed much to Malaysia economy. The strength of tourism in Malaysia is that Malaysia has a beautiful natural environment and there is a diversity in cultures and foods. Besides, most Malaysians are able to communicate in English, and therefore tourists who are visiting Malaysia will not have communication barrier with local people. However, by referring to the statistic done by Ministry of Tourism and Culture Malaysia, the tourist arrivals and tourist receipt vary each year, and it is important to find out why the number has changed in order to further develop tourism sector. Therefore, data analytics could be applied here to find out the trends and identify problems quickly, so that decision making process can be eased and response can be made.

Data analytic is a method of processing and analyzing raw data so that conclusion can be drawn. It involves a 5-steps process of collecting data, cleaning data, analyzing data, interpreting data and visualizing data. Normally, people will link data analytics to big data when mentioned. However, the term data analytics is only a general term for processing of data over time, but it will be eventually evolve into big data when the demand of data is high.

Due to the fact that much data especially the public tourism data has been wasted throughout years when they could be of use for many improvements on Malaysia tourism, and the reason why this project is so important is because there would be so much more useful information can be obtained from these wasted data through data analysis. Tourist behavior is defined as the changes in how the tourists behave according to their attitudes throughout their travel (Vuuren & Slabbert, 2011). When there are more data collected for data analytic, the current trend of tourist’s travelling pattern and purchasing behavior could be better understood and comprehended. For example, by analyzing tourist’s gender, age and nationality, the characteristic of high-spending tourist group and their purchasing motive could be observed. With this information, tourism businesses can adapt their business to the trend and enforce
strategy for more profit. Besides, data analytics allow the prediction of an outcome based on the data collected after analyzation. Moreover, an abnormal phenomenon could also be identified quickly and measures could be carry out to handle it effectively. For example, the predicted outcome stated that particular tourist area should be attracting more tourist at a particular year, but the actual outcome state that the tourists visiting that area has decreased, and that’s how changes is spotted so that response can be made quickly, such as conduct research to find out the problem and solve it.

In conclusion, anyone who is ambitious to perform data analytics, they will need a lot of data, and this is the reason why this project is playing an important role here as it is aimed to build a foundation for data collection system model which is to collect data for data analytics. It is expected to be beneficial to all tourism businesses and government agency. In the end, this project will be focusing on continuously capturing as much public tourism data as possible for data analytics.
1.6 Highlight of Achievement

The proposed system has successfully achieved its main functionality which is to identify the intended tourism data on the travel website in order to extract it down and save it into a csv file.

Besides, the complete execution time for the proposed system has been massively reduced. For example, the first working prototype version of the system has been recorded that 3 hours will be needed to scrape about 6,600 entries of data while the final deliverance of this project has the record time of scraping about 82,000 data entries within 22 hours. The proposed system has improved from scraping about 36 data entries per second to 62 data entries every second, which its execution time has been roughly improved by 72%.

In addition, the contingency plan regarding backup and recovery has also been implemented for the proposed system. The first working prototype will required a complete restart when encountering errors during runtime and all the previously scrapped data will be lost while the final deliverable is able to continue scraping the data from where it failed and therefore preserved the previously scrapped data. Besides, the contingency plan regarding the network instability has also been implemented to reduce the occurrence of the errors caused by the network problem. However, there are still much improvements can be done to handle the network problem which will be discussed in the later chapter.
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### 1.7 Report Organization

In Chapter 1, the general aspects of project such as problem statement, motivation, project scope and objectives is defined in detail. Besides, project’s impact, significance, contributions, and background information of the project is also discussed,

In Chapter 2, some research papers and works on the existing method and practices to collect data has been discussed. These practices has been reviewed to highlight their strength and criticize its weakness. The possible improvements and refinement has been discussed in this chapter in the effort of overcoming its weaknesses.

In Chapter 3, the complete development flow of system is discussed in details. It includes the how the system is development such as what has to be done in each of the development state and its reason. Besides, several system flowchart has been attached to show the overview of how the system will be processed during run time, and each block has been discussed in detail.

In Chapter 4, several aspects regarding the development of the system has been discussed. This includes the methodology adopted in this project and its general work process, selected tools for development such as programming language, user requirement for using the system, evaluation on the adopted system testing method, explanation on the output result of the system, and finally the legal and ethical issues regarding the system.

In Chapter 5, the challenges encountered during the system development process and the solutions has been discussed.

The last chapter will be providing the summary of the project and the future works to be done in order to further enhance the usability of the system will also be mentioned.
Chapter 2: Literature Review

Before data analytics can be conducted, a large amount of data must be first be prepared to get a convincing result. As there are various way to collect data, therefore one has to determine the most suitable method for the task nature. The first step in doing so is to define the data requirements clearly. After that, one may roughly know which methodology is best fit for the task. For example, if the researcher wants to collect the private data such as ages and gender, web scraping method might not work as most website will protect these information. Then, the next step is to study on the techniques of the selected method in order to obtain the targeted data from desired source. In this section, the existing methods in collecting data which has been practiced by other researcher will be reviewed. The strength of the existing methods, their weakness, and the possible ways to resolve the weakness will be discussed as well.
2.1 Field Study

The most commonly practiced data collection technique is to conduct a field study. Traditionally, people will conduct their own research to obtain data, which has included observation, interview and questionnaire, focus group and etc. According to the report “A COMMUNITY-BASED TOURISM PLANNING PROCESS MODEL: KYUQUOT SOUND AREA. B.C.” written by Pinel, D. P. (1998, pp.53-64), he went on a field study in Kyuquot to collect first hand data for his research. He has adopted methodology including participant observation, both formal and informal interviewing, and focus group. To ease his field study, Pinel lived with 2 different hosts during his visit as he stated that this could expose himself to a more variety of encounters and it would convince people that his research is more reliable and unbiased. Although Pinel is focus on collecting community based tourism data, the technique he has adopted can be apply to this project by conducting a field study on various hotel. For example, one could conduct their own observation by living in the hotel for several night. During the stay in the hotel, the characteristics of tourist and their choice of hotel could be observed, such as tourists choosing this hotel is mostly in their senior age. After obtaining observation, a follow-up research could be conducted via an interview or focus group with the tourist to find out the reason behind it and therefore collecting their comment on the hotel. Besides, one could also write their own review on the hotel in term of its quality of service, cleanliness and so on.

The strength of adopting field study in collecting data is that one can get to know more detailed information. The data collected through field study is more likely to reflect real life situation. For example, in this project, the criticisms on the particular hotel website might be written by its competitor while the good comments might be written by its employee, but this is not likely to happen in field study as the focused subject is mainly the hotel customer who is neither on hotel side or its competitor side.

The weakness of field study is that the data collected might be biased and inaccurate, and it is not a sustainable data collection technique. Speaking of data inaccuracy, the data will be collected during the short stay of field study at particular hotel can never speak the same for the hotel for rest of the year, because what have been obtained can be different when under the same context but at a different date and time. For example, it might be a coincidence that more senior age tourists happen to check-
in to this particular hotel, not because the hotel is favourite by senior age tourists. In fact, the situation might be entirely different such that there is a crowd of younger tourist check-in few days after the field study has been conducted. Besides, it would be completely biased if the researcher rely on their own experience at the hotel as data. There are a lot of options to consider when choosing a hotel, some people will prefer cheaper hotel while other might prioritize quality of service over price, and therefore the result can’t be trustworthy. Furthermore, field study is not a sustainable data collection technique as it can only collect a limited amount of data over time while this project required to collect a large scale of data continuously. Therefore, field study is not a practical way of collecting data in this project.

To resolve the problem of field study in collecting data, data sharing could be a good method in obtaining data for this project.
2.2 Data Sharing

As mentioned above, field study has addressed its weakness such that the technique itself is unsustainable while the data it collected can be biased and inaccurate, data sharing is a better data collection method which could solve these problems. Data sharing is a process of exchanging data where the data is open and freely available while its process patterns and formats are known and standardized (Anon., n.d.). For example, CIFAR-10 is one of the most popular dataset used in Machine Learning field for computer vision task, the process of obtaining it can be considered as data sharing as it is an open source dataset which can be easily obtain from the Internet and its format has been standardized. Another type of data sharing is to request data from the organization or individual who own data, which if the permission is granted, then these data and its metadata can be used legally. By referring to the article Injury Prevention by Quigg et. al. (2012, pp.315-320), the process of data sharing has been demonstrated. As their objective is to examine how data sharing via local injury surveillance system can contribute to the prevention of violence, therefore they have established a data sharing session through a series of meetings, the focus of discussion was set on the issues regarding data availability, legislation and confidentiality. Although the focus of the article is different with this project, but the technique used can be apply to this project as well. For example, one can also schedule a meeting with data holders such as hotel management to convince them why they should share their data and what they will get in return.

The strength of the technique they have used is that data collected is complete and accurate, data is large in scale, and most importantly, data collection can be sustainable. First of all, hotels have to collect their customer’s personal information and data all the time and store them for a long period of time until it is no longer important and relevant. Therefore, the data that will be obtained from the hotel must be large in scale. As some hotel might want to conduct their own data analysis on their customer to figure out which customer group they should be focusing on, therefore the data they have collected from their customer must be complete for this purpose. Opposing to the previous data collection method which is field study, this technique can actually allow researcher to obtain the data of the entire particular year, which is considered even more accurate in describing the hotel. Besides, it is possible that a partnership relationship
can be formed with the hotel management so that they can provide their data continuously to achieve sustainability of data collection in this project.

However, the problem of data sharing is that most organizations are not willing to provide their data. The main reason is due to legal and privacy issue. As the legislation of Malaysia has stated, a data user is prohibited from processing personal data of a data subject without consent (Personal Data Protection Act 2010, 2010). Therefore, the hotel management could be sued in a legal due process if they are found to be leaking their data illegally. Moreover, why would they want to provide the data in the first place? Even if they are convinced that the project could benefit them, how can they make sure that their data will not be misused for other malicious purpose? It is completely reasonable if the hotel management decide not to share their data as there is too much risk in doing so. Even if they agree to share their data, a lot of efforts and works such as filtering the sensitive and confidential information must be done before it can be shared, which is the reason why most hotel management wouldn’t provide their data in the first place as it is resource consuming as well. Therefore, data sharing is also not recommended in this project.

To resolve the limitation encountered in this data collecting method, one could manually obtain data from the travel website through copy and paste.
2.3 Manually Copy and Paste from the Travel Website

As data sharing will have a difficulty in collecting data due to hotel management not willing to provide their data, one could collect data from the website through Internet. Due to the rising tide and high demand of E-commerce, businesses especially hotels have started to make use of the Internet to conduct their business. For example, most hotels will have their own website to provide information for their potential customer and allow their customer to book rooms prior to their travel. Among these hotel website, some may have prepared a user review board or forum for website user to rate the hotel and provide feedback, and these the data is exactly what the project needed. By specifying the keyword “manually” while capturing website data, it means that there must be a human operator to go through the website of each hotel one by one to look for the data that this project might need. They then have to copy down the related data and paste or manually key-in these data into the database.

The strength of this data collecting method is that it is cheaper in term of money and resources, and the data collected can be informative. When conducting a field study at particular hotel, the researcher will have to pay for the accommodation while data sharing will required whoever requested for data to have some leverage to negotiate with hotel management. However, capturing data from the website is obviously has a huge advantage over these 2 data collection methods as it demands only a little resource such that it will only require an operator to have a computer and a stable Internet connection for it to work. Besides, a lot of informative data that could not obtain from hotel management through data sharing can be captured down from the website. For example, the data provided by the hotel management mostly is about their customer which could specify the characteristic of tourists that would most likely to choose the particular hotel, but the data obtained from website can answer why tourists choose the hotel and their comments on it. For example, if there are many comments mentioned that the quality of service of the hotel is great, one could potentially add a label “Good Quality of Service” to the hotel and it could be a potential option of preference for tourist. Therefore, capture data from website is a practical way to greatly reduce the budget for this project while obtaining informative data.

The weakness of manually website data capturing is addressed as the process is slow and time consuming while it is also has a high demand on human resources.
reason this data collection method is slow and consume a lot of time is because human operator will have to identify the data that they need from the website. Before the operator can start to capture data, they will need to have a brief understanding on the website’s structure to know that where the data is located in the website. For example, where is the user review board in the hotel website? After they have figured out where the data is, they will have to filter for the target data. For example, keywords in the website user’s comment such as “Good service” and “Clean and tidy” are also a valuable data to this project, the operator will need to identify them by reading the user comment carefully so that important keywords are not missed, not to mention that there might be hundreds or thousands of user reviews in the website. Besides, there are thousands of hotel websites available on the Internet, this project will need to obtain data from as much different source as possible in the long run so that data analysis can be even more accurate. While capturing data manually from a single website already used up much time and effort, not to mention that it is impossible for an assigned personnel to work all day long just to collect the data, and therefore there will be a great demand on human resource to do the job such that a group of people in charge of capturing a new hotel website while another group of people focus on updating the latest user review from the previously captured website. Thus, manually capture data from website is not a practical method either.

To resolve the problem as mentioned above, one could make the whole process automated by using the existing data scraping software for website on the market.
2.4 Existing Automated Web Scraping Software- Octoparse

Due to manually capture data from website is way too slow and human-resource demanding, another way is to do it in an automated way which is to use existing data scraping software. In fact, website data scraping software has the same nature as the previous data collection method, except that it is fully automated by computer and make the whole process of collecting data a lot easier. While there are many existing data scraping software available on the market, Octoparse is considered one of the best among them. Octoparse is a powerful and well-written web scraping program which is provided and maintained by its vendor, the working theory behind it is that it used spiders to browse through the entire contents of the website and scrape out the desired data such as website user’s rating into spreadsheet or directly into database (Octoparse, 2014). To begin scraping data from website with Octoparse, user only have to setup the data extraction schedule for the first time and then it can automatically update the data extraction without needing human operator to function it for the rest of system’s lifetime.

The strength of Octoparse is that it is faster in collecting data, easy to learn and use, and is sustainable. As Octoparse make the process of collecting website data automated, it is without a question has a signification effect in speeding up data collection phase. The reason behind this is because human operator can’t be working all day long and eventually will need to rest due to physical constraint, meanwhile computer do not have such constraint and it can work continuously with faster computing speed. Besides, Octoparse is easy to learn and use due to it is a complete software with a good user interface. Octoparse has a user friendly interface, even user with no specific technical knowledge will be able to master how to use it within a short amount of time. Moreover, Octoparse is actually a sustainable solution to this project because of its scheduling data extraction feature. As mentioned above, this project is aimed to collect data in a continuous way, and Octoparse is happen to have this feature that will allow its user to schedule how often the data extraction from the website should be so that system that will be delivered by this project can always stay updated with these website. In this way, there would be no need for human operator to manually do the update once schedule has been set.
The weakness of Octoparse is that it is quite expensive, has no freedom of customization to the program and user has to completely rely on the vendor. Although Octoparse vendor allows user to use its software for free by signing up to Octoparse website, but the function provided is very limited. For example, free version has no data extraction scheduling feature and free user can only have a maximum of 2 concurrent run of the program on a local machine. For more functionality, user will have to subscribe to it on a monthly basis. Due to the needs of this project, subscription to the professional plan which will cost $209 (USD) per month is a must to complete the project. Besides, the ownership of the software belongs to its software vendor, user only pay for the license to use Octoparse when they subscribe to it, and therefore there is no source code available for user. Without source code, user can only carry out task that are supported by its pre-built functions without the freedom to customize the program itself. It is also worth mentioning that by using Octoparse, it means that user are completely relying on the vendor. Try to imagine what if something happen to the software vendor? For example, natural disaster has occurred and Octoparse vendor has to stop their service for a period of time, or malfunction is spotted and they are unable to solve it in the short time, it could be a huge loss to the user in term of business consideration.

To resolve this, one could write their own web scraping tool from scratch, so that they will have to freedom to customize their program and will not have to worry about the budget.

Figure 2.4 User interface of Octoparse.
2.5 Web Scraping Tool- BeautifulSoup

As Octoparse is too expensive, has no freedom of customization to the program and user has to completely rely on the vendor, another way is to write a web scraping tool from scratch. Therefore, one of the available Python libraries which is known as BeautifulSoup can be utilized for this purpose. According to the website Crummy.com (2019), BeautifulSoup is specifically developed for the projects which are in quick turnaround nature such as screen-scraping. Its main functionality is to parse and extract data from the webpage.

The strength of Beautiful soup is that it is beginner-friendly as it is having a simple and easy to understand syntax which also does not require developer to write much code for the application. It also has a complete documentation support which also provide a lot of examples. Therefore, developer who does not have any experiences in web scraping can be easily get started with it and learn how to use it. Besides, BeautifulSoup is able to automatically handle the encoding of the HTML or XML documents so that developer does not need to spend time in spec

However, this library alone is not powerful enough to handle the scraping and therefore it has to work with other libraries such as “request” and “urllib2” to download the webpage in order to parse the HTML documents. Besides, BeautifulSoup does not support well to a complex logic and therefore not much customization can be done to the project. As the customization is limited, thus the extensibility of the project will be constrained and that is why there is not much related project in the web scraping field. This library is normally used for learning purpose only.

To resolve this, a more powerful and complete Python framework which is called Scrapy can be adopted into this project.
2.6 Web Scraping Tool - Scrapy

As BeautifulSoup is not powerful enough to handle the scraping alone and is usually used for learning purpose only. Therefore Scrapy is being introduced to this project. According to the website Scrapy.org (2008), it is a complete and collaborative data extracting framework specifically designed for Python. Scrapy allows developer creates an automated bot which is known as “spider” to crawl through the webpage. It will take an URL as input and then access it to download the webpage data then parse the HTML documents.

The strength of Scrapy is that the created spider will support customizations. For example, Scrapy is compatible with other libraries such as BeautifulSoup in order to extract the data from the downloaded DOM or modify the data. Besides, it also support the parsing selectors such as Xpath or CSS Selector which served to extract the data from the HTML documents. In addition, Scrapy is extremely fast in terms of the performance time and therefore it is suitable to work on a large dataset. There is also a large community using Scrapy for web scraping project and therefore there are a great community support in helping fixing the potential issues.

However, Scrapy is not able to handle well with the dynamic webpages which rely on the javascript or AJAX to build the contents of the webpage. The only possible way to render the complete DOM contents is access the webpage using a browser because javascript or AJAX is executed on top of the browser engine. Scrapy on the other hand just retrieve the webpage source code and does not support the functionality to interpret the javascript or AJAX code.

Therefore, another Python framework known as Selenium which can access the webpage through browser session can be utilized in this project to resolve Scrapy’s inabilities.
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3.1 System Development Overview

To develop this project, much works and efforts has been done in order to achieve the objective and also obtain the best result which is able to match the expectation of this project. For further details, system development for this project has been separated into 3 main parts, including preparation, coding, and testing.

Preparation

This project is developed by using several tools and required knowledge on various fields. Before getting started on the development process, one should acquire knowledge on HTML5 and CSS, and the skillset to write code in Python as this system is solely developed using this programming language. Python is preferred in this project due to there are many available libraries that are readily to support data extraction functionality. Before deciding on which tools and libraries to be used, system requirements must reviewed and identified to ensure the main functionality can be successfully implemented while any other libraries can be added after depend on the additional functionality. In this project, the Integrated Development Environment (IDE) “Jupyter Notebook” is encouraged to be used in development process as it has a Graphical User Interface (GUI) for better coding environment and easier debugging while there are 4 main libraries which are “NumPy”, “pandas”, “PySimpleGUI” and “selenium” must be utilized in this project. NumPy is one of the Python library that provide a large collection of high-level mathematical functions to operate on large and multi-dimensional arrays. Pandas is used in this project as it provides data structures and operations to manipulate tables. It is notable that “pandas” has a 2-dimensional labeled data structure called DataFrame which is able to store NumPy array of different type into each column. PySimpleGUI is an easy to use yet a powerful tool building a simple graphical user interface. Selenium is used to realize the data scraping functionality and it is a powerful framework that automates browser which is widely used by developer to test their web application. However, it is also powerful in scraping data from website due to its ability to simulate user’s action in a more efficient way.
For example, how long does it take for user to copy and paste the whole webpage information into a csv file? On the other hand, selenium can scrape them as soon as the webpage is fully loaded. As for selenium to perform its function as intended, a browser driver is needed for it to control the browser behaviors. ChromeDriver is chosen as the tool for selenium to do its work as for personal preference.

After deciding the tools and libraries that needed to develop the main functionality of the system, next step is to download and install them into the computer. ChromeDriver can be easily downloaded on the Internet while Jupyter Notebook while any other identified Python’s libraries can be downloaded and installed using the Anaconda prompt provided that there is an Internet connection. For example, one can download NumPy by entering the command `pip install numpy` or `conda install numpy`. However, installing the library package using Conda is sometime preferred as it is able to manage the package dependencies which may install, upgrade or sometimes downgrade other required package for the intended package to work. Furthermore, one should examine whether path is set for Python and its libraries when unable to use the Python tools or import Python libraries.

### Coding

After coding environment has been successfully set up, coding phase is ready to be conducted. First, the libraries that have been installed earlier must be imported into the IDE first as shown in the figure below.
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The next step is to initiate several empty lists for storing the data to be extracted and then convert them to NumPy array. A named csv file must be first initialized with named column so that the extracted data can be appended into this file. Implementation-wise, a data frame is created with each of the previously initialized empty array being assigned to its named column before the data frame is written into a csv file. The code snippets of the implementation is shown as below.

```python
# Import libraries
import selenium
from selenium.webdriver import ChromeDriver
from selenium.webdriver.support import wait
import WebDriverWait
from selenium.common.exceptions import NoSuchElementException
from selenium.common.exceptions import StaleElementReferenceException
from selenium.common.exceptions import WebDriverException
from selenium.webdriver.common.action_chains import ActionChains
from selenium.webdriver.support import expected_conditions as EC
from selenium.webdriver.common.by import By
from selenium.common.exceptions import TimeoutException

import os
import time
import csv
import numpy as np
import pandas as pd
import re
import PySimpleGUI as sg
```

**Figure 3.1.1 Imported libraries.**

```python
# Initiate lists
empty_tweet[]
url[]

name_csv[]
rating_csv[]
comment_csv[]
date_csv[]
country_csv[]
state_csv[]
local_csv[]
postcode_csv[]
dateOfStay_csv[]
traveltype_csv[]
reply_csv[]
responseDate_csv[]

user_name_csv[]
user_loc_csv[]
ctrl_csv[]
vote_csv[]
```

**Figure 3.1.2 Initiate lists.**
A main function is then defined based on the webpage structure and also the logic to interact with it. For example, the logic to be implemented for the system consists of verifying whether the travel webpage has reviews, specifying the interaction with the webpage so that it target intended data to scrape, and verifying whether the link has next page of reviews. A very important step to take note is that execute path of the ChromeDriver must be correctly specified in order to open the Chrome browser. After finish scraping, the results must be appended to the previously initialized csv file. The lists and arrays must then be cleared after finish scraping one link to avoid duplication of data as this program behaves in a way that append the result of each link into the csv file at a time. It is also notable to mention that clearing the unneeded memories is able to improve program efficiency as it is observed that larger variable memory can affect the performance such that the program may hang or lag.
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```python
for url in urls:
    driver.get(url)

    # Do try-catch for no review page
    try:
        driver.find_element_by_css_selector("div.collapsibleContent.ppr_rup.ppr_prv_detail_filters > div.ui_columns.filter").get_attribute("innerHTML")
        continue
    except NoSuchElementException:
        pass

# Check if webpage has targeted data.

# Interact with webpage to show only data of target language.

# Interact with webpage to show only intended data. (Same code is used to untick)

# Append the results into csv file.
```

Figure 3.1.5 Check if webpage has targeted data.

Figure 3.1.6 Interact with webpage to show only data of target language.

Figure 3.1.7 Interact with webpage to show only intended data. (Same code is used to untick)

Figure 3.1.8 Append the results into csv file.
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Next, the functionality of scraping webpage content shall be implemented by defining a callable function named `scrap()` within this function, there are some logic to be programmed before scraping data such as expanding review content, verifying webpage interface, check if there exist next review container, and clicking into another element. As for verifying webpage interface, it has been noticed that under some random condition, the webpage may have different interface which is made up of different HTML structure. Furthermore, click into another webpage is an action specified for hotel scraping as the software must click into the user profile to scrape certain data. The data scraping is done through HTML locator provided by selenium.

There are many HTML locators can be used in this system, CSS Selector is chosen among them and the reasons will be specified on later chapter. Developer should utilize Google Chrome’s “Inspect Elements” feature to view the webpage’s HTML code structure and have a deep understanding on how to use the CSS selector to locate the targeted data in order to scrape accurately and successfully. Some basic knowledge in utilizing CSS selector are shown below.

```python
driver.find_element_by_css_selector("#HEADING")
```

- By specifying “#” for the element, it locate it by ID.

```python
driver.find_element_by_css_selector(".taLnk.ulBlueLinks")
```

- By specifying “.” for the element, it locate it by class.
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driver.find_element_by_css_selector("div.is-hidden-mobile > span.detail > span.locality")

➢ By specifying “>” between elements, it locate the element in a consecutive matter. For example, span.detail must be the direct child of div.is-hidden-mobile.

driver.find_element_by_css_selector("div.navLinks li.attractions.twoLines > a")

➢ By specifying space between elements, the second element does not necessary be a direct child of the first element.

Figure 3.1.10 “Inspect Elements” feature.

Now that the system already have a mature scraping functionality, what it needed next is a list of links of the webpage to be scrapped. To deal with this issue, the function insertURL() is defined. When this function is being called, a graphical user interface (GUI) will be triggerd which will then provide user with a drop down list to select the regional travel data they wish to obtain. The implementation of the GUI has 3 steps, which is to initiate a window and specify its layout, extract the user input, and close the window as shown in the figure 3.1.11. The code below is defining a dropdown list with 5 inputs to be shown at a time from the list and having the length size of 20.
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Each of the input is associated with a base URL that include all the links to every travel sites within the region. For example, the base URL will be the link to the Kuala Lumpur webpage as shown in figure 3.1.13 while the branch URLs would be the webpages of every travel sites in Kuala Lumpur as shown in the figure 3.1.14. There are also certain logic must be implemented in this function such as clicking into some elements, checking the interface of webpage that contain links, and check if webpage has next page of links. The need to check the interface type is because Kuala Lumpur has a different interface for the first webpage that contains links.

```
sg.InputCombo(('input1','input2'), size=(20,5))
```

Figure 3.1.11 Implementation of the system GUI.

Figure 3.1.12 Graphical interface of the system.
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Figure 3.1.13 Base URL of the region.

Figure 3.1.14 Branch URLs of all travel sites within the region.
Figure 3.1.15 Interface of Kuala Lumpur attraction.

Figure 3.1.16 Interface of other attraction.

Figure 3.1.17 Checking interface for attraction.
Testing

After the coding phase has been completed, testing is conducted before the delivery to ensure there are no unexpected errors and the proposed system is able to do what it was designed for. The main criteria of testing is the correctness of the scrapped data such as no duplicate data entry, no unmatched feature within a data entry and no missing data. Manual testing is adopted in the project such that a personnel has to be present during the execution of the program and check whether there is any abnormal behavior. The personnel should also verify the correctness of the scrapped data with the target data from the scrapped webpage. However, the scrapped reviews can be more than hundred thousand and it is impossible for developer to verify the entry one by one with the webpage, therefore sampling technique is used to scrape only a few webpages with less number of reviews and then verify the scrapped data with the data on sampled webpages. Besides, NumPy and pandas can also be used to verify for the duplication of data in the case that there is a large number of scrapped data. The code shown in Figure showed that data entry (rows) of data frame has been converted into tuple and np.unique() is called to drop duplicated data entry. When the length of the data frame before and after the preprocessing are not of the same length, then there must be duplication of data. It is notable that this testing method is implemented in a way that combine all the columns as a single value to compare with other data entry. This is because if only a single column is chosen, there might be false positive result for the testing. For example, the column “Name” is intended to have a lot of duplicate name although the column “Username” may look perfect, but there might be a situation where same might user reviewed several places.

Figure 3.1.18 Example of scrapped attraction data.
Figure 3.1.19 Sample data from travel webpage.

As Figure showed the available data of the webpage, the highlighted part in Figure showed the data scrapped from that webpage. The un-highlighted part is scrapped from another part of the same webpage which is not shown here.

Figure 3.1.20 Example showing scrapped data matched travel webpage data in Figure.

Figure 3.1.21 Overview of an attraction from travel website.

Figure 3.1.22 Example showing scrapped data do not have missing data entry.
Figure showed there are total 20 reviews in the webpage, but since this program only target English comment, so there would be a total of 8 reviews scrapped in ideal. However, some reviews do not have “Traveller Type”, therefore the number of scrapped data might be sometime lesser. Figure showed the number of data scrapped from the webpage.

```
In [1]:
import numpy as np
import pandas as pd

a = ['1', '2', '3', '4', '5', '6']
b = ['a', 'b', 'a', 'a', 'c', 'b', 'a']
da = pd.DataFrame({'ID': a, 'Item': b})
print("Original length: ", len(df))
newDF = np.unique(df.apply(tuple, axis=1))
print("Length after duplication removal: ", len(newDF))
if(len(df) != len(newDF)):
    print("There is duplication of data!!")
else:
    print("No duplication of data.")

Original length: 7
Length after duplication removal: 5

There is duplication of data!!!
```

*Figure 3.1.23 Example code to test duplication of data.*
3.2 System Flowchart

3.2.1 Main Function

Figure 3.2.1 System flowchart of Attraction Scraper & Restaurant Scraper.
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Attraction Scraper and Restaurant Scraper have the same coding logic, therefore they have the same system flow. The flowchart above showed how the system is executed.

Figure 3.2.2 System flowchart of hotel scraper.
Since Hotel Scraper have 2 interfaces that are triggered randomly when the hotel webpage is triggered, therefore it has a different coding logic from Attraction Scraper and Restaurant Scraper. The flowchart as shown above is more simplified because some process has been defined in the function “executeUI()”.

### 3.2.2 Other Functions

![Flowchart of the function insertURL()](image)

*Figure 3.2.3 Flowchart of the function insertURL().*

This function is shared among all 3 scrapers. A dictionary is defined within this function
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Figure 3.2.4 Flowchart of the functions scraper(), oldUI_scraper(), and newUI_scraper().

This function is shared among all scrapers as well. Attraction Scraper and Restaurant Scraper both have each of this function which is named as “scraper()” while Hotel Scraper has 2 of this function which are “oldUI_scraper()” and “newUI_scraper()”. These 2 function of Hotel Scraper are having the same coding logic but they have different HTML locator due to different HTML structure caused by different webpage interface.
This function is only available for Hotel Scraper.
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4.1 Methodology and General Work Procedures

This project has adopted agile development methodology. The reason this methodology has been chosen is because this project is not considered as a large mission-critical project, therefore testing and efficient coding practices is more focused rather than detailed design documentation. The benefits of agile development is that it is able to build the system quickly and has the ability to change the system requirements at any point during the life of project development process. This methodology can develop a system faster is because it saved the time in defining the complete requirements and writing the design documentation. On the other hand, it is very difficult to attempt defining every requirements at the beginning of the project and also regulate the changes to the previously defined requirements, therefore the nature of agile development which can change the requirements at any point during project development is a more realistic and better approach than other methodologies.

Before starting the coding, planning phase has to be carried out so that one can have more understanding on the system that is to be developed. For example, feasibility analysis on whether the proposed system is a realistic goal in term of money and time has been done. Several articles and research papers related to this project has also been reviewed to have more understanding on the existing system such as their strengths, their weaknesses and how can this project improve from the existing system. Furthermore, requirement gathering techniques including observation on the existing system and report inspection has been conducted in order to define the requirements for the project. Besides, the software and hardware needed for the realization of the project is also been studied. After the information and resources needed to realize the project has been determined, coding phase is then being conducted. Finally, the written code has been tested to check if there is any errors and to verify if it is able to do what it is designed to before it is ready to be delivered.
4.2 Tools

For software aspects, Python programming language is used to develop the data scraper. Jupyter Notebook is chosen as the environment to write the code in Python as it is browser-based, support interactivity and has a good interface to demonstrate the code. Besides, a few Python libraries such as selenium, NumPy and pandas has been imported in order to collect data from website. NumPy and pandas are used to organize the collected data while PySimpleGUI is a Python library that has been utilized in this project to build a simple user interface for user-friendliness to those without coding background. Selenium is the chosen framework that is able to use the browser driver such as chromedriver.exe to open a browser window for accessing the target website and therefore start capturing data. In another word, selenium is the browser session itself which a set of actions has been written to do task. It is good for this project as this project will target dynamic websites which reply on javascript or AJAX to build its website content, which only browser can get the actual rendered DOM contents. Besides, it also have a good documentation support and the coding is relatively easy and understandable due to much nicer syntax.

For hardware aspects, this project required a high-end computer with a decent processor and high amount of RAM to run at a faster rate. However, since a laptop with normal specifications has been used during the development of this project, which is an i5 processor and 4GB RAM, therefore the program is running slowly in this case.

For connectivity aspects, this project required a good Internet connection to carry out its function. This is because the data scraper need to connect to the Internet for accessing the website to start collecting data. With a bad connection, the program will run very slow and in some case, the program will be forced to terminate due to inaccessible network.
4.3 User Requirements

This system is designed to be easy to use which does not required user to have any specific skills as there is a user interface which will guide the user and user will just have to run the program and it will handle the rest. However, the nature of this proposed system is actually specifically designed for the technical personnel involved in the tourism aspects because the data scraper is specifically designed to capture data from the travel website. The data collected by this system will not be useful to normal people in their daily life while it will be very useful to those who are interested to conduct a research on tourism aspect. Therefore, our main target user will be focused on data analysts, businesses, students and researchers who are involved in the tourism field.
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4.4 Testing Evaluation

Throughout the early development stages, it has been found that the most common reason that leads to the system scrapped incorrect data is due to logical error within the code. Since logical error will not throw out exception or error, therefore it is difficult to identify if there is any, and that is why a lot of time has been spent on reviewing the code and test it multiple times for ensuring the correctness of data.

Besides, there is one exception that often encountered during the execution of the program is “StaleElementReferenceException” which is caused by the network problem. The occurrence of this exception during testing stage of the program is mainly due to the program located the element before the webpage could be fully loaded. Therefore, the element is in stale state and further action on it such as clicking or retrieving its text will then throw out this exception. Since this exception may be thrown at random depending on the stability of the network and it is nearly impossible to predict whether the program will encounter it during each execution, thus the program is not guaranteed to execute successfully and therefore a lot of time will be wasted. Hence, this problem has inspired the requirement to have a backup and recovery mechanism which could re-run the program starting from the links that failed.
4.5 System Results

The final output of this program will be csv file(s) that consists of the scrapped data entries which each of the csv are named as “restaurant.csv”, “hotel.csv”, and “attraction.csv” to represent the categories of travel information respectively. These 3 categories of travel data are having the same numbers and types of attributes except for hotel having an additional attribute named “Ranking” which indicate the rated class of the hotel while restaurant has an additional attribute named “Price” that specify the overall price range of the restaurant’s foods. Both the “Price” and “Ranking” attribute are useful for analyzing the whether it has the impact on the positivity of the travel site such as a particular hotel’s rating and number of visitors. The figures show the sample of scrapped tourism data of each category.

![Figure 4.5.1 Full travel data under attraction.](image1)

![Figure 4.5.2 Full travel data under restaurant. Highlighted column is its additional attribute.](image2)
As mentioned above, there are a total of 17 shared attributes among the 3 categories of travel data. The scrapped attributes can be further categorized into travel site information, travel site management’s reply contents, website user’s basic information, and website user’s review contents. The attributes, the explanation on the attributes, and reasons for collecting the attributes will discussed in the tables below.

<table>
<thead>
<tr>
<th>Attribute Name</th>
<th>Explanation</th>
</tr>
</thead>
</table>
| **1. Reply**   | • Specify if there is official reply from management and its content. This attribute can be further analyzed with text sentiment analysis and to find out whether it has impact on the travel site reputation.  
• Output “None” if not available. |
| **2. Response Date** | • Specify the response date from the travel site management. This attribute can be further analyzed to see whether the quickness of response time will contribute to the good overall rating of the travel site. For example, the quicker the reply is made, the reviewer may feel respected and is more likely to give a good rating or travel there again.  
• Eg: Responded 1 February 2019  
• Output “None” if not available. |
<table>
<thead>
<tr>
<th>Attribute Name</th>
<th>Explanation</th>
</tr>
</thead>
</table>
| 1. Name        | - Specify the name of the travel site.  
|                |   - Eg: Petronas Twin Towers |
| 2. Address     | - Specify the address of the travel site. This information can be converted to latitude and longitude so that the location can be plotted on the map for visualization purpose.  
|                |   - Eg: 1 Jalan Imbi | Level 5 & 7  
|                |   - Output null value if not available. |
| 3. Country     | - Specify which country the travel site is located. This attribute is useful for data analytics purpose in analyzing the tourism statistics by countries.  
|                |   - Eg: Malaysia |
| 4. State       | - Specify which state the travel site is located. This attribute is useful for data analytics purpose in analyzing the tourism statistics by states.  
|                |   - Eg: Perak |
| 5. Local       | - Specify which city or area the travel site is located. This attribute is useful for data analytics purpose in analyzing the tourism statistics by city or area.  
|                |   - Eg: Kampar |
| 6. Postcode    | - Specify postcode of the travel site. This attribute is useful when the address of the travel site is not available, then it can be combined with other attribute such as “Name” and “State” to locate the travel site on the map.  
|                |   - Eg: 31900  
|                |   - Output “None” if not available. |

Table 4.5.2 Travel site information.
### Attribute Name | Explanation
--- | ---
1. Username | • Specify the name of the reviewer.  
  • Eg: pianocello  
  • Output “A travel website Member” if hidden profile.
2. User Location | • Specify the location of the reviewer. Analysis can be done on this attribute to find out what is the region that most visitors came from to visit the travel site.  
  • Eg: Albany, New Zealand  
  • Output “None” if not available.
3. Contributions | • Specify the total number of reviews made by the website user. It has a huge impact on the credibility of the website user’s reviews.  
  • Eg: 77 reviews
4. Helpful Votes | • Specify the total number of up-votes the website user has received. As the vote is given by the other user if they found the review to be accurate and helpful, therefore this attribute is also expected to contribute much to the trustworthiness and credibility of the website user’s reviews.  
  • Eg: 37 helpful votes and likes  
  • Output “0” or “No vote” if not available.

*Table 4.5.3 Website user’s basic information.*
## Attribute Name | Explanation
--- | ---
1. Rating | Specify the reviewer’s rating score on the travel site. This attribute describes the overall satisfaction of the reviewer on the particular travel site.  
Eg: 40
2. Comment | Specify the text comment of the review. This attribute can be analyzed with text sentiment analysis to verify if the sentiment score of the comment fits the rating score. For example, a review with good comment but bad rating can be deemed as untrusted data.
3. Date | Specify the date the review was posted. This attribute can be further broken down to analyze the data by months or by years.  
Eg: Reviewed 31 December 2016
4. Date Of Stay | Specify the date that the reviewer visited the travel site. The relationship between this attribute and the date the review was made can be analyzed to find out its impact on the travel site reputation. For example, will the visitor more likely to rate the travel site immediately when they are satisfied with the services provided by the travel site?  
Eg: Date of experience: March 2019  
Output null value if not available.
5. TravellerType | Specify the travel type of the reviewer during the visitation. For example, analysis can be done on this attribute to find out which type of traveler the travel site attracted the most.  
Eg: Families  
Output “None” if not available.

*Table 4.5.4 Website user’s review contents.*
4.6 Legal and Ethical Issues

As the nature of the system is a bot, therefore one of the most frequently asked questions on the web scraper are the legibility and ethical issues. This matter has been much emphasize in this project and a thorough study has been performed to find out the answer to the question. As a result of the research, the development of the web scraper itself is completely legal and doesn’t have any ethical issues. Besides, the deployment of the web scraper to retrieve data from the Internet website is also considered legal as the data available on the website is public data which does not contain private data such as users’ sensitive information. However, this action might be breaking the rules of certain website due to the nature of the program. Some website has stated clearly in their terms and conditions that bots are not allowed to be deployed for interacting with the website, this is mainly because of the website owner are aware of the potential problem of server overloading due to large traffic created by the bots. In conclusion, deploying a web scraper to retrieve data from a website is considered legal unless stated in the website’s terms and conditions while it is still a debatable topic whether it is ethical or not.
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During the project development, several challenges and problems have occurred, which one of these problems is the network connection issue. A critical problem has been found which is proven to be able to cause the inaccuracy of data. For example, this program has a feature which is to click the “More” button if there is any in order to expand the full text, so that accuracy of data collected can be achieved. However, with the low bandwidth network connection, sometime the website will just capture the unexpanded data before the “More” button is clicked. Therefore, there is a need to modify the code to be compatible with the low bandwidth network connection by adding a command which is served to pause the execution of the program for 3 seconds before the next instructions are being executed. Another example is that the webpage is not fully loaded yet and the program is trying to locate the html element within the page, therefore an error “NoSuchElementException” will be thrown as the program is unable to locate the html element. Therefore a try-catch exception handling is implemented to cope with the problem.

Figure 5.1 Solution associated with connection issue.

However, the program execution pausing method has also brought a problem which it has caused the execution time of the program to be way too long. For example, one webpage needs 1.2 second to be loaded fully, but the program has to be paused for 3 seconds, therefore 1.8 seconds is already wasted. This might seem like a small number, but if there are 100,000 webpages to be scrapped and there will be a resultant of 180,000 seconds being unexploited. To solve this problem, the program can simply continue executing once the page is fully loaded. There is a selenium function which is known
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as “WebDriverWait” is therefore being exploited into the program in order to pause the program until the intended element is loaded. However, some part must still use the pause method as some element will always be present in the DOM whether actions are applied or not, therefore the wait method will not work. The syntax of WebDriverWait is as shown below.

```python
WebDriverWait(driver, 5).until(EC.presence_of_element_located((By.CSS_SELECTOR, '')))```

Besides, an error regarding network connectivity has also been spotted which is the program will keep on scraping the same webpage over and over when the network is disconnected. This is usually happen when the network is disconnected when the program is in the middle of scraping a webpage, and after the webpage is fully scrapped, the program will click into the next webpage and continue scrapping. However, due to network disconnection, the webpage did not load into the next page and the program does not know that the webpage did not update. Thus, a verification on the current page and previous scrapped page is implemented so that when both page are the same, the program triggers the refresh button of the browser to re-scrape the webpage again.

![Figure 5.2 Verification on the new page and previous page.](image)

Another problem caused by network issue is “StaleElementReferenceException”. To understand the problem, one must first have the concept of Document Object Model (DOM). The diagram below shows the general structure of DOM.
DOM is a logical tree document that allows programs and scripts to access and update its content, structure, and style dynamically. When a webpage is loaded and a target web element is being initiated, there could be a chance that changes can still be applied to the DOM and the changes made to the DOM will trigger a new web object. Therefore, when user located a web element while the DOM is still being updated, the located web element which is still pointing to the old web object will be stale, then this exception will be thrown once the DOM finished update and action such as extracting text or clicking is being performed to the old web object. For example, a user located a web element and clicks on it on the same page will get stale element reference exception if did not relocated the web element from the latest web object after page refresh. The figure below show the general understanding of the exception and the temporal solution (exception handling) to deal with it.

Figure 5.3 HTML DOM Tree of Objects (Anon., n.d.)
However, there is still no guarantee that stale element reference exception will not occur again unless we pause the program long enough for the webpage to be fully loaded, but we do not want that because too much time will be wasted as stated above. It is a trade-off between system reliability and system performance, neither choice can be perfect for this project. Since we will be expecting errors during execution time, then a recovery procedure must be present. The code has been modified in a way such that the program is able to continue scraping from the link that encountered errors, therefore the queue data structure which has a First-In-First-Out (FIFO) manner would be perfect. The figure below shows the implementation of the recovery method.

```python
# Comment
comment = driver.find_element_by_css_selector("div.listContainer\[\]
        try:
            comment.text
        except StaleElementReferenceException:
            comment = driver.find_element_by_css_selector("div.listContainer\[\]
            comment_csv.append(comment.text)
```

**Figure 5.5 Queue data structure for recovery.**

Furthermore, the web driver need to get the links in order to start scraping the data of the webpages. Therefore, the function insertURL() is responsible for obtaining a list of links from the base URL provided by the user. However, the behaviour of the base URL webpage’s content being updated is unlike the links, it just directly make changes to the DOM to update the contents while the links is to load into a new DOM. Therefore, the wait method cannot be used as the web element is always present and instead pause method is used. The problem with pause method is that the program will obtain the same links if the DOM is not updated with the new contents when the specified pause
time is exceeded, this is because the program will continue its execution after its specified time regardless of the update status of the DOM. Thus, duplication of the links are suspected and a simple solution to remove the duplication is introduced with just one line of code as shown below.

```python
url = list(set(url))
```

- Transform the list into tuple and then back to list as the nature of tuple will automatically remove the duplicated entries.

Other than that, bottleneck on the hardware has been found as well. The computer with a weaker processor and a smaller RAM size will take more times to finish compiling the program. This has caused much trouble and bad system performance during the development of this project as the time needed to complete running the program will be quite long, which can take up to hours depending on the amount of data to be scrapped from the website. This has reduced the productivity of the project development as the time that has been wasted could be used to add another features or solve the coding problem instead of just waiting for the result of the compiling program. For example, a computer with a decent hardware component would take 30 minutes to finish running the program, but a computer with outdated hardware component might take more than 1 hour to run the program. Due to there is a shortage of budget for decent hardware installation, therefore program performance optimization has been implemented in the coding. The optimization being done here is by appending the result into csv file part by part and immediately release the appended memories to free up the occupied resources that is no longer needed. The figures below show the concept between write whole results into csv file and append part result into csv file.
Lastly, this project has also encountered some technical problems. One of these problems is the difference code structure of websites. The nature of this project is to inspect the HTML code of the target website and capture that particular element. However, each website has its own HTML coding structures. Moreover, even a single website will have different HTML code structures for each category of tourism information. For example, “Restaurants”, “Hotels” and “Things to do” each has its own code structure. Therefore, a temporal solution has been adopted which is to create 3 separate programs for each of them.

In addition, the html structure and its web elements are always changing and updating, therefore a maintenance routine is needed in order for this program to function as intended all the time. The figures below show the comparison before and after website update.

---

**Figure 5.6 Optimization on program performance.**

**Figure 5.7 Sample of HTML code structure of Attraction.**

```python
name = driver.find_element_by_css_selector("#heading")
sad = driver.find_element_by_css_selector("div.wrap > div.prw_reviews_text_summary_hsx")
date = driver.find_elements_by_css_selector("div.wrap > div.rating.reviwutonline > span.ratingDate.relativeDate")
rating = driver.find_elements_by_css_selector("div.ratingInfo")
```

**Figure 5.8 Sample of HTML code structure of Restaurants.**

```python
name = driver.find_element_by_css_selector("#heading")
sad = driver.find_elements_by_css_selector("div.wrap > div.prw_reviews_text_summary_hsx")
date = driver.find_elements_by_css_selector("div.wrap > div.rating.reviwutonline > span.ratingDate.relativeDate")
rating = driver.find_elements_by_css_selector("div.li-column.is-9")
```

**Figure 5.9 Sample of HTML code structure of Accommodation.**

```python
name = driver.find_element_by_css_selector("#heading")
sad = driver.find_elements_by_css_selector("div.relwrap > div.li-column.is-9 > div.prw_reviews_text_summary_hsx")
date = driver.find_elements_by_css_selector("div.relwrap > div.li-column.is-9 > span.ratingDate")
rating = driver.find_elements_by_css_selector("div.li-column.is-9")
```
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For example, it has been noticed that there is an often changes or update to the class name of the web elements under the webpages of the hotel, therefore a sub-string matching logic has been adopted in response to the often updated webpage. The code below show the

```html
<mark class="hotels-review-list-parts-ReviewFilters__filters_wrap--IWMWG">
</mark>```

However, this may not work in the webpage of travel categories such as restaurant and attraction due to there is not an identifiable pattern in the update. The

```html
<mark class="hotels-review-list-parts-ReviewFilters__filters_wrap--IWMWG">
</mark>```

Besides, another technical problem faced is the scrapped data is not as expected as shown in the figure 5.13. The figure shows the data within the column “Local” is expected to be Kuala Lumpur while the column “Postcode” is expected to be 50088. This is because the data from these 2 columns are split from the exactly same web element (as shown in figure) through data pre-processing. However, it is difficult to
write a code that can fit well to various pattern of scrapped data. For example, the previous pre-processing code works well for Kampar with the web element text “Kampar 31900,” but not for Kuala Lumpur with the web element text “Kuala Lumpur 50250,” or “Kuala Lumpur.”. Therefore, research has been conducted to find out the code that is able to fit well to all possible pattern of the scrapped data content, and the result of the research suggest that regular expression is a good option in dealing with patterns. The implementation of the scrapped data pre-processing is shown in the figure 5.14.

Figure 5.12 Local and Postcode is scrapped from this web element.

Figure 5.13 Scrapped data not as expected.
Furthermore, some webpage may contain alternate interface which is triggered in a random manner. For example, hotel webpage has two interface which is the main one as shown in figure and the alternate one has the interface similar to attraction, while attraction has 2 interface as well which the alternate interface is shown in the figure 5.15. Therefore, there is a requirement to implement another set of logic for the alternate interface and also re-locate the web element as the html structure for the alternate interface is different. Sometimes, there will be some data cannot be scrapped as they are not available in the alternate interface as shown in figure. Due to the fact that the interface is triggered in a random manner, therefore it is very hard to inspect its html structure for writing a set of logic for the alternate interface and also testing it. The only explainable theory behind this abnormal behaviour is that there exists several server, which the one server will be chosen as the main server which provide the main interface while another server may be act as a backup server or secondary server that can only be accessed under some condition. However, this is solely an inference as we may never know whether the theory is correct unless we have the information on the system architecture of the website.

Figure 5.14 Pre-process data.
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Figure 5.15 Alternate interface of attraction’s webpage.

Figure 5.16 Main interface of hotel’s webpage.

Figure 5.17 Alternate interface of hotel’s webpage.
Another problem is website caching problem. Browser will store the website caches, therefore when running the program, the old html locator can still be used to locate the web element as it is already in the cache. However, some of the new or updated web element can’t be located and must re-locate the update web element. This can be solved by simply clearing the browser cache. Besides, there is also a problem that some reviews are lost due to traveller type are not selected. There is currently no way to solve the problem and we can only choose to leave out the reviews with no traveler type as traveler type is one of the most important attributes to be analyzed for tourism sector.

Also, another problem is “WebDriverException” error. This error usually happens when the program is clicking the unintended web element as the intended element is not within the display window for the program to click. Therefore, the solution is simply scroll to the intended element so that it is within the display window. The implementation is shown in the code below.

```java
ActionChains(driver).move_to_element(review).click(review).perform()
```

One more problem is that some webpages have a pop-up or ads which are block the web element that the program is targeting to click. In order to click the element beneath the pop-up, one can choose to close the pop-up first and then proceed to clicking the element. But the process is not straight-forward and required a long line of code, not to mention that it way too difficult to locate the element of the pop-up due to no id or class name for locating element as shown in the figure 5.19. Therefore Javascript executor is
used as it can bypass the pop-up and straight away interact with the element within the DOM.

![Figure 5.19 Inspect element on the pop-up.](image)

```python
# Check for next page
try:
    checkNext = driver.find_element_by_css_selector("div.all_border,
except NoSuchElementException:
    break
try:
    driver.execute_script("arguments[0].click();", checkNext)
except StaleElementReferenceException:
    checkNext = driver.find_element_by_css_selector("div.all_border,
    driver.execute_script("arguments[0].click();", checkNext)
```

![Figure 5.20 Solution to click blocked element.](image)
Chapter 6: Conclusion

In conclusion, the problem statement of this project is that there is too much public data of tourist available on the Internet has been wasted while they could be potentially valuable assets for data analytics on tourism field. Therefore, the motive to initiate this project is to provide convenience way for those who are involved in the tourism field especially data analyst to collect the tourism data for data analytics purpose. The proposed solution is to build a ready data collecting system model which will be able to capture user’s interested data from the travel and tourism related website.

This proposed system model works by utilizing selected browser driver to open a browser windows in order to access to the targeted website, and then it will extract the data by locating the HTML element in the DOM. After the data has been captured, it will be put into several lists to categorize the attributes of the data collected. The lists will then be converted into NumPy array and is then combined into data frame by using panda library before inserted into the CSV files.

As most time in data analytics is used for collecting data and pre-processing data, the system provide a convenient way to collect data and also has some degree of data-preprocessing upon the collected data. With the realization of this project, data analysts can easily obtain the data they needed for the data analytics process and therefore improving Malaysia tourism.

The proposed system has successfully achieved its main functionality which is to identify the intended tourism data on the travel website in order to scrape it down and input into the csv file. Besides, the complete execution time for the proposed system has been massively reduced by roughly 72%. Contingency plan regarding backup and recovery has also been implemented for the proposed system. Besides, the contingency plan regarding the network instability has also been implemented to reduce the occurrence of the errors caused by the network problem.

There are some future works can be done to further enhance it such as giving user more option to store data beside csv file. Such as directly store into database. Can scrape oversea region. Can further enhance performance and efficiency. Develop the recovery plan more user-friendly, now is only developer friendly.
Chapter 6 Conclusion

To be brief, this project is served to build a foundation for data collection phase of data analytics. With the realization of this project, data needed for data analytics process can be easily obtained and therefore can increase the efficiency and productivity of data analytics process as the time and resources spent on getting data can be saved. In the end, data analytics will help improving the tourism field and the society will be benefited from it, therefore this project has also indirectly contributed to that end.
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Faculty of Information and Communication Technology (Kampar Campus), UTAR.
An Automated Web Scraping Tool For Malaysia Tourism

Introduction
- In the era of big data nowadays, data analytics is not being utilized in Malaysian tourism field. Therefore, a low-cost and simple framework is proposed to build up the foundation for data analytics process to help improving Malaysian tourism sector. One of the features is its ability to perform user’s action to trigger event such as automatically clicking a button on the website.

Methods
- The proposed framework is developed by adopting agile development methodology.
- It is coded from scratch by using Python programming language.
- Selenium is used to perform action event feature and web scraping function.
- HTML parsing is performed to convert the data type of captured data.
- NumPy and pandas library has been used to structure the collected data and store them into CSV file.

Results
- A web scraping tool with a simple Graphical User Interface (GUI) which served to extract the public tourism data from the internet has been developed. A csv file regarding a selected tourism information category has been delivered upon the complete execution of the program.

Discussion
- Data collection phase is the most essential part of data analytics process. The proposed framework serves to provide a model for those who are involved in tourism field to collect the public data with ease and therefore motivate them to integrate data analytics into tourism sector. In the future, more features and enhancement will be added to the system as this project progress.

Conclusions
- This framework is an online system that required a decent network connection to work. It is an easy-to-use program which user do not required specific technical knowledge to utilize it. This framework reads in the website URLs as input and access these links to start the data collecting process. The output is then written into CSV file.
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