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ABSTRACT 

Long term exposed to violent content may cause harm to an individual, especially 

younger children. Nowadays, video sharing and streaming websites are becoming more 

and more widespread which makes exposure to unwanted violent content much more 

frequent and inevitable. While there exist many types of violent content, encountering 

content with physical violence seems to be more common compared other types of 

violence. Unlike the other types of violent content, physical violence can usually be 

identified by using visual cues and often associated with certain actions. Recent 

Convolutional Neural Networks (CNN) has shown great success in visual tasks such as 

image recognition and classification tasks. Furthering the success, Convolutional Neural 

Networks extended to video data and has shown that CNN can effectively extract and learn 

important features for complex tasks such as human action recognition. In this project, a 

desktop application for violent scene detection and localisation is built using multimodality 

deep learning architecture for violent scene detection. Besides that, this application also 

provides users with the interface to view and filter detected violent scenes. To examine the 

generalisation capability of this application on different video types, this application is 

tested on Hollywood movies and web-based videos. Based on testing results, despite less 

optimal training process, this application is able to detected violent scene in Hollywood 

movies quite well, MAP2104 in Hollywood movies is 0.56. The performance on web-based 

videos on the other hand is poorer with MAP2014 of 0.43. 
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Chapter 1: Introduction 

1.1 Problem Statement and Motivation 

In the recent decade internet penetration rate has drastically increased, Malaysia's 

Internet penetration in 2018 has risen to 85.7 per cent from just 70.0 per cent in 2015 

according to an article from (Straits Times 2018). Because of the conveniences that the 

internet brings to us, many of our daily activities has been gradually shifted onto the 

internet. Consuming media content online in particular has become a big part of our daily 

activities, statistics shows that there is more than more than 500 million hours of videos 

watched each day (27 Video Stats for 2017) which goes to show that there is a big market 

for online media, no wonder more and more video sharing and streaming websites are 

mushrooming all over the internet. Although these platform does provide us with the 

benefit of having access to a larger variety of content and not to mention better content 

quality, these platforms are not without their downsides. As children are having their own 

personal devices at a younger and younger age these days, many adults are concerned that 

their children might be exposed to unwanted harmful content online. Acknowledging these 

concerns many video sharing or video streaming platforms use methods such as community 

flagging or employing human assessors for manually filtering harmful content. Although 

these methods can reduce the amount of harmful content from being spread, they do not 

scale well when presented with very large amount of videos. For reference, according to a 

(Wordstreamcom. 2019) for every hour 72 hours of video is uploaded to YouTube.  

 

One of the types of harmful content that can often be found on the internet is violent 

content. Studies have shown that long term exposure to violent content can cause unwanted 

side effects on  mental health Long term exposure to violent content can cause one to be 

desensitized towards violence, which will result in gradual decrease of empathy of an 

individual towards people around them. Some individual, especially younger children 

might tend to imitate violent actions and act more aggressively towards others. Others tend 

to become very fearful about the world around them (Huesmann, L. R. 2007).  Therefore, 
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to solve this problem a violent scene detection application can be built to detect violent 

scenes so that further actions can be taken for the violent video. 

 

Violent content can be divided to different categories such as physical, sexual, 

psychological and emotional. Unlike other categories which require more semantic 

information, physical violence can often be associated with certain actions. Recent deep 

learning architecture has proven to be able to achieve good performance in action 

recognition task. Since physical violence are often associated with particular actions such 

as fighting, falling, shooting, explosion etc., deep learning architecture for action 

recognition could be adopted for detecting physical violence in videos. 

 

1.2 Project Scope and Objective 

1. To develop a violent detection system that is able to detect and localise violent 

scenes in videos. 

In order to detect violent scenes in videos, a multimodality deep learning CNN will 

be trained. The multimodality deep learning CNN architecture will be trained and tested 

on video data in Violent Scene Detection Dataset 2014. In addition to detection, the 

violent scene detection system will be able to determine the start and end frame for 

each scene and determine the degree of violence that is present. 

 

2. To build a desktop application that allows users to view and filter violence scenes. 

To allow users to have a detailed visual view of the detected violent scenes, an 

application will be built. Beside viewing, the application will allow users to filter 

through violent scenes so that they will have more control as to view more violent or 

less violent scenes. 

 

1.3 Impact, Significance and Contribution 

The main beneficiary of this application would be the users of video sharing or 

streaming websites. With this violent detection application violent videos can be blocked 
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from being uploaded and there will be lesser circulation of violent content. Parents can be 

less worried of their children being constantly exposed to unwanted violent content. 

 

For individuals that are hired by web sharing or streaming website companies to 

assess harmful content, filtering violent content on long videos will become less tedious. 

Since all the scenes are segmented and scenes that are likely to contain violence are 

automatically detected, human assessors will only have to review the detected violent 

scenes, this will help them to significantly narrow down the amount of footage human 

assessors have to go through. 

 

Besides benefiting the human assessors, violent scene detection application will 

also be able to benefit the web sharing and streaming companies itself, this is because by 

using machines for violent scene detection, significant amount of detection task to be 

automated. This will allow violent content filtering to be scalable on large amount of 

videos.  
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Chapter 2: Literature Review 

2.1 Organisation of Literature Review 

This literature review is organized into 3 sections. Section 2.2 will be used to introduce the 

dataset that will be used for training and testing. Section 2.3 will be used to review two 

existing systems that uses conventional features. Section 2.4 will be discussing deep 

learning approach for video data and one existing system that uses deep learning approach 

for violent scene detection.  

 

2.2 Violent Dataset 

A common problem when building a violence detection system is that there are wide 

variety of violence, many people will have different interpretations towards what a violent 

detection system should be able to detect. Many researchers have attempted to create or 

gather data for their methods of violence detection. However, those data are often closed 

or only adapted to specific context of a certain method. The lacking of common definition 

of violence has caused it to be difficult for different violent detection methods to be 

compared. Acknowledging this problem, (Schedl et al., 2015) prepared an annotated 

dataset for violent scenes which can be easily referenced and obtained for benchmarking 

emerging research task for violent scene detection. 

 

Annotation of violent segment in VSD2014 is based on a subjective definition closer to 

targeted real-world scenario of violence which is physical violence that one would not let 

an 8-year-old child watch. Annotation were created by human assessors in a bottom-up 

manner where master annotators would cross check with the violence annotation created 

by regular annotators. 

 

VSD2014 dataset consist of binary segment annotation for violent in 31 Hollywood movies 

and 86 web video clips. The release year of annotated movies are between 1990 and 2000. 

The range of violence in these movies are from movies that are very violent to movies with 

almost no violence. Segments are annotated at frame level and multiple consecutive violent 
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action are merged into one segment. In addition to violent binary segment annotations, 

annotation for high level concepts that are mostly related to violent content are also 

provided. These additional annotations can be broken down into visual and audio concepts 

where visual concepts include presence of blood, fights, fire, guns, cold arms, car chase 

and gory scenes while audio concepts include gunshots, explosion and scream. The 

statistics of individual movies are shown in Figure 2.1. 

 

 

Figure 2.1: Statistics of Movies and Videos in VSD2014 

 

In the 2014 edition of violent scene detection task, 2 violence detection tasks were carried 

out. For both tasks, participants were asked to identify start and end frames of violent 
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scenes. The main task required participants to test their performance of violent detection 

algorithms on 7 movies in the Hollywood test set while for generalisation task violent 

detection algorithms were tested on 87 short web videos. During training, any features that 

are present in the 24 Hollywood development set can be used for violent scene detection 

which most teams resorted to using multimodality models. Most common features that 

were used were audio features such as MFCC and video features such as dense trajectories 

implemented using histogram of oriented gradients (HOG), histogram of optical flow 

(HOF), or motion boundary histogram (MBH). Some teams also use static image features 

such as SIFT, colourfulness, saturation, brightness and hue. 

 

 

Figure 2.2: Participant Performance for Main Task 

 

 

Figure 2.3: Participant Performance for Generalisation Task 

 

As shown in Figure 2.2 and 2.3 The metric for evaluating performance were using MAP100 

and MAP2014, other relevant metrics used include precision and recall. The purpose of 

using MAP2014 in comparison to MAP100 is to have a more suitable measure for violent 

scene detection system where the better violent detection algorithm can detect a wider 

variety of violence. For MAP100, algorithms could predict multiple small segments within 

the same violent segment while not predicting on other violent segment and still obtain a 

high score. MAP2014 on the other hand, penalises these algorithms and rewards algorithms 

that are able to predict from more violent segment instead. MAP2014 considers a hit if a 



Chapter 2: Literature Review 

7 
Bachelor of Computer Science (HONS) 

Faculty of Information and Communication Technology (Perak, Campus), UTAR 

predicted segment overlaps with corresponding ground truth segment by more than 50% 

or vice versa and most importantly several hits on the same ground truth segments is 

considered as one true positive and once a violent segment is considered detected 

subsequent hits on the same segments are ignored. 
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2.3 Conventional Methods 

Most participants in MediaEval 2014 violent detection task made use of a combination of 

multiple different features that are present in video-based data, majority of these work use 

conventional features for their algorithms. 

 

 

Figure 2.4: System Overview of Violent Scene Detection using Deep Neural Networks by (Dai et 

al., 2014) 

 

The violent scene detection system by (Dai et al., 2014) shown in figure 2.4 which had the 

best MAP2014 performance for main task combined visual, audio and trajectory-based 

features for detecting violent scenes. The visual feature extracted was STIP, audio feature 

that were extracted was MFCC and trajectory-based motion features were HOG, HOF, 

MBH and TrajShape. In order to capture the relationship of distinct features for each clip, 

all their distinct features were used as input for their regularised DNN based video 

classifier. The first layer of their DNN performs feature abstraction for each input. The 

second layer which has special regularised weights performs fusion of features from 

different input. Their last layer classifies the fused features into violent and non-violent 
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prediction. During test time when they were required to detect violent scenes, they applied 

several techniques to obtain prediction for violent segments. First, they partition the video 

into multiple 3-second-long clips and detect each clip for violent content. Then, they 

smoothen the prediction scores by averaging the scores in 3 clip windows to eliminate some 

incorrect predictions. In addition to that, all individual neighboring violent or non-violent 

prediction were merged by averaging their prediction value to obtain segment level 

prediction score. Their score smoothing and clip merging technique has been noted to 

significantly improve their violent scene detection performance their main task. 

 

Figure 2.5: System Overview Violent Scene Detection using Concept-based Fusion Approach by 

(Sjöberg et al., 2014) 

 

Another participating group (Sjöberg et al., 2014) also using conventional features has 

shown that for more mixed styled video data such as web-based YouTube videos, using 

violent related concept fusion as shown in Figure 2.5 for detecting violent scenes can be 

quite effective as their algorithm that uses mid-level concept prediction score as input for 

their violence classifier has performed consistently well on web-based. Their training 

process is broken down into two levels. In the first level of training, they extract the low-

level features from segments that are annotated with violent related concepts, then they use 

the low-level features to train their mid-level concept classifiers. For visual features they 
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extract Colour Naming Histogram, Colour Moments, Local Binary Patterns, Colour 

Structure Descriptor, Grey Level Run Length Matrix and HOG for visual. For audio 

features they extract amplitude envelop, root-mean-square energy, zero-crossing rate, band 

energy ration, spectral centroid, spectral flux, bandwidth and MFCC. In the second level 

of training, they train their high-level violence classifier with previous concept prediction 

score. For all their classifiers, they use multi-layer perceptron with a single hidden layer of 

512 neuron and one or multiple output neurons. During test time, to obtain the final violent 

prediction score they apply smoothing by using sliding median filter and thresholding 

prediction score using the threshold value that maximises their MAP2014 score on train 

set. 

 

2.4 Deep Learning Methods 

Both methods that were mentioned previously have been using conventional machine 

learning methods for violent scene detection. Participants had to carefully identify and 

select features that will be useful for prediction of a particular task. Deep learning on the 

other hand allows end-to-end learning which enables learning of high-level features from 

data in an incremental manner. This has reduced the amount of expertise needed for 

applying machine learning in a particular domain which is especially useful for complex 

tasks where useful features may be hard to determine. 
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Figure 2.6: Two-stream Architecture for Action Recognition (Simonyan and Zisserman, 2014) 

 

Recent work by (Simonyan and Zisserman, 2014) has shown that deep learning method 

was able to perform well compared to conventional machine learning on complex task such 

as action recognition. The proposed architecture was a two stream CNN architecture 

extended from image recognition task to action recognition task by adding an additional 

CNN to the architecture for extracting the additional temporal information in videos. In the 

proposed architecture, as shown in Figure 2.6 each stream is used to extract different 

components in video. The spatial stream learns the information of objects that are 

associated with certain action from still RGB images. The temporal stream on the other 

hand, learns the motion of object that is associated with certain actions from optical flow 

stack. 
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Figure 2.7: Violent Scene Detection System overview of (Dai et al., 2015) 

 
(Dai et al., 2015) built a system to explore the effectiveness of deep learning methods for 

violent scene detection. Their system as shown in Figure 2.7 uses conventional features 

and deep learning features for violent scene detection. Similar to their previous violent 

scene detection system (Dai et al., 2014), the conventional features that were used included 

visual, auditory and trajectory-based features. Their deep learning features on the other 

hand, are extracted from outputs of their deep learning architectures. For extracting deep 

learning features from violent images, they used CNN-violence which is an AlexNet model 

trained on a subset of 2614 ImageNet classes related to violent.  For extracting spatial and 

temporal information they used 2 stream CNN architecture that was proposed by 

(Simonyan and Zisserman, 2014) and trained the spatial steam on ImageNet data and the 

temporal stream on optical flow data. To allow retention of long-term information from 

their two stream CNN model they stack LSTM architecture on top of each CNN stream. 

From the results of their violent scene detection system, they shows that deep learning 

architectures were able to outperform conventional methods in extracting useful features 

for complex tasks such as violent scene detection. 

 

One common obstacle faced when training deep learning architectures is that video-based 

data are usually limited in both size and diversity. This might become a problem when 

training deep ConvNets as they require a large amount of training samples to achieve 
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optimal performance. Deep ConvNets trained on small video-based datasets are often 

confronted with high risk of over-fitting. (Wang et al., 2016) has proposed several 

techniques to training deep ConvNet with small video datasets. First method is to provide 

good weight initialisation for ConvNet using transfer learning. For spatial stream CNN, 

weights can be initialised using pretrained weight of models that are trained on huge 

dataset. Similarly, temporal steam CNN can also use pretrained weight from spatial stream 

CNN by using cross modality pretraining. Second technique for training deep ConvNet on 

small datasets is to add regularisation such as dropout after global average layers to prevent 

overfitting during training. Another method to reduce overfitting effect is to use enhanced 

data augmentation to provide the training model with more variation of training data. The 

enhanced data augmentation methods used by (Wang et al., 2016) was random horizontal 

flipping and cropping from 4 corners and centre with height and width randomly selected 

between {256, 224, 192, 168} pixels.
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Chapter 3: System Design 

3.1 Block Diagram 

 

Figure 3.1: Block Diagram 

 

Figure 3.1 shows the block diagram of this violent scene detection application. Users can 

select videos that they desire for detection. This application will detect and localise each 

violent scene contained within a video and then allow user to playback or filter detected 

violent scenes. 
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3.2 Use Case Diagram 

 

Figure 3.2: Use Case Diagram for Violent Scene Detection Application  
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As shown in Figure 3.2, user will be able to perform these actions in this violent scene 

detection application. 

1. Selecting video 

- User can select the directory for video or file that contain videos for detection. 

2. Detect violent Scenes 

- User can start the detection process.  

- During detection, the application will start by identifying the start and end frame of 

each scene. Then the application will start detecting violence for each scene. 

3. Play selected video 

- Users can choose to either play the entire video or individual violent scene. 

4. View predicted score 

- After detection process is complete, users will be shown the scenes that are detect 

to contain violence. Users can also click on the segment to view the video. 

5. Filter prediction score 

- User can filter out unwanted results to show segments which are most important to 

violence such as top N most violent scenes, according to video timeline or top most 

violent scenes by thresholding violence score. 
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3.3 Application Flowchart 

 

Figure 3.3: Flowchart for Violent Scene Detection Application 
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Figure 3.3 shows the flowchart for this violent scene detection application. When users 

start up the application, both spatial and temporal model will first be loaded into memory. 

Then users will be allowed to choose their video or file of their choice. After selecting their 

desired video of video folder, users can start the prediction process by double clicking on 

the video name. During the detection process, the application first has to segment the video 

into individual scenes. After all scenes has been segmented, the application starts to detect 

for violence in each scene using the deep learning models that were loaded beforehand. 

After detection is complete, the application will display the scenes that has violence score 

of over 0.5. Each scene segment shown to the user is labelled with the start and end time 

of the scene as well as the prediction score for the entire scene. Users can then choose to 

play the entire video or individual scenes. In addition to that, users can also filter violent 

segments by changing the detection threshold or by selecting the top N most violent scenes.  
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3.4 Methodology 

Video data is made up of spatial and temporal components, the spatial component is the 

information of objects in each frame while the temporal component is the motion of object 

across consecutive frames. Usually violent scenes have very distinct visual cues and these 

visual cues could be present in either components of video data. For example, scenes that 

contain explosions, blood, gore or firearm have more distinct visual cues in the spatial 

component while scenes that contain fights or falls have more distinct visual cues in the 

temporal component. In order to learn the features of violent scenes from both components, 

a two stream CNN architecture is used violent scene detection. 

 

 

Figure 3.4: Overview of Two Stream CNN Architecture for Violent Scene Detection 

 

As seen in the Figure 3.4 the two stream CNN architecture uses 2 different modalities in 

video data for violent scene detection. The spatial stream CNN is modeled for the spatial 

component of video data, it extracts and learns useful features from individual RGB frames. 

Temporal stream CNN on the other hand is modeled for the temporal components of video 

data and it extracts and learns useful motion features from optical flow stack generated 

from consecutive RGB frames. Finally, prediction scores for both modalities are merged 

by using late fusion. 

 

3.4.1 CNN Architecture 

For this two stream CNN architecture, both spatial and temporal stream CNN uses a variant 

of residual network shown in Figure 3.5. The reason for choosing ResNet50 is because it 

has a good balance between performance and number of parameters. Besides that, residual 
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networks are also easier to train because they have additional identity shortcut connections 

that reduces the effect of vanishing or exploding gradient during training. 

 

 

Figure 3.5: ResNet50 Architecture 
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3.4.2 Two Stream CNN Input  

 

Figure 3.6: Spatial and Temporal Stream CNN Input 

 

Spatial stream input: As shown in Figure 3.6, for each sample the input for spatial stream 

CNN will be a 3-channel image with shape of 224x224x3. 

 

 

Figure 3.7: Optical Flow between Two Consecutive Frames 

 

Temporal stream input: As shown in Figure 3.6, for each sample the input for temporal 

stream CNN will be a stack for optical flow frames with a shape of 224x224x20. The 20-

channel optical flow frame stack is produced by stacking 10 dense optical flow frame pairs 

generated from 11 consecutive RGB frames. As shown in Figure 3.7 calculating optical 

flow between 2 consecutive RGB frames produces a pair of horizontal and vertical optical 

flow frames. 
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3.4.3 Spatial Stream CNN Configuration 

Since spatial stream CNN will be taking RGB images at input, the input shape of ResNet50 

is unchanged as 224x224x3. In order to allow transfer learning from image classification 

task to spatial stream CNN, the weights of ResNet50 trained on ImageNet dataset is loaded 

as pretraining for spatial stream CNN. Then, the last fully connected layer of the original 

ResNet50 is replaced with a new fully connected layer of one neuron with sigmoid as its 

activation function. This is because unlike image recognition task that has to classify 1000 

classes, spatial stream CNN only has to classify violence and non-violence. To avoid 

overfitting during training, all weights except for the final fully connected layer are set to 

be non-trainable. 

 

3.4.4 Temporal Stream CNN Configuration 

For motion information dense optical flow between 11 consecutive RGB frames will be 

generated. The resulting temporal input is a stack of 10 consecutive dense optical flow 

frames pair with shape 224x224x20. Since the temporal input has 20 channels instead of 3 

from the spatial stream, the shape of the first convolutional layer has to be altered to have 

20 channels. Then, in order to allow transfer learning from image classification task to 

temporal stream CNN, ImageNet weights for ResNet50 trained on ImageNet dataset is 

loaded across modality to fit the shape of filter weights in the temporal stream CNN. This 

is done by modifying weights of the first convolutional layer of shape 7x7x3 to fit the 

temporal stream CNN’s first convolutional layer of shape 7x7x20 by averaging the weights 

across the RGB channels and replicating this average by the number of channels of 

temporal input. Similar to the spatial stream CNN the last fully connected layer of the 

original ResNet50 is replaced with a new fully connected layer with one neuron and 

sigmoid as its activation function. For temporal stream CNN, none of the weights in the 

temporal stream CNN are set to non-trainable so that temporal CNN will be able to learn 

new temporal features. 
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3.4.5 Late Fusion 

Merging of both streams is done by late fusion, for each sample prediction score from both 

fully connected layer of spatial stream CNN and temporal stream CNN are averaged to 

obtain the joint score. 

 

3.4.6 Training and Testing Dataset 

The performance of two stream CNN for violent scene detection is trained and tested 

similarly to the main task and generalisation task of VSD2014 violent scene detection. 

During training for both spatial and temporal steam, 24 Hollywood movies in Hollywood 

development set are used for training and validation. As for testing, two stream CNN for 

violent scene detection will be tested on all movies except Terminator 2 and Ghost in the 

Shell in the Hollywood test set for main task and all 87 web videos in the generalisation 

set for generalisation task. 

 

 

 



Chapter 4: Implementation Details 

24 
Bachelor of Computer Science (HONS) 

Faculty of Information and Communication Technology (Perak, Campus), UTAR 

Chapter 4: Implementation Details 

4.1 System Specification 

4.1.1 Hardware Specification 

• Intel Core i7-6700 @ 3.40GHz x 8 

• 16GB RAM 

• Nvidia GTX1080 GPU 8GB GDDR5X 

 

4.1.2 Software Specification 

• Python 3.6 

• OpenCV library is used for all image related processing such as sampling, 

generating optical flow frames and data augmentations. 

• Keras which is a high-level neural network API with TensorFlow as backend is used 

for constructing and training the CNN models for violent scene detection. 

• PySceneDetect Library is used to detect start and end frames from each scene in 

videos. 

• PyQt5 is used to create the graphical user interface for violent scene detection 

application. 

 

4.2 Sampling Non-Violent Segments 

When gathering non-violent samples, only those segments that meet certain criteria are 

selected. First to ensure that non-violent scene do not contain any violent or violence 

related frames, consecutive frames that are not labelled with violence or other violent 

related visual concepts such as presence of blood, fights, presence of fire, presence of guns, 

presence of cold arms, car chases and gory scenes are selected. Then to avoid sampling 

scenes that contain less useful information or less scene diversity, non-violent scenes that 

have short duration are filtered out. 
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4.3 Spatial Stream Training 

During each epoch of spatial stream training, one RGB frame from between each annotated 

sample start and end frame is randomly sampled. Then the sampled image is resized to 340 

pixels in width and 256 pixels in height. The resized RGB image then undergoes data 

augmentation such as: 

 

• random horizontal flips 

• random brightness range shift 

• RGB jittering 

• random width and height cropping from a list of 256, 224, 192, 168 pixels 

 

After augmentation, each individual RGB image is then resized back to 224x224 so that it 

matches the input shape of the spatial CNN. During training, weights are learnt using mini 

batch stochastic gradient descent with Adam optimizer with each batch consisting of 32 

images. Learning rate is set to 1e-4 so that the best weights could be saved before 

overfitting. Training of spatial stream is stopped when there were signs of overfitting. 

 

4.4 Temporal Stream Training 

Unlike RGB frames that can be sampled on the fly, optical flow frames between 2 frames 

require considerable larger amount of time to be generated. Therefore, all training and 

validation optical flow frames are generated to disk prior to temporal stream training from 

violent and non-violent segment in movies from train set. To generate optical flow frame, 

2 RGB frames are first converted to grayscale then an algorithm based on Gunner 

Farneback’s in OpenCV is used to generate the dense optical between frames. After each 

pair of dense optical flow frames is generated, the optical flow frames are then linearly 

rescaled from floating point values to a range of 0-255 and saved to disk. 

 

During each epoch of temporal stream training, 10 consecutive pairs of optical flow frames 

from between each annotated sample start and end frames are randomly sampled. 

Consecutive sampled frames are ensured not to exceed segment end annotation. Each 
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consecutive pair of horizontal and vertical optical flow frames are resized to 340 pixels in 

width and 256 pixels and stacked to generate a 20-channel input. The resized 20 channel 

input then undergoes data augmentation such as: 

 

• random horizontal flips 

• zero centering of optical flow pixels 

• random width and height cropping from a list of 256, 224, 192, 168 pixels 

 

After augmentation, each stack of optical flow frames is then resized back to 224x224x20 

input so that it matches input shape of the temporal CNN. Similar to spatial stream, weights 

are learnt using mini batch stochastic gradient descent with Adam optimizer with each 

batch consists of 32 images. Learning rate is set to 1e-3 and decreased to 1e-4 after certain 

amount of epoch where validation accuracy does not increase.  

 

4.5 Testing 

At test time, start and end frames for each scene is first determined by using PySceneDetect 

library. For each scene, a final violent confidence score is obtained by averaging the 

prediction score of multiple samples with equal temporal spacing. The first sample is taken 

from the first frame of a scene while consecutive samples will be sampled 3 seconds apart 

from the previous sample until the end of scene. For each sample, one RGB frame will be 

sampled for spatial stream CNN while 11 RGB frames will be used to generate 10 optical 

flow frame pairs for temporal stream CNN. Using the previously sampled input, 10 

ConvNet inputs for each stream will be obtained by random cropping and flipping of four 

corners and centre of each RGB frame and optical flow frame stack. Scores for each sample 

is obtained by averaging the score for both spatial and temporal stream CNN. 
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4.6 Graphical User Interface 

 

Figure 4.1: Application Main Screen 

 

When the application is launched user will be directed to main page as shown in Figure 

4.1. User will then have to browse and select their video file or video folder for detection. 
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Figure 4.2: Application File Browser 

 

User will then have to select their video file or video folder for detection using the file 

browser as shown in Figure 4.2. 
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Figure 4.3: Video File Loaded from Video Folder 

 

After user has selected a video or folder, all video files will be shown in the video files tab 

as shown in Figure 4.3. they can start the violent scene detection process by double clicking 

on the video in the video files tab. 
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Figure 4.4: Violent Scene Detection Process 

 

During detection as shown in Figure 4.4, detection progress will be shown beside the movie 

name. After detection is complete, the application all will automatically present the user 

with all the detected violent scenes that have violent score of 0.5 and above. Users can 

change the threshold of violent score by selecting the value from the slider. In addition, 

users can first view the entire video or control the video by selecting the button under the 

video player. Optionally users can choose the play the video of each individual violent 

scene by clicking on the scene start and end time. 
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Figure 4.5: Filter by Top N Violent Scenes 

 

As shown in Figure 4.5, if user wants to view the top N most violent scenes, user can select 

top N radio button and select the value using the slider below the radio button. 



Chapter 4: Implementation Details 

32 
Bachelor of Computer Science (HONS) 

Faculty of Information and Communication Technology (Perak, Campus), UTAR 

 

Figure 4.6: Filtering by time 

 

As shown in Figure 4.6, if user wishes to view all the prediction scores according to time, 

users can select the show all option to list all the scenes by ascending order with their 

prediction. 
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Chapter 5: Evaluation 

5.1 Dataset Evaluation 

The train set of VSD2014 dataset consist of 24 Hollywood movies. These movies have 

varying amount of violence ranging from very violent to almost no violent. In total there 

are 392 annotated violent segments. Each annotated violent segment has an average of 

1470 frames which is around 59 seconds of violent actions. Most of the violence are 

physical violence but some violence is shown indirectly through facial expression instead 

of the violent action itself. Although there is a wide variety of violence, generally they can 

be grouped into these categories, images are included in appendix for reference: 

 

• Rioting 

• Falling  

• Fighting with or without weapons 

• Shooting with guns 

• Burning with fire 

• Shooting with magical projectiles 

• Explosion 

• Falling of rubbles 

• Gory scenes with dead people or large amount of blood 

• Combination on multiple violent elements 

• Violence that has to be guessed from actor’s facial expression 

 

For testing, there are 2 tasks used to evaluate the performance of violent scene detection. 

First task will be the main task where the two stream CNN will be tested on 5 Hollywood 

movies. The generalisation task will be testing on 87 web videos to determine the 

generalisation capability on different types of videos. In order to compare the performance 

of two stream CNN for violent scene detection, the standard evaluation metrics in 

VSD2014 such as MAP100, MAP2014, precision and recall are calculated. 
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5.2 Test Results 

5.2.1 Main Task Results 

 Precision Recall MAP100 MAP2014 

Spatial stream CNN 0.40 0.58 0.74 0.41 

Temporal stream CNN 0.47 0.53 0.71 0.29 

Two stream CNN 0.46 0.57 0.79 0.56 

Table 5.1: Main Task Results 

 

Spatial stream CNN: Based on samples from top 100 most violent prediction, spatial 

stream CNN was able to detect violent scenes as seen in Table 5.2 such as presence of fire, 

gunshot, explosion and presence of blood. Spatial stream CNN was also able to detect 

violence that are more motion-based such as fighting and falling. One observable feature 

that is common among detected motion-based violent scenes is that they generally contain 

significant amount of blur regions. For still images, motion-based violence such as fighting 

or falling often results in blur regions, spatial stream CNN could have associated presence 

of large amount of blur region with violence. 
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Violence category Sample violent images 

Presence of fire 

   

   

   

Gunshot 

   

 

Explosion 
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Presence of blood 

 

Motion based 

violence 

   

    

Table 5.2: Categories of Violent Scenes Detected by Spatial Stream CNN 

 

Temporal stream CNN: Based on samples from top 100 most violent temporal stream 

CNN prediction, most violent scene detected by temporal stream CNN generally have large 

changes in motion across multiple frames either from objects or camera movement. Table 

5.3 shows samples from top 100 detected violent scene. 

 

Scene 

description 

Sample violent scenes 

Sword 

fighting 
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Man 

strangling 

women 

                

Fist 

fighting 

                

Man 

harassing 

women 

                

Table 5.3: Violent Scenes Predicted by Temporal Stream CNN 

 

As seen in Table 5.1, the MAP2014 for temporal stream CNN is significantly lower 

compared to spatial stream CNN despite both having quite similar MAP100. This is 

because for MAP100 in temporal stream CNN the top 100 most violent scenes were 

dominated by fight scenes from the movie Brave Heart. However, after MAP2014 removed 

repeating detection that were from same violent scenes, detected scenes from Brave Heart 

reduced from 66 to 36 which is why the MAP2014 is lower. As for why MAP2014 for 

temporal stream CNN is low, from observing the top 100 detected scenes in MAP2014, it 

seems that temporal stream CNN has difficulty differentiating between violent scene with 

large movement from non-violent scenes with large movement as shown in Table 5.4, this 

could be because unlike in still images that contain multiple visual cues such as colour, 

depth, contrast and possible motion from blurry region to detect violent scenes, optical 

flow frames only contain the motion information which could be insufficient in some cases 

for differentiating between violent and non-violent scenes that has large motions. 
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Scene 

description 

False positive scenes 

Waving 

wooden 

spears 

                

Girl running 

                

Boy running 

                

Man 

jumping 

into his car 

                

Man 

running 

                

Table 5.4: False Positive Scenes Detected by Temporal Stream CNN 
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Two stream CNN: For main task violent scene detection, merging both spatial stream 

CNN and temporal stream CNN increases the performance of MAP2014 significantly. This 

shows that both spatial and temporal modalities are complementary and effective for 

detection of violent scenes. Table 5.5 shows that two stream CNN was able to perform 

quite well for violent scene detection in movies compared to other participants.  

 

Participant Precision Recall MAP100 MAP2014 

FUDAN (Dai et al., 2014) 0.41 0.72 0.72 0.63 

Two stream CNN 0.46 0.57 0.79 0.56 

NII-UIT (Lam et al., 2014) 0.17 1.00 0.77 0.55 

FAR (Sjöberg et al., 2014) 0.28 0.71 0.57 0.45 

MIC-TJU (Zhang et al., 2014) 0.17 0.98 0.63 0.44 

RECOD (Avila et al., 2014) 0.33 0.69 0.49 0.37 

VIVOLAB (Castán et al., 2014) 0.38 0.58 0.38 0.17 

TUB-IRML (Acar et al., 2014) 0.31 0.17 0.40 0.17 

MTMDCC (Bruno et al., 2014) 0.15 0.24 0.16 0.02 

Table 5.5: Main Task Performance Figure for Each Participating Team  

 

5.2.2 Generalisation Task Results 

 Precision Recall MAP100 MAP2014 

Spatial stream CNN 0.32 0.93 0.67 0.19 

Temporal stream CNN 0.47 0.70 0.68 0.42 

Two stream CNN 0.37 0.91 0.75 0.43 

Table 5.6: Generalisation Task Results 

 

Spatial stream CNN: For generalisation task, the performance of MAP2014 for spatial 

stream CNN performed significantly worst compared to in main task. As seen from Table 

5.6 spatial stream CNN has high recall and low precision, this shows that spatial stream 

CCN suffer from large amount of false positive detection for web videos. The reason for 

this could be because features learned from Hollywood scenes are unable to be generalised 

to web videos. One difference between Hollywood movies and web videos is that most 

web videos in the generalisation dataset have poor video quality. Web videos especially 
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user recorded videos often have large camera movements or low camera resolution which 

results in the recorded footage to have large amount of blur. Since spatial stream CNN 

associates blur regions with violence, non-violent scene that contain large amount of blur 

region would often be incorrectly detected as violent scenes. This can be seen in Table 5.7 

that shows samples from top 100 detected scenes where non-violent scenes with close to 

no blur regions are correctly classified while non-violent scenes with large amount of blur 

regions would be incorrectly classified as violent scenes. 

 

Least violent images False positive images 

 

 

 

 

 

 



Chapter 5: Evaluation 

41 
Bachelor of Computer Science (HONS) 

Faculty of Information and Communication Technology (Perak, Campus), UTAR 

 

 

 

 

Table 5.7: Comparison of Least Violent Images with False Positive Images 

 

Two stream CNN: For generalisation task violent scene detection, the performance of 

MAP2014 for two stream CNN is poorer compared to main task. This is because the spatial 

stream CNN performed poorly on web videos which caused the improvement from 

merging both modalities to become less significant. As shown in Table 5.8 compared to 

other participants two stream CNN performed the worst on generalisation task. 

 

Participant Precision Recall MAP100 MAP2014 

FAR (Sjöberg et al., 2014) 0.49 0.85 0.86 0.66 

RECOD (Avila et al., 2014) 0.48 0.88 0.86 0.61 

FUDAN (Dai et al., 2014) 0.59 0.43 0.71 0.60 

MIC-TJU (Zhang et al., 2014) 0.44 0.97 0.55 0.56 

TUB-IRML (Acar et al., 2014) 0.63 0.25 0.58 0.51 

VIVOLAB (Castán et al., 2014) 0.51 0.33 0.56 0.43 

Two stream CNN 0.37 0.91 0.75 0.43 

Table 5.8: Generalisation Task Performance figure for Each Participating Team 
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Chapter 6: Conclusion 

In this project, an application is built to detect and localise violent scene in videos. 

This application uses two stream CNN to extract spatial and temporal features from videos. 

Two stream CNN is trained on VSD2014 dataset and evaluated on Hollywood movies and 

web videos. According to the results, spatial and temporal modality has proven to be 

complementary and useful for violent scene detection. As for the performance on different 

type of videos, two stream CNN seems to perform considerably well on Hollywood 

movies. However, violent scene detection on web videos especially user generated videos 

seem to perform much poorer because the features learnt in spatial stream CNN from 

violent movie scenes are not able to be generalised to web videos. Currently, because the 

number of samples in VSD2014 is considerably small for training deep learning 

architectures, the spatial stream CNN is trained as a feature extractor to prevent overfitting 

during training, However, in future when there is more training data, spatial stream CNN 

can be retrained to learn more violent related features which could improve the 

performance for detection in web videos. Other modification to current two stream 

architecture can also be considered such as using more powerful model for temporal stream 

CNN and different fusion methods.  
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APPENDIX 

Samples of Train Set Data 

Violence category Violent image 

Explosion 

    

Shooting with 

guns 

   

Rioting 

   

Falling of rubble 
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Fighting 

   

Burning with fire 

  

Falling 

   

Gory scenes 

   

Shooting with 

magic projectiles 
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Violence guessed 

from facial 

expression 

   

Combination of 

multiple violent 

element 
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POSTER 
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