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ABSTRACT 

 

 

A STUDY ON SELF SIMILAR VEHICLE ARRIVAL PATTERN AT 

ISOLATED SIGNALIZED INTERSECTION 

 

 

 CHEW CARL JUN  

 

 

 

 

 

In data network, network arrivals are modeled based on Poisson assumptions 

but later it was discovered that Local Area Network (LAN) traffic possesses 

self-similar characteristics (Leland et al., 1994). Paxson and Floyd (1995) 

discovered that Wide Area Network (WAN) traffic is well modeled by using 

self-similar process rather than Poisson process. Since then, self-similar 

processes have been studied and implied in data network. 

 

 Conventionally, the vehicle arrival pattern is also modeled based on 

Poisson assumptions in traffic studies. In traffic signal design, vehicle arrival 

pattern is important in calculating the queue length and cycle length. However, 

recent researches have shown that Poisson assumptions no longer hold under 

moderate to heavy traffic conditions. Nagatani (2005) discovered that 

individual vehicle that passes a series of traffic lights possessed self-similar 

characteristics. Meng and Khoo (2009) concluded that the vehicle arrival 

pattern on highway possessed self-similar characteristics. These recent studies 

have shown that vehicle arrival patterns possess self-similar characteristics. 

Therefore Poisson assumptions made on vehicle arrival pattern should be 

reconsidered and the existence of self-similar characteristics in vehicle arrival 

pattern should be examined. 

 

 This research aims at investigating the existence of self-similarity 

characteristics for vehicle arrival pattern and its impact on traffic signal 

design. This research emphasizes on the vehicle arrival pattern of isolated 

signalized intersections within the Kuala Lumpur City Centre. By recording 

the movement of incoming vehicles, the vehicle arrival patterns and its 
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corresponding time headway is tabulated and analyzed. Then, statistical 

analysis such as hypothesis tests was executed to examine the goodness-of-fit 

between Poisson process and self-similar process. It is discovered that the 

vehicle arrival pattern in these intersections exhibit self-similarity 

characteristics and its corresponding time headway distribution is heavy-

tailed.  

 

By affirming the self-similarity characteristics in vehicle arrival 

pattern, this thesis developed a new approach in calculating the average delay 

of the vehicles under different values of Hurst parameter, which is an indicator 

for self-similarity. Then, the formulation of queue length and cycle length are 

derived based on self-similar characteristics. It is aimed that this new approach 

can provide a better and more accurate alternative in the construction of traffic 

signal design to optimize the average delay of the vehicles. This is crucial in 

providing a more precise and accurate queue length and cycle length for traffic 

signal design. 
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CHAPTER 1 

 

 

INTRODUCTION 

 

1.1 Introduction 

In data network, one of the essential measurements for network performance is 

the average delay to transfer a data packet from the source origin to the 

destination. An efficient network should have a relatively low average delay. 

Hence, the development of traffic model is emphasized in data network. This 

is because a good traffic model that can reflect the scenarios in network traffic 

is useful in understanding its characteristics. The variables that contribute to a 

higher average delay can be identified and the performance of the network can 

be optimized.  

 

Initially, the traffic model in data network is modeled by Poisson 

process. The preference of using Poisson process is motivated by the traffic 

model in traditional telephony network, in which the total number of incoming 

calls is independently and identically distributed (IID), and the average hold 

time of call is exponentially distributed (Frost and Melamed, 1994). This 

scenario is similar to data network, in which the total arrival of data packet is 

IID, and the inter-arrival time of the data packet is exponentially distributed. 

The Poisson process is widely implied in data network for simplicity in 
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analysis and simulation. However, it is discovered that this deviates from the 

actual traffic flow and is not appropriate to be used in traffic model.  

 

 Later, it was discovered that the traffic models possessed the 

characteristics of self-similarity (Leland et.al, 1994). Then, the discovery of 

self-similarity in WAN traffic (Paxson and Floyd, 1995) and WWW traffic 

(Crovella and Bestavor, 1997) reinforced the development of traffic modeling. 

Nowadays, the implication of self-similarity in data network is widely 

established. 

 

 On the other hand, the traffic model in road traffic is also modeled by 

Poisson process. The total number of arriving vehicles is IID, and the inter-

arrival time between two vehicles is exponentially distributed. For instance, by 

counting the number of arriving vehicles per 10 second period, it is observed 

that this vehicle arrival rate follows Poisson distribution (Adams, 1936). Since 

then, Poisson process has been used in road traffic studies. Tanner (1951) 

assumed that the arrival of traffic is Poisson distributed to derive the expected 

number of incoming road pedestrians in between successive vehicles. Kisi and 

Hiyoshi (1962) investigated the impact of the distance of traffic light on 

vehicle flow and the results revealed that the vehicle flow converges to 

Poisson distribution when the distance of traffic light is closer to the vehicles. 

 

The traffic signal designs developed by Webster was based on the 

assumption that the arrival of vehicles is Poisson distributed (Webster, 1958). 

By using this assumption, he derived a series of formulae in calculating the 
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optimal cycle length and the average delay per vehicle in isolated 

intersections. His formulations that are based on Poisson process serve as the 

fundamental in the construction of traffic signal. 

 

However, Webster’s traffic signal designs are useful when the traffic 

flow is not saturated. In modern road traffic, the traffic flow can be saturated 

and over-saturated due to an increasing volume of incoming vehicles on road 

over the years. Poisson process is not appropriate to be used under these 

conditions.  For instance, it is observed that the average delay computed by 

Webster’s method is inaccurate under highly saturated traffic flow (Dion, 

2004). Motivated by this, studies are being carried out to find a better 

alternative traffic model in the construction of traffic signal designs. 

 

Since the approach in traffic modeling is similar between data network 

and road traffic, in which Poisson process is initially used, researches are 

investigating whether road traffic also possesses self-similarity. Nagatani 

(2004) is the pioneer who used simulation model to discover the travel time of 

an individual vehicle moving across a series of traffic lights. He realized that 

the travel time exhibit self-similar characteristics. Besides that, Meng and 

Khoo (2009) used collected data from highway to conclude that the vehicle 

arrival pattern on highways do not follow Poisson assumptions but possess 

self-similar characteristics. These findings are significant to encourage that the 

incorporation of self-similarity characteristics in traffic signal model might 

provide insightful information that could eventually lead to optimization of 

traffic delay. Since the development of self-similarity in road traffic is 
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relatively new as compared to data network, more efforts should be 

emphasized on understanding the relationship between self-similarity and road 

traffic. 

 

 This thesis continues the journey in investigating the characteristics of 

self-similarity in road traffic. The research is divided into two main studies. 

The first section investigates the properties of vehicle arrival pattern and its 

corresponding time headway in isolated intersections. It analyzes whether 

Poisson distribution is appropriate in modeling the vehicle arrival pattern of 

isolated intersections. It also analyzes whether this vehicle arrival pattern 

possesses self-similarity characteristics or not. Subsequently, its corresponding 

time headway is analyzed. If the results for the first section affirm that the 

vehicle arrival pattern possesses self-similarity characteristics and its 

corresponding time headway is heavy-tailed, this research will proceed to the 

next step of the studies. The second section of this paper incorporates the 

Hurst parameter in analyzing and computing the average delay and optimal 

cycle length of the isolated intersection. Hurst parameter is the parameter to 

estimate self-similarity characteristics. The results are compared with 

Webster’s optimal cycle length and average delay per vehicle to determine 

which method is more appropriate to be used in traffic signal designs. 

 

 The significance for this study is to provide a basic understanding in 

incorporation of self-similarity characteristics in traffic signal designs. In data 

network, self-similarity characteristics have been widely implied in many 

areas such as WAN network, LAN network and etc. However, in road traffic, 
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the incorporation of self-similarity in traffic modeling is still not developed. 

Hence, it is aimed that the results of this thesis can helps to optimize the 

current traffic signal designs. Another significance of this study is to provide a 

realistic perspective in analyzing the self-similarity characteristics in isolated 

intersections. This is because most of the researches are focusing on using 

theoretical assumptions and simulations to understand the characteristics of 

self-similarity of isolated intersections, which might deviate from the actual 

situation in road traffic. In this thesis, the vehicle arrival pattern and its 

corresponding time headway are investigated by using analytical approach, as 

there is very limited study on this topic by using actual data. Lastly, this study 

is significant in understanding the characteristic of vehicle arrival pattern and 

its corresponding time headway in Kuala Lumpur. Due to the rapid 

development in Kuala Lumpur, the traffic volume increased drastically, it is 

important to study the characteristics of the road traffic and finding an optimal 

cycle length to minimize the average delay per vehicle (Hossain, 2006). 

 

 

1.2 Objectives of Study 

The objectives of this study are: 

 To examine the existence of self-similar characteristics on vehicle 

arrival pattern and the properties of its corresponding time headway 

distributions on isolated signalized intersections. 

 To formulate a computation of optimum cycle length and average 

delay per vehicle by using the vehicle arrival patterns under different 

Hurst parameters. 



6 
 

 To compare the results obtained from the computation of cycle length 

and average delay per vehicle with the results obtained from Webster’s 

formulae. 

 

 

1.3 Scope of Study 

This study aims at analyzing the properties of the traffic flow, which are the 

vehicle arrival patterns and its corresponding time headway. Two isolated 

intersections which are located in Kuala Lumpur are investigated. Isolated 

intersection is ideal to be investigated in this research because the incoming 

traffic flow is not affected by any traffic signal beforehand. Besides that, delay 

experienced by vehicle due to previous traffic light is minimized. Finally, 

isolated intersection helps to ensure that the traffic flow is relatively smooth 

and continuous. 

 

In this study, vehicles that travel straight across the intersections are 

considered. Left turning traffic and right turning traffic are not considered, as 

these traffics are always disrupted by vehicles that are cutting into the vehicle 

queues. This is to reduce the confounding variables in this research and to 

provide an accurate analysis of vehicle arrival pattern. 
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1.4 Thesis Organization 

The overview in this study will be explained in this section. There are a total 

of 6 chapters in this thesis. 

 

Chapter 1 gives an introductory idea in regards to the discovery self-

similarity characteristics in data network and road traffic. It also explains the 

significance in carrying out this research. 

 

Chapter 2 gives a detailed explanation of the development and 

implementation of self-similarity characteristics in data network. Besides that, 

it provides an extensive explanation on the progress of the modeling of vehicle 

arrival patterns and its corresponding time headway, and how self-similarity 

characteristics are discovered and implied in road traffic. 

 

Chapter 3 provides the theoretical background on the properties of 

self-similarity characteristics and heavy-tailed distribution. In latter part of the 

Chapter 3, the logic in the construction of optimum cycle length and average 

delay per vehicle by using Webster’s method is explained. 

 

Chapter 4 explains the methodology used in the collection and 

analysis of data. In latter part of Chapter 4, the computation of optimum cycle 

length and average delay per vehicle by incorporating the Hurst parameter is 

discussed. 

 

Chapter 5 explains and elaborates on the results obtained from the 
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collected data. 

 

Chapter 6 concludes the findings of this research and proposes ideas 

on future works. 
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CHAPTER 2 

 

 

LITERATURE REVIEW 

 

2.1 Vehicle Arrival Pattern 

One of the factors that affects the delay of traffic is the arrival rate. In data 

network, the arrival rate of data packet is defined as the average duration of 

one unit package arriving at the node of the traffic. By aggregating these 

arrival rates over a fixed period of time, the arrival pattern of data packet is 

constructed. Similarly, in road traffic, the arrival rate of vehicle is defined as 

the average duration of one vehicle arriving at a specific spot of the road.  In 

this study, the vehicle arrival pattern is defined as a series of incoming 

vehicles crossing over a specific reference point, over a fixed period of time. It 

is the pattern constructed by aggregating the successive arrival of traffic over a 

fixed time period. This pattern might follow some distributions and many 

researchers have been modeling the vehicle arrival pattern in different types of 

distributions.  

 

 Initially, Poisson process is used in traffic modeling. In data network, 

the number of data packet arriving at a specific time period is following a 

random process, and its corresponding interarrival time follow exponential 
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distribution. A random process, or commonly known as stochastic process, is 

defined as a set of random variables ordered by time (Knill, 1994). In road 

traffic, vehicle arrival pattern also follows a random process. This assumption 

is deduced because the traffic arrival pattern is assumed to be IID, and the 

distribution of interarrival time is memoryless. This indicates that each arrival 

is independent and is not influenced by precedent events. In vehicle arrival 

pattern, the number of incoming vehicles represents the random variables. It is 

noted that the successive arrival of traffic during a cycle is independent of the 

successive arrival of traffic in previous cycle (Teply, 1993). In short, by 

adopting the Poisson assumptions, the traffic flow is assumed to be 

memoryless, has independent arrivals, and is not fluctuating (Fricker and 

Whitford, 2005). 

 

Adams (1936) is one of the pioneers who adopted Poisson process in 

analyzing the vehicle arrival pattern. By using the number of incoming 

vehicles per 10 seconds period, he observed that the vehicle arrival pattern 

follows Poisson distribution. It is notable that the arrival rate of the incoming 

vehicles is approximately at 220 vehicles per hour, and hence his study might 

not be applicable to traffic condition that is saturated and over saturated. 

However, his findings are significant, leading other studies in road traffic to be 

related to Poisson process.  

 

Greenshields et al. (1947) also adopted Poisson process in vehicle 

counting. This is because the number of vehicles is a discrete variable. Their 

study has generated results that are sufficiently accurate to prove that Poisson 
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process is appropriate to model the traffic flow. Similar to Adams’ study, their 

study is also limited to traffic flow that is saturated or over saturated. 

 

Kisi and Hiyoshi (1962) investigated the vehicle arrival pattern in 

Tokyo and Osaka. They have concluded that even if the traffic flow does not 

follow Poisson distribution at the beginning of the observation period, the 

traffic flow will have a tendency to follow Poisson distribution upon reaching 

the bottleneck of the road.  They also found out that the impact of the distance 

of traffic light on vehicle flow. Their results show that the vehicle flow 

converges to Poisson distribution when the distance of traffic light is closer to 

the vehicles. 

 

Later, Breiman (1968) modeled the flow of single phase traffic by 

using Poisson process. In his study, he assumed that the vehicle at time t=0 is 

distributed according to Poisson process, and the speed of each vehicle is IID. 

As the time converges to infinity, the traffic flow tends to converge to Poisson 

process. In reality, most of the roads in urban cities consist of more than single 

phase of traffic flow. Hence, it is essential to extend the study of vehicle 

arrival pattern on roads that have more than single phase traffic, for example a 

four-phase signalized intersection. 

 

2.1.1 Inaccuracy of Poisson Process  

As mentioned earlier, in data network, Poisson process is ideally used 

in modeling the network traffic because of its interesting statistical properties. 

However, it is later discovered that Poisson process is unable to fully reflect 
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the actual situation of network traffic. A lot of researchers have discovered 

other distributions and stochastic processes that can fit the network traffic 

model in a more appropriate manner.  

 

Paxson and Floyd (1995) discovered the inaccuracy in using Poisson 

process to model arrival traffic for WAN. Poisson process implied in 

Transmission Control Protocol (TCP) traffic showed a large deviation and is 

inappropriate to be used. However, they discovered the self-similarity 

characteristics within these network traffics. The inaccuracy of using Poisson 

process to model data network is due to the traffic burstiness. Traffic 

burstiness is a characteristic where the total units of data packets arriving at 

the node increases in a sudden manner. This will cause a “spike” in the 

network traffic distribution. This phenomenon is one of the properties that are 

possessed by self-similarity. Despite Poisson process is able to explain the 

random arrival of data packets, it is unable to capture the traffic burstiness. 

 

Besides that, Leland et al. (1994) explained the inability of Poisson 

process in modeling network traffic. In reality, the network traffic is not 

smooth and consistent. When there is a sudden increase in the total number of 

data packets arriving at the node, the “spike” in the network traffic distribution 

will increase. If the traffic model is based on Poisson process, it always tends 

to underestimate the number of data packets at certain period of time.  

 

Polaganga and Liang (2017) explained that despite majority of 

telecommunication systems were suitable to be modeled by Poisson 
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distribution, if the system was involved with multiple service capacity, Poisson 

distribution might not be suitable. Their research focused in understanding the 

modeling of Long Term Evolution (LTE) and Long Term Evolution-Advanced 

(LTE-A) network traffics. The result showed that both LTE and LTE-A 

network traffics is indeed possessed self-similarity characteristics.  

 

These findings have led the modeling of data network towards the 

implementation of self-similarity characteristics in traffic model, in which the 

accuracy in estimating the average delays of network traffic to improve 

drastically. Motivated by this, researchers in road traffic are eager to find out 

whether the situation is applicable for the modeling of road traffic. Clement et 

al. (2005) and Shalaiket et al. (2012) have demonstrated the similarities 

between data and road traffic networks in term of how the movable units (i.e. 

data packets in network traffic and vehicle arrival patterns in road traffic) are 

being transferred from its origin to destination. Network data are divided into 

smaller packets, which are transfer individually and is similar to traffic 

vehicles that are served individually at intersections. Hence, it is no surprise 

that Poisson process is also not appropriate in modeling the road traffic. 

 

In road traffic, due to an increasing volume in traffic flow, the Poisson 

process can no longer be used to model traffic flow that are saturated and 

oversaturated. Although a real-time algorithm is developed to improve the 

performance of traffic signal based on Poisson process, the results affirmed 

that the Poisson assumptions have limit the algorithm to be applicable on non-

congested period only (Zheng and Recker, 2013). Even though various studies 
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have shown that Poisson assumption no longer holds for traffic flow with 

heavier density, Poisson assumptions are still commonly used to construct 

traffic signal (Comert, 2016). This is because Poisson model is relatively easy 

to construct as compared to other statistical models. For instance, Barua et al. 

(2015) stated that even though ARIMA model provided more accurate results 

in predicting vehicle arrival pattern, ARIMA model is a complex model while 

Poisson model is a simple model to be used in predicting vehicle arrival 

pattern.  

 

 Nowadays, the study of vehicle arrival pattern is divided into two main 

perspectives, namely the theoretical perspectives and the analytical 

perspectives. For theoretical perspective, the vehicle arrival pattern is 

investigated via scientific approaches such as simulations. It provides a 

specific and focus understanding on vehicle arrival pattern. For analytical 

perspective, the study of vehicle arrival pattern is methodologically driven. It 

provides a realistic and natural understanding on vehicle arrival pattern. In this 

thesis, the analytical perspective is preferred because there is very limited 

study on vehicle arrival pattern from actual data. 

 

2.1.2 Theoretical Perspectives 

To study the vehicle arrival pattern from the theoretical perspectives, a 

few scientific approaches are being used, for instance Queuing Theory and 

Markov chain. Simulation plays an important role in researches that are 

heavily based on theoretical perspectives because the data collected from 

simulation is used as the evidence that the traffic model is accurate in 
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estimating the vehicle arrival pattern. 

 

By using traffic simulation, Yan Xing et al. (2016) constructed a delay 

model for signalized intersection by analyzing the vehicle arrival pattern. For 

simplicity, the assumptions made in this study were (1) the rate of arrival was 

constant and (2) low saturated traffic flow and over saturated traffic flow are 

not considered. Since our research is aimed to construct a better alternative to 

reduce the average delay per vehicle, over saturated traffic flow must be 

considered, as analyzing it helps us to understand the root cause for this issue. 

 

For time series analysis, Barua et al. (2015) constructed an 

autoregressive integrated moving average (ARIMA) model for signalized 

intersection to estimate the vehicle arrival pattern. Time series model is used 

in this study because it is a more appropriate candidate to model a stochastic 

process. In this study, it is shown that ARIMA model provides a better fit as 

compared to Poisson model. However due to the complexity in generating 

results, it is less practical to construct a traffic model based on ARIMA time 

series. 

 

By using Markov chain model, Zuylen (1985) investigated the arriving 

vehicles at isolated intersections. He assumed that the rate of arrival follows 

Poisson process. His study developed a series of formulae related to Markov 

chain to estimate the average queue length and average delay and theoretically, 

the results are valid. Later, Viti and Zuylen (2004) improved this work to 

model overflow queues at signalized arterial corridors by using Markov chain 
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model. The authors have addressed the limitations of their study. The Markov 

chain model is sufficient to find out the distribution of vehicle queues but it 

might not be applicable for other types of roads, due to the difference in road 

capacity and duration of green period of traffic light. 

 

2.1.3 Analytical Perspectives 

 

In analytical perspectives, the real data collected from actual field is 

used. It provides a realistic overview on the road traffic. In reality, the traffic 

flow is influenced by a lot of confounding factors, such as driver’s behavior, 

the condition of the road, the types of vehicles that are using the road, and etc. 

These factors are not easy to be included in theoretical perspectives, as it is 

challenging to make assumptions based on these factors. 

   

Pasagic et al. (1998) analyzed the vehicle arrival patterns in 2 

intersections in Zagreb, Croatia. The study analyzed the vehicle arrival pattern 

in different time intervals. The results have shown that in non-peak period, 

Normal distribution can be used to model the vehicle arrival pattern and in 

peak period, Gauss distribution is more appropriate in modeling the vehicle 

arrival pattern.  

 

  Thakur et al. (2013) analyzed the vehicle arrival pattern in 6 main 

urban cities in the world. Their research focuses on traffic density, which is 

defined as the total number of vehicles on 1 km
2 

of the road. In vehicle arrival 

pattern, the unit of measurement is vehicle per hour, whereas in traffic density, 

the unit of measurement is vehicle per km
2
. The results have shown that the 
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traffic density distribution is not well modeled by using Poisson distribution 

but different heavy-tailed distributions such as Lognormal distribution and 

Gamma distribution provide a better fit in modeling the traffic density 

distribution.  

 

 

2.2 Self-Similarity Characteristics 

Self-similarity characteristics are firstly discovered in hydrology. Hurst (1951) 

was finding the optimal storage size for the dams by using the historical water 

level data in Nile River. He observed that the water level follows a series that 

is persistent. If the water level is over-flowed in that particular year, the water 

level for that consecutive year tends to follow a higher average of over-flowed 

water level. On the other hand, if the water level is lowered in that particular 

year, the water level for that consecutive year tends to follow a lower average 

of water level. Hurst exponent, which is the parameter to measure the degree 

of self-similarity, is introduced from his work.  

 

 Later, Mandelbrot (1975) introduced the term “fractal” when he 

discovered the scale invariance in fractional Brownian motion (FBM).  In 

layman’s term, he defined fractal as a shape or pattern that can be separated 

into smaller fractions, in which the smaller fractions are similar in different 

dimension. In this section, the development of self-similarity in data network 

and road traffic is discussed. 

 

In data network, there are various sources of researches that are related 
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to self-similarity. Self-similarity has proved to be able to capture the traffic 

burstiness existed in network traffic. Hence, by incorporating the concept of 

self-similarity in traffic modeling, the traffic model can give a better 

estimation in the measurement of interarrival time of data packets.   

 

Contributed by findings of Leland et al. (1994), there are various 

studies of self-similarity in data network. Leland’s discovery of self-similarity 

in Ethernet has provided a fundamental method to investigate self-similarity in 

data network. By applying his methods, Crovella and Bestavors (1996) stated 

that self-similarity characteristics are found in World Wide Web traffic. Elagha 

and AlShafee (2007) also discovered the self-similarity characteristics in 

asynchronous transfer mode (ATM) network. Besides analyzing the self-

similarity properties, they also managed to generate pseudo self-similar traffic 

by using chaotic map model. 

 

However in road traffic, the discovery of self-similarity characteristics 

is a relatively new area as compared to data network. Due to the established 

assumptions in Poisson process and the convenience in adopting it in traffic 

modeling, adapting self-similarity properties in road traffic modeling are less 

attractive due to its complexity.  

 

In road traffic, the most prevailing traffic model is built by Webster 

(1958). The formulation of queue length and cycle length is useful in 

optimizing the design of traffic signals. Webster (1958) formulated the average 

delay per vehicle based on Poisson assumptions. He discovered that optimum 
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traffic condition could be archived if the total delay is minimized. His 

formulations are widely used in traffic signal design.  

 

However, Webster's delay formula is inaccurate when there is overflow 

traffic condition. Cheng et al. (2003) modified Webster's minimum delay cycle 

length equation to give a more accurate optimal cycle length for overflow 

traffic condition.  Van Zuylen and Viti (2006) formulated the queue length 

within a cycle time and random delay function based on Markov chain model.  

 

Nagatani (2005) is the pioneer to analyze the self-similarity 

characteristics in road traffic. Nagatani discovered that a single vehicle passing 

through a sequence of traffic lights under different cycle time possesses self-

similar behavior by using simulated data. This has suggested that the existence 

of self-similar is possible in road traffic.  

 

Meng and Khoo (2009) discovered that self-similar behavior exists in 

the vehicle arrival pattern of highways. They also discovered the time 

headway in highways are heavy-tailed. However, due to the fact that the data 

for vehicle arrival pattern was collected from Texas, USA and the data for time 

headway is collected from Kuala Lumpur, Malaysia, there was no direct 

relationship between vehicle arrival pattern and its corresponding time 

headway. 

 

Wong (2010) and Peratiet al. (2012) also discovered the self-similar 

behavior of vehicle arrival pattern on arterial street roads and highways 
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respectively. Whereas Thakur et al. (2013) performed a large scale of analysis 

on traffic density in six cities around the world. The result showed that vehicle 

arrival patterns should be modeled by heavy-tailed distribution, which 

indicated a self-similar process.  

 

To close up the gap from the previous studies mentioned above, our 

thesis investigates the vehicle arrival pattern and its corresponding time 

headway in isolated intersections. Besides that, since the time headway of 

traffic in isolated intersections is greatly dependant on the cycle time of traffic 

light, we incorporate the Hurst parameter in calculating the optimum cycle 

time and least average delay of vehicles. 

  

 

2.3 Time Headway   

There is a close relationship between vehicle arrival pattern and time headway. 

Time headway is defined as the time gap between two successive arriving 

vehicles at a specific spot of the road. Luttinen (1996) defined time headway 

as the duration of time consumed by a vehicle to travel across a specific point 

where its previous vehicle has passed through. It is measured between the 

front wheels of two vehicles. Hence, time headway is derived from the vehicle 

arrival pattern, as the vehicle arrival is measured by the time where the front 

wheels of the vehicle travel across a specific point. For instance, we assume 

that the front wheels of first vehicle travel across a specific point at time t1=5 s 

and the front wheels of second vehicle travel across the same point at time 

t2=8 s. The time headway for second vehicle is just the difference of t1 and t2, 
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which is t2 - t1 = 3 s. 

 

 Time headway in road traffic is similar to the interarrival time of data 

packets in data network. In data network, the interarrival time is defined as the 

time interval between two units of arriving data packets. In data network, the 

interarrival time plays as an indicator of the performance of data transfer. The 

bottleneck effect that occurs within the node of network can be easily detected 

by analyzing the interarrival time of data packets (Varga and Kun, 2005). 

Besides that, the estimation of interarrival time of data packets is important in 

fair bandwidth sharing algorithm. It can be used to measure the quality of 

service (QOS) of network (Phit and Abe, 2006). 

 

 In road traffic, time headway distribution can either be modeled by 

using common distributions such as Lognormal distribution, Normal 

distribution and Pereto distributions, or a mixture of two or more distributions 

such as hyper-Erlang, semi-Poisson distribution and Cowan M3 distrubution 

(Zhang et al., 2007). The existence of various time headway distributions are 

due to the complex nature of time headway. Factors such as road capacity, 

traffic volume and types of intersections can influence the driving behavior, 

thus affecting the time headway distributions.  

 

 Initially, the vehicle arrival pattern of traffic model is modeled by 

Poisson process. The interarrival time of Poisson process follows an 

exponential distribution. This contributes to the memoryless characteristics in 

the time headway distribution. Gerlough and Huber (1975) stated that 
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exponential distribution is not appropriate to be used to model time headway. 

This is because exponential distribution is light-tailed. The probability density 

function of exponential distribution will produce time headway that has very 

short duration. Buckley (1968) also stated that exponential distribution fails to 

model the time headway distribution because most of the time headway 

generated by exponential distribution tends to have very low values.  

 

 Cowan (1975) proposed Cowan M3 model to estimate the time 

headway in unsignalized intersection such as roundabout. He proposed that the 

time headway consists of mixture of following vehicles and non-following 

vehicles. The following vehicles are modeled by single headway Δ, which 

represents the minimum headway of these vehicles, and the non-following 

vehicles are modeled by shifted exponential distribution. Cowan M3 model is 

proven to be practical to be used in traffic modeling for unsignalized 

intersection because of its simplicity in calculation. 

 

 Branston (1976) proposed Generalized Queueing Model (GQM) to 

estimate the time headway in single lane. In GQM, initially the time of 

arriving vehicles are determined by Poisson process. Then, this arrival time is 

modified such that the time headways are greater than the time headway of 

following vehicles. For non-following vehicles, the time headway consists of a 

mixture of following vehicles and negative exponential distribution. Rossi et 

al. (2014) stated that the GQM model is proven to be accurate in estimating 

the time headway distribution for different traffic flow. 
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 However, the estimation of time headway in modern road traffic is not 

accurate by using the traditional models mentioned above. This is contributed 

by the increase in traffic volume, causing a longer queue length that influences 

the stability of saturation flow. Lin (2003) observed that the traditional models 

tend to underestimate the saturation flow by approximately 400 vehicles per 

hour.  

 

 Cong et.al (2005) investigated the time headway distribution of 

motorcycle traffic in Hanoi, Vietnam. This is because motorcycles are the 

main vehicle types used in Vietnam. Their results showed that normal 

distribution can describe the time headway distribution well. The time 

headway distribution for motorcycle deviates from the time headway 

distribution for other vehicle types. Hence, attention must be given when 

defining the subject of investigation before modeling its time headway 

distribution. 

 

 Jang et al. (2011) investigated the time headway distribution in arterial 

roads in Gyeonggi, South Korea. Their results show that Johnson SU model 

and Johnson SB model were the appropriate model to describe the time 

headway distribution in arterial road. Johnson SU model is a four-parameter 

model transformed from the normal distribution and Johnson SB model is 

transformed from Johnson SU model. They mentioned that the deviation in 

searching the appropriate models for each study is due to the characteristics of 

the road. Road capacity and traffic light designs are the factors that influence 

the time headway distribution. Hence, it is essential to include these factors in 
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the study of time headway distributions. 

 

 

2.4 Traffic Model 

Vehicle arrival pattern and its corresponding time headway is the building 

block to construct the traffic model. An accurate traffic model that can 

describe the actual situation on road traffic is essential for traffic signal 

designs. 

 

In road traffic, traffic models can be categorized into two types, 

namely the deterministic models, and the time dependant delay models. For 

deterministic models, the most prevailing traffic model is constructed based on 

Webster’s method. On the other hand, for time dependant delay models, the 

H.C.M delay model is commonly used. 

 

Wardrop (1952) developed a formula to calculate the average delay per 

vehicle by assuming that the vehicle arrival follows a uniform distribution. He 

expressed the delay formula as, 

                                                                                                  (1) 

 

where  

 d = average delay per vehicles 

r = red duration 

s = saturation flow rate 
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C= cycle length 

y = vehicle flow ratio 

 

 Later, Webster (1958) has proposed a traffic model that assumes that 

the vehicle arrival is random and follows Poisson process. Webster’s 

assumption on vehicle arrival becomes the fundamental assumptions in traffic 

signal designs and is used until now. Since this paper compares the average 

delay obtained from computation with the average delay from Webster’s 

formula, the terminology and the theory behind Webster model is discussed in 

Section 3.3. 

 

 However the shortcoming of Webster’s model is the inaccuracy in 

estimating the average delay for traffic conditions that are saturated and over 

saturated. Webster’s model works well in traffic condition that is under 

saturated only. Hence, Miller (1963) encountered the overflow condition by 

introducing a upper boundary value (u) to estimate the average overflow 

queue, and this is represented by  

                                                                             (2) 

 

where  

g= effective green duration 

x=degree of saturation 

  

Wormleighton (1965) discovered the randomness in the arrival rate by 



26 
 

analyzing the collected data from signalized intersection. His results for 

average queue in overflow condition matched with the estimated results from 

Miller (Akcelik,1980). 

 

 As for delay model, Miller’s proposed a delay formula for under 

saturated condition that produced similar results when compared with 

Webster’s formula, which is 

                                             (3) 

where  

I= ratio of variance to mean 

λ = fraction of effectively green time in one cycle time 

 

As for oversaturated condition, Miller incorporates the upper boundary 

value into his delay formula, which then becomes 

                                                                   (4) 

 

Miller claimed that the delay formula for oversaturated condition is the 

solution to overcome the shortcoming for Webster’s formula. Since then, many 

researchers have modified the delay model designed by either Webster or 

Miller. McNeil (1968) assumed that the vehicle arrival distribution to follow 

compound Poisson distribution. He incorporated Miller’s upper boundary 

value in his formula, and is represented by 

           (5) 
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where 

B=index of dispersion for vehicle departure 

 

However, McNeil’s formula is complex and Ohno (1978) proposed 

another modified Miller’s formula, in which he assumed the vehicle arrival 

distribution to be following a Poisson process. His delay equation is 

                                    (6) 

 

 

Ohno’s equation is in a simpler form, but it failed to estimate the traffic 

condition that has a relatively low degree of saturation (Akcelik,1980). 

 

 On the other hand, Cheng et al. (2013) modified Webster’s formula to 

overcome the shortcoming in estimating the delay in oversaturated condition. 

They modified Webster’s formula based on HCM 2000, and is represented by  

 

                                                                                           (7) 

 

where  

 = average delay of vehicle by assuming vehicle arrival is uniform 

PF = progression factor (the adjustment factor for the effect of traffic signal) 

 = average delay of vehicle by assuming random arrival 

=initial queue delay 
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The first term of the delay equation is following the first term of 

Webster’s formula. whereby 

                                                                                        (8) 

 

The biggest difference of this formula as compared to Webster’s 

formula is that the denominator of the first term will not be 0, as to encounter 

the shortcoming of Webster’s formula in handling saturated and oversaturated 

traffic flow.  

 

However, the 2
nd

 term of this formula is different as compared to 

Webster’s formula, as it contains the duration of analysis period to increase the 

accuracy of the estimation. The 2
nd

 term is represented by 

                                                              (9) 

 

 

where 

T=duration of analysis period 

k=incremental delay factor 

I=upbound traffic adjustment factor 

 

From their results, HCM 2000 model outperforms Webster’s formula, 

especially for traffic condition that are nearly saturated and over saturated. 

However, due to the limitations of their research, in which they limit the 

analysis period to 15 minutes, they would want to further their study to create 
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a generalized model. 

 

 

2.5 Conclusion 

Although the existence of self-similar characteristics in network traffic are 

well studied, studies regarding the existence of self-similar behavior in road 

traffic are remained as an open-ended question. This thesis is significant in 

providing a different perspectives for self-similarity characteristics in road 

traffic, as most of the researches are using simulations to model the road 

traffic, which do not necessarily represent the actual scenarios on the road. 

Furthermore, most of the studies emphasized in analysis of the properties of 

self-similarity characteristics on road traffic. Therefore, this thesis is 

significant in incorporating the self-similarity characteristics in traffic signal 

construction and acts as a milestone in optimizing the cycle time in traffic and 

reducing the average delay of vehicles.  
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CHAPTER 3 

 

 

BACKGROUND OF STUDY 

 

 

3.1 Characteristics of Self-Similarity 

Generally, self-similarity is a process with statistical invariance over a period 

of timescales. The property of a self-similar object is bounded with respect of 

rescaling of time or space. A second-order self-similar process is defined as 

below. 

 

 Let  be a covariance stationary or wide-sense 

stationary stochastic process with mean  and 

variance .  The autocorrelation of , , is defined as: 

                                      (10) 

 

Let  be a new stochastic process by 

averaging the original stochastic process X over the non-overlapping block of 

size  such that: 

                                     (11) 

 

The stochastic process X is an exact second-order self-similar process 

with Hurst parameter where , if the autocorrelation of 
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the function    and according to equation (10): 

                       (12)

  

A notable characteristic of self-similar process is it possesses long-

range dependency (LRD). Self-similar process with LRD has an 

autocorrelation function as . This shows that the 

autocorrelation function is decaying slowly and hyperbolically. (Crovella and 

Bestvros, 1995). This implies that self-similar process with LRD has an 

autocorrelation function that is non-summable, i.e . Hence, self-

similar process with LRD can be easily characterized by a single parameter 

which is the Hurst parameter and the parameter is bounded in . The 

degree of self-similarity increases as . 

 

As the degree of self-similarity can be measured by estimating the 

Hurst parameter of the empirical data from a few perspectives, for example if 

Hurst parameter is estimated via time-domain analysis, R/S-statistic is used; if 

Hurst parameter is estimated via frequency-domain analysis, the periodogram 

is used; other methods such as absolute value method, the Whittle estimator, 

the Abry-Veitch method, variance-time plot and variance of residuals method 

can also be used in estimating the Hurst parameter.  

 

 However, R/S-statistic and variance-time plot are not adequate to 

estimate the Hurst parameter for refined data analysis due to the lack of limit 

law (Leland et.al, 1994). On the other hand, the Whittle estimator is the most 

robust estimator to estimate the Hurst parameter (Karagiannis et.al, 2003). 
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3.2 Heavy-tailed Distribution 

In data network, the network traffic is observed to follow heavy-tailed 

distribution. Paxson and Floyd (1995) have discovered that the FTP data 

follows heavy-tailed distribution. Crovella and Bestavros (1997) have 

discovered that WWW traffic also follows heavy-tailed distribution. Supported 

by these findings in the data network, it is observed that heavy-tailed 

distribution is more appropriate in modeling the road traffic. In road traffic, the 

traffic density in some metropolitan cities follows heavy-tailed distributions 

such as Lognormal, Weibull and Log-gamma (Thakur et.al, 2013). In Malaysia 

highways, the time headways are observed to follow heavy-tailed distribution 

as well (Meng and Khoo, 2009). 

 

 It is observed that if a distribution is heavy-tailed, its tailed distribution 

can be written as: 

                                                                        (13) 

when . Equation 13 represents that the distribution is heavy-tailed if its 

asymptotic shape is hyperbolic. It is known that if α ≤ 2, the distribution 

possesses infinite variance and if α ≤ 1, then the distribution possesses infinite 

mean. 

 

An approach to investigate whether a given distribution is indeed a 

heavy-tailed distribution is by using the log-log complementary distribution 

(LLCD) plot. LLCD plot is the plot of the tailed-distribution  on log-log 

axes, in which  is estimated from the data. From equation 14, a heavy-

tailed distribution has the characteristic that: 
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                                                                                    (14) 

for some . To inspect the distribution is heavy-tailed, firstly the value of  is 

estimated by choosing the value of  which makes the LLCD plot to appear 

linear. Then, equally space points are selected from the points of LLCD plot 

which is bigger than . Lastly, the slope  is estimated by using least square 

regression method. As described earlier, heavy-tailed distribution possess 

infinite variance and the weight of their tails can be described by the 

parameter α <2 (Rezaul and Grout, 2007). 

 

 The time headway is then fitted to selected heavy-tailed distributions 

such as Weibull, Pareto and Lognormal distribution. Exponential distribution, 

which is a light-tailed distribution, is also included in the distribution fitting 

process. After fitting these distributions to the time headway, different 

goodness-of-fit statistics is used to select the appropriate distribution. In this 

paper, the package fitdistrplus from R is used to generate goodness-of-fit 

statistics. Since the time headway is a continuous distribution, Anderson-

Darling (AD), Kolmogorov-Smirnov (KS) and Cramer-von Mises (CM) 

statistics are used. Aikake’s Information Criterion (AIC) and Bayesian 

Information Criterion (BIC) are also used in justifying the results obtained 

from the goodness-of-fit statistics. 
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3.3 Webster’s Average Delay 

Traditionally, Webster has developed a series of formulae to aid the traffic 

signal design. These formulae are being modified over years but are still being 

used in modern traffic signal design. However, due to the facts that his 

formulae are being developed under the assumption that vehicle arrivals 

follow Poisson distribution, this contradicts the fact that modern vehicle 

arrival patterns possess self-similarity characteristics and are not Poisson 

distributed. 

 

 Webster has deduced a formula for average delay per vehicle, which is 

                                                  (15) 

where 

d = average delay per vehicle  

c = cycle time in seconds 

λ = fraction of effectively green time in one cycle time 

q = vehicle flow rate 

s = vehicle saturation flow rate 

x = degree of saturation, i.e. the ratio of real vehicle flow rate to the saturation 

flow rate, which is given by  

 

 Besides that, Webster has deduced the optimal cycle length formula to 

provide the most optimal cycle time for least delay of the traffic, which is 

                                                                                                     (16) 
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where 

 = optimal cycle time 

L = total lost time in a cycle 

 = summation of the ratio of actual vehicle flow rate over saturation flow 

for all arms of the intersection 

 

From equation (15), it can be seen that vehicle flow rate is one of the 

factors that influences the average delay. However, since the vehicle arrival is 

random, and the queuing of the vehicle in an intersection is greatly dependent 

on the green and red phase of traffic light, it is more insightful to use vehicle 

arrival pattern that possesses self-similarity characteristics in computing the 

average delay. It is notable that higher value of self-similarity will lead to 

longer queuing delays (Sikdar et.al, 2002). From this perspective, it might be 

insightful to use vehicle arrival patterns that possess self-similarity 

characteristics in computing the average delay.  
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CHAPTER 4 

 

 

METHODOLOGY 

 

 

4.1 Data Description 

This research emphasizes on the properties of the traffic flow in Kuala 

Lumpur City Centre. Two signalized isolated intersections are chosen, which 

are the (1) intersection between Jalan Tumbuhan and Jalan Genting Klang, and 

(2) intersection between Jalan Taman Ibu Kota and Jalan Langkawi. Both of 

the intersections consist of 4 approaches. In this research, the lanes in which 

the vehicles are moving straight across the intersections are considered. For 

the 1
st
 intersection, there are a total of 10 lanes from 4 approaches, and for the 

2
nd

 intersection, there are a total of 8 lanes. Therefore, in total, the data are 

being collected from 18 lanes for both intersections. The data collection was 

performed from 13 August 2015 to 26 August 2015. The locations of the 

intersections are shown in Figure 4.1. 
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Figure 4.1 Locations of the intersections for data collection 

 The video cameras were set up on the light poles around 3 m from the 

ground. This ensures the video cameras to be able to capture incoming 

vehicles from approximately 500 m distance from the light poles.  

 

Video cameras were set up on 4 arms of the intersections and the traffic 

flow is recorded continuously for 24 hours for two-week period. This ensures 

that the data is collected from various sources and the data obtained is 

continuous. The statistical characteristics for both intersections are tabulated in 

Table 4.1. From Table 4.1, it can be observed that the maximum vehicle flow 

rate for the 1
st
 intersection is approximately 350 vehicle/hour, whereas the 2

nd
 

intersection has a lower rate of 270 vehicle/hour. 
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Table 4.1 Statistical properties of intersections 

Intersection Lane 

Investigation 

Period 

Average Flow 

Rate (veh/hr) 

Total Number of 

Vehicles Per 

Investigation Period 

(veh) Min Max 

S1C1 

1 24 Hours 37 356 5467 

2 24 Hours 81 425 7321 

3 24 Hours 27 364 5356 

S1C2 

1 24 Hours 22 311 4117 

2 24 Hours 31 398 5531 

S1C3 

1 24 Hours 17 270 3804 

2 24 Hours 42 381 5805 

3 24 Hours 18 348 4868 

S1C4 

1 24 Hours 17 356 4328 

2 24 Hours 21 355 4481 

S2C1 

1 7AM - 7PM 157 272 2489 

2 7AM - 7PM 200 355 3381 

S2C2 

1 7AM - 7PM 94 186 1697 

2 7AM - 7PM 146 310 2675 

S2C3 

1 7AM - 7PM 105 206 1785 

2 7AM - 7PM 163 302 2749 

S2C4 

1 7AM - 7PM 113 224 1960 

2 7AM - 7PM 175 324 3000 

 

For video recordings that are affected by factors such as road 

constructions, stationary vehicles by the roadsides and blurry video 

recordings, these video recordings are not used due to its inaccuracy. Due to 

this limitation, the timeframe for second intersection was limited from 7:00:00 

AM to 7:00:00 PM. While for the first intersection, 24-hour data is 

investigated. However, this study ensures a total data set for 10 days was used. 

Therefore, there are 18 lanes that are being investigated and the total datasets 

used are 180. 

 

For the video recordings collected from the sites, a reference line is 

added. As mentioned earlier, the reference line is important because it is the 
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point whereby the timestamp of the vehicle is recorded. When the front wheels 

of the vehicle passed through the reference line, its timestamp is recorded. The 

screenshot of the video recordings is shown in Figure 4.2. 

 

Figure 4.2 Screenshot of the video recordings with reference line 

 

The timestamps for each vehicle is tabulated and analyzed to obtain its 

vehicle arrival pattern. A sample of the tabulation for vehicle arrival pattern is 

shown in Table 4.2. 

 

Table 4.2 Vehicle arrival pattern at different time scale 

Timestamp 

Total Number of Vehicles (One Lane) 

veh/1 min veh/2 min veh/4 min veh/16 min veh/32 min veh/64 min 

1:00:00 PM 4 9 17 73 147 286 

1:01:00 PM 5           

1:02:00 PM 5 8         

1:03:00 PM 3           

1:04:00 PM 4 10 22       

1:05:00 PM 6           

1:06:00 PM 5 12         

1:07:00 PM 7           

1:08:00 PM 4 5 16       

1:09:00 PM 1           

1:10:00 PM 3 11         

1:11:00 PM 8           
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1:12:00 PM 2 9 18       

1:13:00 PM 7           

1:14:00 PM 5 9         

1:15:00 PM 4           

1:16:00 PM 4 7 14 74     

1:17:00 PM 3           

1:18:00 PM 4 7         

1:19:00 PM 3           

1:20:00 PM 7 12 24       

1:21:00 PM 5           

1:22:00 PM 6 12         

1:23:00 PM 6           

1:24:00 PM 2 8 15       

1:25:00 PM 6           

1:26:00 PM 3 7         

1:27:00 PM 4           

1:28:00 PM 6 15 21       

1:29:00 PM 9           

1:30:00 PM 1 6         

1:31:00 PM 5           

1:32:00 PM 4 4 15 59 139   

1:33:00 PM 0           

1:34:00 PM 5 11         

1:35:00 PM 6           

1:36:00 PM 3 10 13       

1:37:00 PM 7           

1:38:00 PM 3 3         

1:39:00 PM 0           

1:40:00 PM 3 11 17       

1:41:00 PM 8           

1:42:00 PM 4 6         

1:43:00 PM 2           

1:44:00 PM 3 7 14       

1:45:00 PM 4           

1:46:00 PM 1 7         

1:47:00 PM 6           

1:48:00 PM 3 8 15 80     

1:49:00 PM 5           

1:50:00 PM 4 7         

1:51:00 PM 3           

1:52:00 PM 9 11 23       

1:53:00 PM 2           

1:54:00 PM 5 12         

1:55:00 PM 7           
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1:56:00 PM 6 14 23       

1:57:00 PM 8           

1:58:00 PM 3 9         

1:59:00 PM 6           

2:00:00 PM 2 8 19       

2:01:00 PM 6           

2:02:00 PM 7 11         

2:03:00 PM 4           

2:04:00 PM 6 9 20 56 120 282 

*continue *continue *continue *continue *continue *continue *continue 

 

The aggregation of the number of incoming vehicles is crucial in graph 

plotting to show the vehicle arrival pattern in different time scales.
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4.2 Analysis of Properties of Isolated Intersection 

4.2.1 Vehicle Arrival Pattern 

The first part of the data analysis is focused on investigation of Poisson 

distribution on the vehicle arrival pattern, as Poisson assumptions are initially 

used to model the vehicle arrival pattern. The hypothesis testing for Poisson 

process is as followed: 

 The vehicle arrival pattern follows Poisson distribution 

 The vehicle arrival pattern does not follow Poisson distribution 

 

By using R, a statistical computing software, the -value of the 

hypothesis testing is obtained. The -value serves as a measure on whether the 

null hypothesis should be accepted or not. The null hypothesis will be 

accepted if the -value is larger or equal to the value of level of significance. 

For this research, since the confidence interval is set to be within 95%, the 

value of level of significance is 0.05.  

 

Then, SELFIS tool is used to investigate the existence of self-similarity 

characteristics in the empirical data. However, in this research, the graphical 

method is also implied to fully illustrate the effect of self-similarity 

characteristics in the vehicle arrival pattern. It is considered as the intuitive 

method to investigate the existence of self-similarity characteristics. Time 

series graphs are plotted with respect to different timescales and the patterns of 

the graphs are observed. Figure 3 shows the overview of the graphs at time 

scales of 1 minute, 2 minutes, 4 minutes, 10 minutes, 30 minutes and 60 

minutes time interval per investigation period. 
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Figure 4.3 Vehicle arrival patterns of six different time scales for S1C1 

Lane 1 on 19 August 2015 

 

4.2.2 SELFIS  (Self-similarity Analyis) Tools 

SELFIS (self-similarity analysis) tools, which is developed by Karagiannis et 

al. (2003) is an open source Java software to investigate the degree of self-

similarity. Hurst exponent is estimated from different methods and the user 

can choose to use any types of Hurst estimator. It is notable that a small time 

series sample that contain data lesser than 64 values are not applicable in 

SELFIS. Hence, this research is estimating the Hurst parameter for each lane 

per day, in which the total number of values is always more than 64 values. 

 

 Long range dependence (LRD) is closely related to the autocorrelation 
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function (ACF). In Section 3.1, the LRD possesses the characteristics of ACF 

that decays hyperbolically. This indicates an ACF that will only decay to zero 

after a long period.  As for short range dependence, its ACF is decaying 

exponentially. It is observed in certain case, the short range dependence 

decreases to zero at certain time lag (Leland et al., 1994). However, it is 

complex and time consuming to estimate the ACF. 

 

 A simpler method to determine the LRD is via Hurst estimator. A Hurst 

estimator that is close to 0.5 indicates that the distribution is not LRD. A Hurst 

estimator that is close to 1 indicates that LRD is present. From the introduction 

of Hurst exponent by Hurst in 1951, various types of estimators are introduced 

in estimating the Hurst exponent. In SELFIS, there is a total of 7 types of 

Hurst estimator that can be used. The list of estimators implemented in 

SELFIS is as follow. 

 

1. R/S (Rescaled Range) Method 

R/S method was firstly introduced by Hurst (1951) to measure LRD. It 

provides consistent accurate results because of its robustness against 

the fluctuation in marginal distribution (Leland et al., 1994). However, 

there is a few limitations. Firstly, R/S method is not suitable for small 

samples. This is because R/S method employs heuristic methods, in 

which different time lag at different points are used in plotting. A 

limited sample will cause the estimator to be inaccurate. Secondly, R/S 

method is only accurate for linear processes. For non-liear processes, a 

modified R/S method is used (Cajueiro and Tabuk, 2005).  
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2. Variance Method 

Since the variance of decays is slower than the reciprocal of 

experiment size, variance method can be used to estimate the Hurst 

parameter. Slope β is obtained via plotting log-log plot. Then by using 

the relationship between the Hurst exponent, H and β such that 

 , we can obtain the Hurst estimator. 

 

3. Absolute Value Method 

The non-overlapping aggregated series  where m is the block size 

is used in this method. The log of the aggregated series is plotted 

against the 1
st
 moment of the aggregated series. If LRD is presence, the 

line plotted is a straight line with a slope of . 

 

4. Periodogram Method 

Periodogram method estimates the Hurst exponent via the pattern of 

power spectral density of a time series. The Hurst parameter is 

obtained via the slope β of the straight line of the power spectral 

density, which is . 

 

5. Whittle Estimator 

This method is a parametric method by minimizing the likelihood 

function and applying it on Periodogram. The Hurst parameter is then 

obtained via the slope β of the straight line of the power spectral 

density, which is .  
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6. Abry-Veitch  

Abry-Veitch is a method to estimate the Hurst parameter via the 

coefficient of wavelet decomposition. The cooeficient is obtained by 

using the orthogonal basis function. The energy of the wavelet 

decomposition in different scales are used in Hurst estimation. 

However, it is greatly affected by noise that existed in LRD and tends 

to over-estimate the Hurst exponent (Karagiannis, 2002).  

 

7. Variance of Residuals 

The idea of variance of residuals method is similar to the variance 

method. However, in variance of residuals, the aggregated series is 

plotted against the average variance residuals of the aggregated series 

in log-log plot. By using the relationship between the Hurst exponent, 

H and β such that , the Hurst parameter can be obtained. 

 

In this paper, Whittle estimator is preferred. This is because Whittle 

estimator has the ability to provide consistent and robust results as compared 

to the other types of estimators. 

 

The dataset is being input into SELFIS tool to investigate the value of 

Hurst parameter of the vehicle arrival pattern. A total of seven types of 

estimators are used to estimate the Hurst parameter, as shown in Figure 4.4.  
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Figure 4.4 Screenshot of the SELFIS tool 

 

4.2.3 Time Headway 

The second part of the analysis is focused in further investigation in the time 

headway of the traffic. It is known that if the inter-arrival times (time 

headways) follows an exponential distribution, then the number of arrivals 

(vehicle arrival patterns) is a Poisson process. The hypothesis test for 

exponential distribution is as followed: 

 The time headway follows Exponential distribution 

 The time headway does not follow Exponential distribution 

 

The goodness-of-fit test used is Anderson-Darling test. Anderson-

Darling test is useful in testing whether a dataset follows a specific 

distribution. By using Minitab, a statistical software, the -value of the 

hypothesis test is obtained. For this study, since the confidence interval is also 

set to be within 95%, the value of level of significance is 0.05.  
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Afterwards, this research employs LLCD plots to investigate whether 

the time headway distribution is heavy-tailed or not. For example, the time 

headway for S1C1 of Lane 1 on 20 August is being investigated. By using the 

LLCD plot method as discussed in Section 3.2, and by using the least square 

regression method, it is observed that the distribution has the slope of -1.62 

with = 0.9442, which estimates the  value to be 1.62. Figure 4.5 illustrates 

the LLCD plot obtained from the time headway. 

 

Figure 4.5 LLCD plot for time headway for S1C1 Lane 1 on 20 August. 

 

Note that the least square is fitted to evenly spaced data points that are 

greater than 1 second.  

 

 Then, the same time headway distribution is fitted to different 

distributions such as Weibull, Exponential, Pareto and Lognormal distribution. 

Goodness-of-fit statistics such as Anderson-Darling (AD), Kolmogorov-

Smirnov (KS) and Cramer-von Mises (CM) statistics are used. In this research 
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, Aikake’s Information Criterion (AIC) and Bayesian Information Criterion 

(BIC) are also used to justify the results obtained from the goodness-of-fit 

statistics. 
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4.3 Incorporation of Hurst Parameter in Average Delay 

To compute the average delay per vehicle that is based on self-similarity, some 

underlying assumptions are deduced in this research: 

1. The computation of average delay is based on first in, first out (FIFO) 

method 

2. One approach is considered for this research. However, even if we 

have only one approach, we still have to make assumption for green 

duration and red duration. This is because if we lack of this 

assumption, the least delay case for 1 approach will always be the case 

when green duration is maximum and red phase is minimum(i.e. 0 

seconds) 

3. To construct the optimal duration of green and red phase, a two-phase 

intersection scenario is illustrated. 

4. The flow for the intersection is the same, so that it is appropriate to 

assume that the effective green duration is the same as the red duration, 

because if the flow for both phases is the same, the duration of green 

and red will be approximately the same as well, in order for both 

phases to clear vehicle queue 

5. Each vehicle will take 2 seconds to drive across the intersection 

6. One hour traffic is considered for each case 

7. The cycle time is calculated by  

                                                                                             (17) 

 

where 

c= cycle time 
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r= red light duration 

a= amber light duration 

g= green light duration 

l= start-up lost time 

8. The amber duration for each cycle is fixed at 3 seconds 

9. The minimum duration for red light or green light is 2 seconds. 

10. No start-up loss time and no all red-period (i.e. l= 0 s) 

Since we own the actual timestamp for vehicle arrival, the vehicle 

arrival pattern obtained from actual data is used to compute the average delay 

for each vehicle. In this computation, a total of 894 sets of one-hour data 

obtained from the vehicle arrival pattern is used. These data are categorized 

based on traffic flow.  

 

Based on the assumptions mentioned above, the hourly vehicle arrival 

pattern is analyzed. Since the timestamp of each vehicle is obtained from the 

data, each vehicle can be assigned to be in red or green duration based on the 

allocation of red and green light duration from equation (8). Different 

combination of red and green light duration is used in the computation and the 

amber light duration is fixed at 3 seconds. For example, a cycle time of 8 

seconds can have 2 combinations, which is (1) 2 seconds of red light duration 

and 3 seconds of green light duration, and (2) 3 seconds of green light duration 

and 2 seconds of red light duration. 

 

The total delay experienced by each vehicle is computed based on the 

assumptions above. For vehicles that did not queue up to go across the 
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intersection experienced no delay when they were assigned in green duration, 

while for vehicle experienced delay when they were assigned in red duration. 

Vehicles that required to queuing up in order to go across the intersection 

experienced more delay, as their delays were affected by the queue up process. 

The delay experienced by each vehicle is computed. Then, the average delay 

per vehicle is obtained by averaging the total delay with the total number of 

vehicles. 

 

It is observed that different combination of green and red duration 

yields different average delay. However, the combination of green and red 

duration that yields the least delay would be the optimal cycle length, and its 

average delay would be the minimum delay. The minimum average delay 

obtained from the vehicle arrival pattern is called self-similar delay, as it is the 

delay obtained from the vehicle arrival pattern that possesses self-similarity 

characteristics. The whole process for the computation is explained in 

following. 

 

4.3.1 Computation of Average Delay  

The computation of average delay per vehicle by inputting the timestamp of 

each vehicle requires certain sets of rules to be followed. 

Since we are investigating the hourly time headway, 3600 timestamps are 

generated. Each timestamp will be assigned to either red phase, amber phase 

or green phase, depending on the allocation of green duration and red duration. 

One full cycle is consisted as 1 green phase, 1 amber phase and 1 red phase. 

Hence, each timestamp will be assigned to its corresponding cycle. In this 
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stage, we have obtained the initial phase and cycle of each timestamp. If the 

vehicle is in red phase under the same cycle, the number of vehicles in that 

phase is sum up to obtain the total number of vehicles in queue for that cycle. 

Afterwards, the initial discharge timestamp for the vehicles are computed, 

based on the number of vehicles in queue. Since we have set the discharge 

time to be 2 seconds for each vehicle and we assume there is no start-up loss 

time, the discharge time for the vehicle is an increment of 2 seconds from its 

previous vehicle. Therefore, the initial discharge timestamp is the exact time 

where the vehicle starts to discharge. For green phase, the arrival timestamp of 

the vehicle in green phase is considered as the initial discharge timestamp, 

since these vehicles can travel across the intersection without queuing in front 

of the traffic signal. 

 

 At this stage, all the initial discharge timestamp to discharge for each 

vehicle are obtained. The initial discharge timestamp is analyzed to find out if 

the discharge time for each vehicle is reasonable. The possible scenario to 

adjust the initial discharge time is as followed. 

 

1. The difference of initial discharge timestamp of two vehicles is 

lesser than 2 seconds.  

In this scenario, this is possible because the initial discharge timestamp 

for vehicle in red phase is conflicting with the initial discharge 

timestamp for vehicle in green phase under the same cycle. 2 seconds 

will be added to the second vehicle. The adjusted initial discharge 

timestamp will be analyzed again. If this scenario persisted, the 



54 
 

adjustment process is repeated. 

 

2. The initial discharge timestamp of second vehicle is earlier than 

the initial discharge timestamp of first vehicle. 

This scenario indicates that the vehicle in green phase is not travelling 

across the intersection without stopping. In fact, this vehicle has to 

queue up to wait for the previous vehicle to travel across the 

intersection. Hence, this vehicle is added into the queue and the initial 

discharge timestamp will be analyzed again. If this scenario persisted, 

the adjustment process is repeated. 

 

After the adjustment process is completed and the initial discharge 

timestamp for each vehicle is free of error, the initial discharge time is 

compared with the generated timestamp to determine its corresponding phase 

and cycle. If the initial discharge timestamp is in green phase, it indicates that 

the vehicle can travel across the intersection. If the initial discharge timestamp 

is in red phase, it indicates that the vehicle is queuing up and only can 

discharge in the green phase for next cycle. This process is repeated until all 

the vehicles are successfully discharged.  

 

The waiting duration for the vehicle to discharge is the delay ( ) of 

the vehicle and the total delay of the vehicle (D) is the summation of the delay 

for each vehicle, and is represented by 

                                                                                                     (18) 
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The average delay of the vehicle (d) is the total delay of the vehicle (D) 

over the total arrival of the vehicles (a) in the investigation period, and is 

represented by 

                                                                                                             (19) 

 

At this stage, the average delay is obtained for 1 phase of the cycle. To 

complete the computation, it is required to have a minimum of 2 phases. If the 

1
st
 phase starts with a green duration, then the 2

nd
 phase must starts with a red 

duration. In other word, green duration in 1
st
 phase is equal to the red duration 

in 2
nd

 phase, and vice versa.  The computation of average delay is repeated for 

the 2
nd

 phase. For simplicity, a two-phase intersection is considered in this 

paper. 

 

 

4.3.2 Computation of Optimal Cycle Length and Least Average Delay 

In the previous section, the computation to find the average delay is explained. 

However, with the fixed duration of red phase and green phase, it is 

impossible to deduce that this fixed duration is the optimal duration. Hence, 

the process needs to be carried out for different combination of green and red 

duration.  

 

 The amber phase is fixed at 3 seconds and the duration for vehicle to 

discharge is fixed at 2 seconds. Since it is also assumed that the vehicle is able 
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to travel across the intersection during the amber phase, the minimum duration 

of green phase is 5 seconds. However, since the vehicle count is in discrete 

value, it is better to set the minimum duration of green phase to be 6 seconds, 

as it allows 3 vehicles to travel across the intersection. As mentioned earlier, 

the green duration for 1
st
 phase is the red duration for 2

nd
 phase, and vice 

versa. Hence, the minimum duration of red phase is set to be 6 seconds. 

  

 Different combination of red duration and green duration are used to 

compute the average delay. The combination of red duration and green 

duration that provides the least average delay is the optimal red duration and 

green duration. The summation of optimal green duration and optimal red 

duration is the optimal cycle length.  

Table 4.3 Computation of average delay under different combination of red 

duration and green duration 
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For instance, from Table 4.3, it can be seen that for this hourly time 

headway, the optimal green duration and red duration is 7 seconds. This is 

because the average delay for this combination, which is 4.722 seconds per 

vehicle, is the least average delay per vehicle obtained. Hence, the optimal 

cycle length for this hourly time headway is 14 seconds. 

 

4.3.3 Analysis of Computation Results 

For the average delay computation, Hurst parameter is used as the variable. 

Hourly traffic for each lane of the intersection is analyzed by using SELFIS to 

obtain the Hurst parameter. In this research, the Hurst parameter obtained from 

Whittle estimator is used. 

 

In order to prove that the computed delay is similar to the actual delay, 

a 2-sample t-test is performed on 30 sets of hourly time headway data. The 

actual average delay per vehicle is obtained by aggregating the duration used 

by each vehicle when going across the intersection. This actual average delay 

per vehicle is then compared with the average delay obtained from the vehicle 

arrival pattern. The hypothesis testing for 2-sample t-test is as followed: 
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where  is the mean for actual delay and  is the mean for computed delay. 

By using Minitab, a statistical software, the -value of the hypothesis testing 

is obtained. For this research, since the confidence interval is also set to be 

within 95%, the value of level of significance is 0.05.  

 

The optimal cycle length obtained from the computation is assumed to be 

the least delay obtained from combination of red and green light duration from 

equation (17). This optimal cycle length is compared with the Webster’s 

optimal cycle length in equation (15). On the other hand, the least delay 

obtained from the combination of red and green light duration is compared 

with the Webster’s average delay per vehicle formula in equation (16). 

Webster’s average delay per vehicle is compared with the computed delay by 

the Hurst parameter found in each dataset. Scatter plot test is also performed 

on the computed delay based on the Hurst parameter to study their correlation. 
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CHAPTER 5 

 

 

RESULTS AND DISCUSSION 

 

5.1 Properties of Isolated Intersection 

By inputting the entire vehicle arrival pattern into Minitab, hypothesis testing 

on whether the vehicle arrival pattern follows Poisson distribution or not is 

found out. From the results of the data, it can be observed that for all days, all 

lanes for both of the intersections have -value of 0.0000, which are less than 

0.05. Hence, it is concluded that the null hypothesis is not accepted. The 

alternative hypothesis is accepted, which proved that the vehicle arrival 

pattern does not follow Poisson distribution. 

 

Since it is clear that Poisson distribution failed to model the vehicle 

arrival pattern of the empirical data, SELFIS tool is employed to investigate 

the existence of self-similarity characteristics in the empirical data. By 

employing the graphical method, time series graphs are plotted with respect to 

different timescales. Figure 5.1 to Figure 5.6 illustrates the times series graphs 

with timescales ranging from 1 minute, 2 minutes, 5 minutes, 10 minutes, 30 

minutes to 60 minutes interval for S1C1 Lane 1 on 19 August 2015. Vehicle 

volumes are being aggregated according to the timescales. From Figure 6 to 

Figure 11, it can be seen clearly that the distribution of vehicle arrival for 

different timescales have very similar patterns. 
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Figure 5.1 The vehicle arrival pattern for 1-minute interval 

 

 
Figure 5.2 The vehicle arrival pattern for 2-minute interval 

 

 
Figure 5.3 The vehicle arrival pattern for 4-minute interval 
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Figure 5.4 The vehicle arrival pattern for 10-minute interval 

 

 
Figure 5.5 The vehicle arrival pattern for 30-minute interval 

 

 
Figure 5.6 The vehicle arrival pattern for 60-minute interval 
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Then, the same dataset is being input into SELFIS tool to investigate 

the value of Hurst parameter of the vehicle arrival pattern. Table 5.1 shows the 

average Hurst value for each lane of the intersections. From Table 5.1, it can 

be seen that for the first intersection, the average Hurst value estimated by 

Whittle estimator is more than 0.95. From Table 5.1, the average Hurst value 

estimated by Whittle estimator for the second intersection is more than 0.75. 

This shows that the first intersection exhibit a higher degreeness of self-

similarity as compared to the second intersection, which results in higher 

burstiness for the vehicle arrival pattern in first intersection.  
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Table 5.1 Whittle estimator obtained from 1st intersection 

S1C1 S1C2 S1C3 S1C4 

Dat

e Lane 

Whitt

le 

Dat

e Lane 

Whitt

le 

Dat

e Lane 

Whitt

le 

Dat
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Whitt

le 

14 
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13 
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13 
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2 
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Table 5.2 Whittle estimator obtained from 2
nd

 intersection 

S2C1 S2C2 S2C3 S2C4 

Dat

e Lane 

Valu

e 

Dat

e Lane 
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e 
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On the other hand, hypothesis test is also performed on the time 

headway of the vehicles. The time headway datasets are inputted in Minitab to 

perform the hypothesis test. The result showed that for all days, all lanes for 

both of the intersections have -value less than 0.003, which is less than 0.05. 
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Hence, it is concluded that the null hypothesis is not accepted. The alternative 

hypothesis is accepted, which proved that the time headway for both 

intersections does not follow exponential distribution. 

 

Since it is proved that the time headway distributions do not follow 

exponential distribution, this thesis employs LLCD plot to investigate whether 

the time headway distribution is heavy-tailed or not.  This method is applied 

onto all lanes of the intersections for each day. From the observation, the 

average  value obtained for the first intersection is 1.9976. Since  is less 

than 2, it can be concluded that the time headway for the first intersection 

possesses infinite variance and is indeed heavy-tailed. However, for the second 

intersection, the average  value is 2.2146. This results show that the time 

headway for second intersection has a much lighter tail weight as compared to 

the first intersection. This is due to the facts that the degreeness of self-

similarity for second intersection is much lower than the first intersection. 

 

Motivated by the finding that the time headway distributions are 

indeed heavy-tailed, a few types of heavy-tailed distributions are fitted into the 

time headway to find out the more appropriate distribution that can be used in 

describing the distribution of time headway. For all days on all intersections, it 

is observed that Lognormal distribution has the lowest goodness-of-fit 

statistics for AD, KS and CM statistics. Table 5.3 shows the results obtained 

from one approach of the intersection for all the investigation period. It is also 

observed that Lognormal distribution produces the lowest AIC and BIC when 

compared with other distribution. 
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Table 5.3 Statistical results for different types of distributions 

14 KS Test CVM Test AD Test Chi square test AIC BIC 

Weibull 0.123956 35.57175 214.8604 2610.418 44089.58 44103.02 

Exponential 0.182732 75.96937 375.4905 4496.017 44584.49 44591.21 

Lognormal 0.082871 13.12171 78.73287 917.8424 42170.99 42184.43 

Pareto 0.122534 19.2566 142.4021 1616.452 43229.99 43243.42 

              

15 KS Test CVM Test AD Test Chi square test AIC BIC 

Weibull 0.141396 17.66726 115.3212 7.12E+13 34141.95 34154.67 

Exponential 0.134972 22.3125 131.9844 7.42E+13 34170.11 34176.47 

Lognormal 0.121499 9.919451 63.24403 5.40E+13 33112.36 33125.07 

Pareto 0.156104 12.03046 94.27237 6.35E+13 33909.71 33922.42 

              

16 KS Test CVM Test AD Test Chi square test AIC BIC 

Weibull 0.132484 40.82056 236.8884 2814.634 41020.06 41033.31 

Exponential 0.222303 103.6483 506.1961 4225.157 41758.76 41765.39 

Lognormal 0.088619 16.8283 102.9051 1283.119 39230.34 39243.59 

Pareto 0.125533 20.61744 147.4143 1817.11 40118.45 40131.7 

              

17 KS Test CVM Test AD Test Chi square test AIC BIC 

Weibull 0.128853 31.97371 194.5481 2421.191 41698.3 41711.58 

Exponential 0.181088 68.8044 341.1681 3432.563 42149.37 42156.01 

Lognormal 0.072386 11.29141 70.39718 959.3304 39944.41 39957.69 

Pareto 0.126196 16.96806 128.0455 1596.208 40917.93 40931.22 

              

18 KS Test CVM Test AD Test Chi square test AIC BIC 

Weibull 0.133477 31.52583 189.7272 4928.829 39552.69 39565.84 

Exponential 0.200536 81.8259 - 6577.78 40204.78 40211.36 

Lognormal 0.082494 12.91894 78.88396 2810.405 37892.09 37905.24 

Pareto 0.126257 15.98654 119.9192 3643.356 38731.65 38744.8 

              

19 KS Test CVM Test AD Test Chi square test AIC BIC 

Weibull 0.126587 32.44908 193.7703 5229.233 41140.25 41153.5 

Exponential 0.20007 79.91687 - 6975.516 41716.4 41723.03 

Lognormal 0.083762 12.61217 76.5925 3119.019 39477.76 39491.01 

Pareto 0.121567 16.27262 121.7189 3923.729 40359.19 40372.44 

              

20 KS Test CVM Test AD Test Chi square test AIC BIC 

Weibull 0.136649 31.4386 - 3814.221 39927.56 39940.74 

Exponential 0.201874 83.47444 - 6108.845 40654.7 40661.29 

Lognormal 0.077584 11.25223 70.1397 2009.499 38163.97 38177.16 

Pareto 0.126885 15.5909 118.6155 2695.316 39024.1 39037.28 

              

21 KS Test CVM Test AD Test Chi square test AIC BIC 

Weibull 0.129717 35.07509 211.9083 2522.603 42696.93 42710.28 
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Exponential 0.192408 83.69241 412.9262 4034.717 43302.03 43308.71 

Lognormal 0.078974 12.9748 80.98145 997.5239 40855.11 40868.47 

Pareto 0.125738 17.82836 134.4598 1613.633 41821.5 41834.86 

              

22 KS Test CVM Test AD Test Chi square test AIC BIC 

Weibull 0.119998 32.7815 - 2267.688 41967.04 41980.34 

Exponential 0.191217 75.97065 - 3145.461 42504.47 42511.12 

Lognormal 0.077766 11.56241 70.93074 896.7342 40238.56 40251.86 

Pareto 0.114784 16.84987 125.3126 1491.856 41174.19 41187.5 

              

23 KS Test CVM Test AD Test Chi square test AIC BIC 

Weibull 0.129145 33.71718 197.15 2422.717 38925.32 38938.42 

Exponential 0.209074 84.52605 415.0632 3591.065 39500.57 39507.12 

Lognormal 0.079592 12.89401 80.36597 1119.165 37409.31 37422.42 

Pareto 0.117851 16.30726 120.1037 1623.014 38204.18 38217.28 

 

This result is significant for time headway modeling, as lognormal 

distribution has proven to be applicable for time headway modeling. Since this 

thesis aims at identifying the appropriate distribution that can be used for time 

headway modeling, more study should be conducted to build a time headway 

model based on lognormal distribution. 
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5.2 Computation of Average Delay 

By employing hypothesis test, it is observed that for all the 30 sets of hourly 

time headway data, the p-value is more than the significant level, which is 

0.05. The result is showed in Table 5.4. Therefore, the alternative hypothesis is 

rejected and it can be concluded that there is no significant difference between 

the mean for actual delay and the mean for computed self-similar delay. This 

is significant in affirming that the average delay obtained from our calculation 

is similar to the actual average delay.  

 

Table 5.4 P-value for 30 sets of time headway data 

No Intersection Day Time DF P-Value Conclusion 

1 S1C3 14 2:00:00 AM 36 0.0566  Accept H0 

2 S1C1 18 4:00:00 AM 38 0.05068  Accept H0 

3 S1C1 19 3:00:00 AM 32 0.05762  Accept H0 

4 S1C1 19 6:00:00 AM 37 0.07182  Accept H0 

5 S1C2 15 4:00:00 AM 34 0.05532  Accept H0 

6 S1C2 19 6:00:00 AM 43 0.06331  Accept H0 

7 S1C2 20 7:00:00 AM 49 0.05152  Accept H0 

8 S1C3 18 5:00:00 AM 22 0.06378  Accept H0 

9 S1C3 21 2:00:00 AM 21 0.0612  Accept H0 

10 S1C3 22 3:00:00 AM 23 0.06299  Accept H0 

11 S1C3 13 2:00:00 AM 35 0.05153  Accept H0 

12 S1C4 20 1:00:00 AM 39 0.05444  Accept H0 

13 S2C1 21 5:00:00 AM 40 0.05133  Accept H0 

14 S2C1 22 3:00:00 AM 32 0.05372  Accept H0 

15 S2C1 25 5:00:00 AM 56 0.05934  Accept H0 

16 S2C1 26 1:00:00 AM 57 0.05017  Accept H0 

17 S2C2 18 2:00:00 AM 45 0.05332  Accept H0 

18 S2C2 20 3:00:00 AM 23 0.05723  Accept H0 

19 S2C2 22 4:00:00 AM 34 0.0542  Accept H0 

20 S2C2 13 6:00:00 AM 30 0.06821  Accept H0 

21 S2C2 14 5:00:00 AM 12 0.06782  Accept H0 

22 S2C3 17 3:00:00 AM 27 0.06911  Accept H0 

23 S2C3 18 2:00:00 AM 19 0.05921  Accept H0 

24 S2C3 21 3:00:00 AM 32 0.05988  Accept H0 

25 S2C3 22 5:00:00 AM 41 0.00551  Accept H0 

26 S2C4 14 4:00:00 AM 32 0.05017  Accept H0 
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27 S2C4 15 6:00:00 AM 41 0.05762  Accept H0 

28 S2C4 18 3:00:00 AM 22 0.053  Accept H0 

29 S2C4 19 2:00:00 AM 23 0.05488  Accept H0 

30 S2C4 22 6:00:00 AM 33 0.05671  Accept H0 

 

 The computation of average delay and optimal cycle length is 

performed. Then by using the same set of data, the average delay and optimal 

cycle length is calculated by using Webster’s formulae. The results can be 

found in Appedix I. The results are then analyzed and compared. 

 

 A scatter plot of average delay obtained from computation per vehicle 

and Hurst parameter is plotted in Figure 5.7 

  

Figure 5.7 Scatter plot of the computed average delay and Hurst parameter 

 

From Figure 5.7, it can be seen that there is a positive correlation 

between the average delay per vehicle and the Hurst parameter. The 

correlation coefficient obtained from this scatter plot is 0.76. This indicates 
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that the relationship between the average delay and Hurst parameter has a 

strong positive correlation. Hence, higher value of Hurst parameter indicates a 

higher average delay per vehicle. 

 

 

Figure 5.8 Comparison between Webster’s delay and computed delay 

  

Figure 5.8 shows a line graph of average delay obtained from 

Webster’s formula in equation (15) and average delay obtained from 

computation, which are plotted against Hurst parameter of each dataset. The 

average Webster delay was calculated and the result was categorized based on 

the Hurst parameter of the dataset. 

 

Hurst parameter is assigned to the Webster’s delay as well, since the 

same dataset is being used in the computation of average delay and Webster’s 

delay formula. A scatter plot for average delay obtained from Webster’s delay 
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formula and Hurst parameter is plotted in Figure 5.9 

 

 

Figure 5.9 Scatter plot of the Webster’s average delay and Hurst parameter 

 

From Figure 5.9, it can be seen that there is no relationship between 

the Webster’s average delay and the Hurst parameter. The correlation 

coefficient obtained from this scatter plot is 0.13. This indicates that there is 

no close relationship between the average delay obtained by Webster’s delay 

formula and Hurst parameter. This also explains the high fluctuation of 

average delay for Webster’s method in Figure 5.8 

 

After observing the comparison of average delay, it should be noted 

that the optimal cycle length should be observed, as it provides the duration 

setting of red phase and green phase in traffic signal design. Figure 5.10 shows 

a line graph of the computed cycle length and the Webster’s optimal cycle 

length, which are plotted against Hurst parameter of each datasets. 



72 
 

 

Figure 5.10 Comparison of average delay between Webster’s delay and 

computed delay  

 

There are a few observations that can be deduced from Figure 5.8 and 

Figure 5.10. First, from Figure 5.8, it can be seen that for all sets of one-hour 

data used, the minimum average delay of self-similar computation is always 

lower than the Webster’s delay. Next, from Figure 5.10, the optimal cycle 

length that yields the self-similar delay stays at 8 seconds for most of the 

datasets, while the optimal cycle length that yields the Webster’s delay is 

ranging from 5 seconds to 10 seconds based on different traffic flow.  

 

From these observations, two major implications are drawn. Firstly, 

since the minimum average delay of self-similar computation yields a lower 

results as compared to Webster’s delay under all types of traffic flow observed 

in this research, it is shown that the incorporation of the Hurst parameter in 
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finding the optimum cycle length and the least average delay per vehicle 

provides a more effective method in reducing the vehicle delay.  

Secondly, the optimum cycle length obtained from combination of 

green and red duration that yield the least delay is more consistent than the 

optimum cycle length obtained from Webster’s method. This is because when 

we are looking in hourly traffic, Webster’s method is only emphasized on the 

flow rate and not considering the vehicle arrival behavior, which exhibit self-

similar characteristics. Hence, the optimum cycle length and the average delay 

per vehicle for Webster’s method tend to provide a larger value, which might 

not be that effectively in optimizing the delay of the vehicles.  

 

Since the vehicle arrival pattern of the datasets exhibit self-similar 

characteristics, which showed patterns that are similar across scales, the 

average delay obtained from computation provides more consistent results as 

compared to Webster’s method. It is also notable that the average delay per 

vehicle obtained from Webster’s method is not consistent. The computed 

results shows a relatively consistent average delay, which indicates that it is 

more appropriate to incorporate self-similarity in the calculation of average 

delay. 
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CHAPTER 6 

 

 

CONCLUSION 

 

For this research, it is observed that the vehicle arrival pattern of the isolated 

signalized intersections in Kuala Lumpur exhibit the characteristics of self-

similarity. The convention method of using Poisson assumption to model 

vehicle arrival pattern no longer holds. Whereas, the corresponding time 

headways follow heavy-tailed distribution, in which Lognormal is appropriate 

in modeling such headways. 

 

In traffic engineering, delay is an important factor in traffic signal 

design. Many researches are contributed in finding the optimal cycle length 

that minimizes the average delay of the vehicle. However, the actual average 

delay is very difficult to obtain. Webster has deduced formulation of optimal 

cycle length and minimum average delay based on Poisson assumption. Since 

this research has shown that Poisson assumption is not appropriate in 

modeling the vehicle arrival pattern, Webster’s formulation might not be the 

best method to be used in traffic signal design. 

 

From the results, it can be shown that the computation of optimal cycle 

length and minimum average delay by using vehicle arrival pattern of different 

Hurst parameter gives a lower average delay and a consistent duration of 
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optimal cycle length. Furthermore, it is shown that higher value of self-

similarity will lead to longer queuing delays. Hence, maintaining the traffic 

flow in a lower Hurst value might be a solution to reduce the delay of traffic.  

 

However, this computation is a preliminary investigation in self-

similarity. There are also a few limitations that need to overcome in this 

research. Firstly, this paper only investigates the traffic at isolated intersections 

while the results might be different in other types of road traffic. Then, the 

traffic flow is manipulated by traffic light, which limits the maximum vehicles 

that can pass through the intersection during a phase. Regardless of these 

limitations, this paper shall provide a step further for the incorporation of self-

similarity in traffic signal design. Even though it is sufficient to prove the 

feasibility of using Hurst parameter to compute optimal cycle length and 

minimum delay, more extensive thoughts and ideas should be considered in 

traffic signal design. 
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