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ABSTRACT

NEW APPROACH FOR FINDING PERFORMANCE MEASURES OF
CONTINUOUS-TIME SERVER QUEUE WITH NEGATIVE

CUSTOMERS

Chin Ching Herny

A single-server continuous-time queue that adopt first come first serve (FCFS)

queueing discipline with negative customers is studied. The arrival of a negative

customer in the queue will remove one positive customer at the head if the sys-

tem is not empty (RCH) and only positive customers will receive service. In this

research, a fairly general queueing model with negative customers that can rep-

resent more wide applications in real world is solved. An alternative approach

will be applied to derive a set of equations which is using to find the stationary

queue length distributions of this model. In the alternative numerical approach,

interarrival time and/or service time distributions of the positive customers are

assumed to have Constant Asymptotic Rate (CAR) when time t goes to infinity.

Whereas negative customer arrives to the system according to a Poisson pro-

cess. Expressions will also be derived analytically to find the stationary queue

length distribution for the M/M/1, M/CAR/1, GI/M/1 and CAR/CAR/1 queues

with negative customers. The stationary probabilities found from the alternative

and analytical approaches are used to find the waiting time distribution. Results

computed by both the proposed numerical and analytical methods are compared

and discussed. All the results will be verified by those obtained from the simu-

lation procedure.
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CHAPTER 1

INTRODUCTION

A queue is a social phenomenon that happens in our daily life which could

be found in diverse areas such as telecommunication, transportation, manufac-

turing, computing, network etc. Most people will encounter the displeasure of

waiting in the queue almost every day of their life. For example, waiting in a

traffic jam, customers waiting in a holding line and lining up in a bank or post

office waiting to be served. The main concern for a person who is waiting in the

queue is: “ How long do I have to wait?” or “ How many person to go before

my turn?”. This enigma can be answered by queueing theory through compre-

hensive mathematical modeling and analysis. Erlang (1909) is the pioneer who

applied the probability theory to solve telephone traffic problems. The term

”server” is used to represent operators and the required connecting time is the

service demanded by a user. The call duration between the operator and user is

the service time.

In earlier works done by Erlang and other researchers, the main motivation

for conducting research in the area of queueing theory was to solve the prob-

lem of congestion. Thereafter, more researchers devoted themselves to this field

and developed general models that are applicable to other queueing problems

such as server breakdown, repairable queue, queue with vacation, batch arrival

and so on. In this research, a queueing system with negative arrivals is consid-

ered. Negative arrivals were first proposed and applied by Gelenbe (1989) in the

neural network for traffic-rerouting. Gelenbe (1993a) then introduced the gener-

alized queueing networks (G-networks) which is the open networks of G-queue.



Queues with negative arrivals are also called as G-queue. In G-queue, Pos-

itive customers that arrive to the system will receive service while negative cus-

tomers will not receive service upon their arrivals but will remove one or more

positive customers according to some killing disciplines which will be discussed

in more detailed in the next chapter. Typically, there are three types of killing

discipline: removal of a positive customer at the head (RCH), removal of a pos-

itive customer at the end (RCE) and disaster model (DST) in which all positive

customers in the queue will be removed upon the arrival of a negative customer.

The importance of the studies on negative arrivals is to reduce the congested

condition compared to the one without the presence of it.

In this study, a continuous-time FCFS infinite single-server queueing sys-

tem with negative arrivals and RCH killing discipline is considered. A negative

customer is assumed to arrive to the system according to a Poison process with

rate γ. Both the interarrival time and service time distributions of a positive

customer are assumed to have a constant asymptotic rate as time t tends to in-

finity. The alternative approach was introduced by Koh (2013) and the constant

asymptotic rate is abbreviated as “ CAR ”. The resulting queue in this study can

be denoted as CAR/CAR/1 queue with negative arrivals or CAR/CAR/1 G-queue.

Many distributions such as exponential, Erlang, gamma, hyperexponential etc.

fulfill the characteristics of having an approximately constant hazard rate as time

t tends to infinity. The method will be first applied to solve the simplest M/M/1

G-queue and further extended to a queueing model in which both the interarrival

time and service time distributions follow CAR distribution.

1.1 Problem Statements

Queueing systems with negative customers were first applied in the continuous-

time model and studied extensively due to its wide applications in areas such as

2



neural networks, telecommunication systems, and manufacturing systems. It

was later discovered that discrete-time models are more relevant to describe

phenomena like digital computer network and communication systems. Hence,

in recent years, research G-queue is focused on the discrete-time models. For

continuous-time models, early work on G-queue assumed exponential distribu-

tion for both the interarrival time and service time. Harrison and Pitel (1996)

then relaxed the exponential assumption of service time distribution and de-

rived analytically the expressions to find the stationary queue length and sojourn

time distributions. While for the discrete-time models, performance analysis of

GI/G/1 G-queue had been studied by Zhou (2005). Queueing systems with gen-

eral distribution for interarrival time and service time are versatile and can be

applied to a larger class of models that reflect more real-life applications. How-

ever, based on the literature review for this study, no paper has been published

on the continuous-time GI/G/1 queue with negative customers due to its com-

plexity. Hence, one of the targets of this research is to study a queueing system

with negative arrivals that could be applied to a queueing system with more gen-

eral interarrival time and service time distributions. An alternative approach will

be used to derive a set of equations to find the stationary probabilities which will

be solved to obtain the stationary queue length and waiting time distributions.

All in all, the main targeted problem of this research is to obtain a queueing

model that is fairly general with the inclusion of negative customers. With the

aid of negative customers and fairly general distribution on both interarrival time

and service time, this model can mirror the actual behavior of arrivals and their

service in a queueing system. For example, customers may encounter service

incompletion and leave the system. And these reasons can be server breakdown,

customers choose to give up the service due to the long service time etc. Hence,

negative customers are important to represent those scenario in a queueing sys-

tem.

3



A simple figure and chart of the system model can be illustrated to show

the operation of the queueing system with negative customers. Figure 1.1 below

shows that the arrival of negative customers impact on the system only if there

is a service in process. The positive customer that is in the service may com-

plete its service or be removed by a negative arrival, whichever come first. In

order to show the impact of negative customer to the system, the average arrival

rate of the negative customers should be at least greater than the average service

rate so that the congested condition of the queue can be minimized. In other

word, if the average service rate is greater than the average arrival rate of the

negative customers, then the negative customers may not effectively reduce the

congested condition of a queue.

Figure 1.1: Operation of Queueing System with Negative Customers.

For example, when files are transferring from an environment to another

environment (service process), some of the file may not be transferred success-

fully due to corruption or is removed by the anti-virus program as infection is

detected. While other files then continue the transferring process until all the file

are moved. For queue in clinic, phone call to customer service, etc., the ordinary

4



customer are positive customers, the service process is given by the doctor or

the service provider. While the negative customer may represent customer who

leave the queue half way due to reasons such as too long waiting time, customer

are in rush to run out other errands, etc.

1.2 Objectives

There are 4 objectives in this research:

1. To analyze a single-server continuous-time queueing system with negative

customers in which the exponential assumption of both the interarrival

time and service time distributions are relaxed.

2. To apply the alternative method in finding the stationary queue length

distribution of G-queue.

3. To develop a new approach in finding the waiting time distribution of G-

queue.

4. To implement RCH killing discipline in different queueing model.

1.3 Contributions

The main contribution of this research is to find the basic performance mea-

sures for a single-server continuous-time CAR/CAR/1 G-queue which is fairly

close to the GI/G/1 queue that can be applied in more queueing problems. Be-

fore the exponential assumption of both the interarrival time and service time

distributions which are relaxed, the alternative numerical approach will first be

applied to an M/M/1 G-queue. It is proven mathematically that the station-

ary probabilities equations derived for the M/M/1 G-queue using the alternative

numerical approach can yield the same results as the one in Harrison and Pitel

(1993). The same approach is then extended to G-queue with positive customers
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interarrival time or service time has non-exponential distribution. Besides in-

troducing the alternative numerical approach, an equation will also be derived

analytically to find the stationary queue length distribution for the GI/M/1 G-

queue. The stationary probabilities that are found in all the models can be used

to find the waiting time distribution which is another new approach introduced

in this dissertation. Simulation algorithms are also explored to find the station-

ary queue length and waiting time distributions which will be used to verify all

the results obtained by both the numerical and analytical methods.

1.4 Dissertation Organization

The organization of this dissertation is as follows: Literature review is dis-

cussed in Chapter 2. An alternative approach in finding the stationary queue

length distribution of an M/M/1 G-queue is discussed in Chapter 3. In Chap-

ter 4, the exponential assumption of the service time distribution is relaxed and

the stationary queue length distribution is found. Chapter 5 presents both pro-

posed numerical method and analytical method in solving CAR/M/1 G-queue

and GI/M/1 G-queue respectively. The exponential assumption on the distribu-

tions for both the interarrival time and service time are relaxed in Chapter 6 and

the stationary queue length distribution is found. Chapter 7 presents the waiting

time distribution of CAR/CAR/1 G-queue. Numerical examples and analysis are

shown at the end of each chapters. Lastly, Chapter 8 summarizes the works that

are studied in this research and presents the future works that can be carried out.
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CHAPTER 2

LITERATURE REVIEW

Literature of queueing theory is first presented in Section 2.1. Then, queueing

theory with negative customers is discussed in Section 2.2. The definition and

examples of CAR distribution which is used in this research is shown in Section

2.3.

2.1 Queueing Theory

Since the introduction of Erlang’s work in solving the congestion problem

in telephone traffic, many researchers continue to extend his work and contribute

to this field. For example, Molina (1927) applied the probability theory to tele-

phone trunking problems by including “delayed basis”. Another example is Fry

(1928) who used probability theory in solving congestion problems and fluc-

tuation phenomena in physics. Thereafter, these publications have caught the

attention of other researchers to develop and refine the theory into a more com-

plicated model that could be applied in various sophisticated situations. For ex-

ample, Pollaczek (1934) started to investigate system behavior during a bounded

time interval due to the lack of adequacy for the equilibrium theory in plenty of

queueing phenomena. Then, he performed appreciable work to study the ana-

lytical behavior of queueing systems (Pollaczek, 1965). The complete bibliog-

raphy of queueing theory was primarily outlined by the fundamental research

of the 1950s and 1960s (Syski, 1960; Saaty, 1961; Saaty, 1966; Bhat, 1969).

In this dissertation, only some of the publications that created milestones in the

queueing theory research area are mentioned.
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Bailey (1954) provided a time-dependent solution for an M/M/1 queue,

where generating functions was used. On the other hand, Ledermann and Reuter

(1954) used spectral theory to find the differential equations for a simple birth

and death process. Then, the Laplace transform method was conjointly applied

to solve the queueing problem. For example, Chaudhry and Templeton (1983)

analyzed first bulk queue using Laplace transforms. It is noted that the use of this

technique in conjunction with generating functions has become one amongst the

known standard method in finding the solution to queueing systems.

Kendall (1953) introduced a notation which is known as Kendall’s notation

A/B/m to describe some of the basic elements of the queue. In this notation,

A and B indicate the interarrival time and service time distributions, respec-

tively. While m is the server number in the system. He initiated a probabilistic

approach to analyze queueing systems and provided a demonstration of obtain-

ing imbedded Markov chains in the queue length process of M/G/1 and GI/M/s

queues. Meanwhile, an integral equation for waiting time distribution in the

GI/G/1 queue was derived by Lindley (1952) where imbedded Markov chain is

involved. Kendall’s notation was then extended by Lee (1966) to A/B/m/Y/Z

where the new elements Y and Z are the system capacity and queueing disci-

pline respectively. However, Y and Z are usually omitted when the system has

infinite capacity and the queueing discipline is FCFS.

In the 1960s, due to the need for application of queueing theory in the in-

dustry, Bhat et al. (1979) studied the importance of approximations to analyze

queueing systems. During that time, most of the queueing models that were

deemed as appropriate in reflecting the real-life phenomena had been studied

and many publications focus on the analysis of different queueing models. Not

many new methodologies were introduced to solve the queueing problem. How-

ever, with the advanced development in computer technology has aided in in-
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corporating the application of queueing theory into the industry.

Since the introduction of queueing theory, queueing theory has been applied

widely in industry since its introduction. In 1977, queueing theory is applied in

health care industry to solve the problems of neuronal circuitry. We may refer

to Ward and Rubin (1977) where they applied a models for neurons and neuron-

pair networks to spike-train data from the hippocampus of a rabbit. On the other

hand, Moss (1987) used the concept of queueing theory to find the relationship

among staff numbers, the process of prescription dispensing and the waiting

time of outpatient. Lately, there is a study conducted by Haghighnejad et al.

(2016) in Iran that applied queueing theory to investigate the waiting time in the

emergency department. More literature review about application of queueing

theory in health care can be found in Lakshmi and Iyer (2013).

The use of queueing theory in inventory system started by Fabens (1961)

where his study is based on semi-Markov process and can be widely used to va-

riety of models in both continuous and discrete time. The purposes of applying

this theory into this field are to analyze the value of centralized inventory infor-

mation, modeling for perishable inventory, inventory management, multi-stage

production and so on which can be found in (Zheng and Zipkin, 1990; Schwarz,

Sauer, Daduna, Kulik and Szekli, 2006; Graves, 1982; Schwarz and Daduna,

2006; Goyal and Gunasekaran, 1990)

In fact, queueing theory can be applied in diverse areas especially in the

rapidly emerging and growing computer and communication field (Coffman and

Hofri, 1986; Tamir and Frazier, 1992; Alfa, 2010). Other than that, it is also

widely used in the manufacturing system where Palm (1947) and Benson and

Cox (1951) laid the foundation to analyze manufacturing systems problem using

queueing theory. The reader can refer to Papadopoulos and Heavey (1996) and
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Altiok (2012) for some queueing theory applications in production and manu-

facturing system. For computing network, see (Buzen, 1973; Karol et al., 1987;

Bolch et al., 2006). To learn more about the application of queueing theory, the

reader can refer to Newell (2013).

2.2 Queue with Negative Customers

As a pioneer in introducing the queueing system with negative customers

(G-queue), Gelenbe (1991) showed that an M/M/1 open queueing network has

a product form solution. Gelenbe et al. (1991) then investigated a different type

of killing strategy where a positive customer is removed from the tail of a queue.

They provided necessary conditions for achieving stability of single-server G-

queues. Another killing strategy considered by Gelenbe (1993b) is the batch re-

moval by a negative customer. After Gelenbe’s works were presented (Gelenbe,

1993a; Gelenbe, 1993c; Gelenbe, 1994), numerous studies related to negative

customers were published. Most of these papers can be found in the bibliogra-

phy of Do (2011).

Harrison and Pitel (1993) applied Laplace transform method to obtain the

sojourn time distribution of an M/M/1 queue in which negative arrivals form a

Poisson process. They also analyzed and compared basic performance measures

for queueing systems with different queueing disciplines and killing strategies.

In 1995, Harrison and Pitel used Laplace transform of to obtain the response

time distribution in a tandem pair of two normal M/M/1 queues. They (Harrison

and Pitel, 1996) then provided the stability conditions and derived the stationary

queue length distribution for the M/G/1 G-queue. In the same year, there were

a few publications related to an M/G/1 G-queue. For instance, Jain and Sigma

(1996) derived a Pollaczek-Khintchine expression for an M/G/1 queues with

disasters (DST). While Bayer and Boxma (1996) conducted Wiener-Hopf anal-
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ysis for an M/G/1 queue in which positive customers are allowed to be killed

only at the end of the service. Boucherie and Boxma (1996) also studied a work

removal in an M/G/1 queue with negative customers and concluded that the

workload distribution of this model is the same as the waiting time distribution

of a GI/G/1 queue without negative customers.

Similar to Harrison and Pitel (1993), Shin (1998) studied multi-server G-

queue where the Laplace transform of the sojourn time distributions for queues

with various combination of killing strategies and queueing disciplines are ob-

tained. However, they remained the exponential assumption of the service time

distribution. Dudin and Nishimura (1999) analyzed the queue length and wait-

ing time distributions for a more complicated queueing model in which Marko-

vian arrival input of disasters is considered. The model was further extended

by Dudin and Karolik (2001) where they investigated non-instantaneous recov-

ery in which variants of inflow and outflow of customers during the recovery

are considered. Then, Gelenbe’s original concept was generalized by Zhu and

Zhang (2004) where positive and negative customers may cancel out each other.

In the same year, Li and Zhao (2004) extended Gelenbe original model to a

queueing system with Markovian arrival input for both the positive and negative

arrivals.

Some researchers considered general interarrival time instead of general

service time distribution. For example, Yang and Chae (2001) investigated a

GI/M/1 queue with negative arrivals that kill a customer at the end (RCE) and

DST killing strategies. While the study of the stability condition of the embed-

ded Markov chain in a GI/M/1 G-queue is done by Abbas and Assani (2010).

Recently, an analysis on a GI/M/1 queue associated with a multi-phase service

environment and disasters is studied by Jiang and Liu (2017). They obtained

the cycle analysis, the sojourn time distribution and the stationary queue length
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distribution for this queueing model.

On the other hand, there were researchers studied the behavior of negative

customers. For instance, Artalejo (2000) considered a G-queue where a ran-

dom amount of work could be removed from the queue by negative customers.

A clearing model for M/G/1 queues is also studied by Boxma et al. (2001) who

considered DST that instantly remove the entire residual workload from the sys-

tem. Zhu (2003) discussed a queueing model where negative arrivals may re-

ceive service. Liu and Wu (2009) considered a G-queue with vacation where the

arrivals process of negative customer is Markovian arrival process (MAP ). The

author applied the matrix-analytic approach that is different from the proposed

method in this dissertation. In this paper, the service behavior of the arriving

customer is preemptive resume in which some customers are prioritized to re-

ceive the service from the server. On the other hand, Wang et al. (2013) studied

a discrete-time queue where the positive customers and negative customers are

correlated and applied this behavior together with RCH and DST killing princi-

ples.

Starting from the early of 21st century, discrete-time queues with negative

customers has caught the attention of the researchers since it is more appro-

priate to be applied in the digital computer and communication systems. For

instance, Atencia and Moreno (2004) studied a discrete-time G-queue with geo-

metrically distributed interarrival time and service time where negative arrivals

were used to represent virus in the computer system. A more complicated and

complex discrete-time queueing system with negative customers is studied by

Zhou (2005) in which both the service time and interarrival time have general

discrete-time distribution. Other discrete-time queues that are related to nega-

tive arrivals can be seen in Tian and Zhang, 2002; Park et al., 2009; Atencia and

Moreno, 2006; Li and Tian, 2007; Lee and Kim, 2014.
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Meanwhile, continuous-time G-queues are further extended with different

features. Kumar et al. (2006) generalized M/G/1 feedback G-queue. In this

model, the server does not give service to any customer until the queue length

hits a certain number and service is provided exhaustively thereafter. Their

model was extended by Liu et al. (2009) to retrial G-queue and other features

such as server breakdowns and repairs were included into the model. Wu and

Lian (2013a) then considered G-queue with priority and unreliable server under

Bernoulli vacation where negative arrivals indicate the breakdown at the busy

server. In the same year, Wu and Lian (2013b) considered two classes of posi-

tive arrivals together with negative customers that caused server breakdown and

killed a customer by interrupting the service process. Do et al. (2014) studied

an M/M/1 retrial G-queue in which the server may undergo a working vaca-

tion that has exponential distribution while negative arrivals will eliminate a

group of positive arrivals randomly from the orbit. While Zhang and Liu (2015)

take into consideration vacation interruption for the same model in which lower

service rate is given to positive customers during vacation. There is also a re-

trial M/G/1 G-queue with non-persistent customers studied by Gao and Wang

(2014) where non-persistent customers are defined as impatient customers who

wait in the queue. This is an important feature that can represent a lot of real-life

application like impatient behaviors of patients in hospital emergency room and

impatient call-in customer for service.

From all the studies above, it can be seen that negative customers are widely

used in various queueing systems. It can act as an inhibitory signal in the neural

network, a virus that deletes the certain database or to represent server break-

down in the manufacturing industry. A negative customer is also an important

feature to be used in emergency navigation algorithm during evacuation (Bi,

2016). It gives re-routing decisions by considering various classes of positive
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customers (evacuee) who might be panic during an emergency. While in the in-

ventory system, negative customers represent demand that opts for another store

(Soujanya, 2015).

Recently, an M/G/1 retrial queue with negative customers is studied by

Li and Zhang (2017) who considered general retrial times and working break-

downs. They obtained the necessary condition for the system stability. Negative

arrivals are also researched by Fourneau and Gelenbe (2017) in queueing sys-

tem together with a new type of customer called “Adders” that acts as a load

regulator by changing the queue length at the service center that it visits. In-

stead of just study the basic performance measures, researchers like Sun and

Wang (2018) studied the optimal joining strategies using a common-reward-

cost structure. Although the authors considered on an M /M /1 G-queue, there

are still a lot of work done that have been published and yet need to be included

into current dissertation and project. The authors research direction are more

on joining strategies instead of alternative method in solving a queueing sys-

tem. All the above studies show that queueing system with negative customers

is worth to be investigated.

2.3 Constant Asymptotic Rate Distribution (CAR)

Let r(t) be the hazard rate functions of a distribution. If r(t) tends to a

constant when t goes to infinity, the distribution is known to have a constant

asymptotic rate CAR. Denote t = ta as a particular point in the time axis when

the hazard rate starts to converge to an approximately constant value. Figures

2.1 and 2.2 show the examples of which the continuous-time distributions have

CAR. Whereas Figures 2.3 and 2.4 are the examples of discrete-time distribu-

tions with CAR characteristics.
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Figure 2.1: The Hazard Rate Functions of Gamma Distribution with
Different Shape (κ) and Scale (θ) Parameters .

Figure 2.2: The Hazard Rate Functions of Hyperexponential Distribution
with Different Combinations of Several Exponential Distributions.

From Figures 2.1 and 2.2, it can be observed that the hazard rate is converg-

ing to an approximately constant value at the time of point t = 3 or t = 4.
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Figure 2.3: The Hazard Rate Functions of Negative Binomial Distribution
with Different Success and Probability Parameters.

Figure 2.4: The Hazard Rate Functions of Binomial Distribution with
Different Trial and Probability Parameters.
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For discrete-time distribution, the point at which the hazard rate function

r(k) tend to a constant value depends on the number of trials or successes, k.

As it can be observed from Figure 2.3, the hazard rate tends to a constant value

when the number of trials increases. However, for the binomial distributions in

Figure 2.4, the convergence occurs for r(k) → 0 when k → 0. Nonetheless,

the requirement of the CAR distribution are fulfilled for both the discrete-time

distributions.

Mathematically, the hazard rate function, r(t), can be shown to have a con-

stant value when t→∞. Consider the an Erlang-k distribution with rate λ:

lim
t→∞

r(t) = lim
t→∞

λktk−1e−λt

(k − 1)!
k−1∑
n=0

(λt)n

n!

=
λk

(k − 1)!
lim
t→∞

tk−1

1 + λt+
(λt)2

2!
+ · · ·+ (λt)k−1

(k − 1)!

=
λk

(k − 1)!
lim
t→∞

1

1

tk−1
+

λ

tk−2
+

λ2

2!tk−3
+ · · ·+ λk−1

(k − 1)!

=
λk

(k − 1)!

(
(k − 1)!

λk−1

)
= λ (2.1)

Derivation in Equation (2.1) shows that the hazard rate function of Erlang-k

distribution is equal to a constant rate λ when t goes to infinity. Since Erlang-

k distribution is a special case of gamma distribution, the result obtained in

Equation (2.1) can be agreed with the red line shows in Figure 2.1 where the κ

is 2 and λ is 1/θ. Next, consider a geometric distribution with parameter, p, then
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the hazard rate function of this distribution for all k is found to be:

r(k) =
(1− p)kp

1−
k∑

n=0

(1− p)np

=
(1− p)kp

1− p− (1− p)p− (1− p)2p− · · · − (1− p)kp

=
(1− p)kp
(1− p)k+1

=
p

1− p
(2.2)

From Figures 2.1 to 2.4 as well as the Equations (2.1) and (2.2), it has

been easily shown how a distribution fulfills the requirement of CAR. It will

be presented in the next few chapters on how to find the basic performance

measures for a queueing system with the interarrival time and/or service time

that has a CAR distribution.
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CHAPTER 3

STATIONARY QUEUE LENGTH DISTRIBUTION OF M/M/1

G-QUEUE USING RCH REMOVING DISCIPLINE

In this chapter, the alternative approach is applied in obtaining the stationary

queue length distribution of a single-server infinite capacity M/M/1 queue with

the arrival of negative customers that kill or eliminate the first customer in the

queue if any (RCH). A set of equations for the stationary probabilities is derived

in Section 3.1 and it is subsequently proven and solved in Section 3.2 using

generating function method.

3.1 Derivation of Equations for Stationary Probabilities

In this chapter, the overview of the model can be represented in the follow-

ing operation diagram, Fig 3.1.

Figure 3.1: Operation of M/M/1 Queue with Negative Customers.
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3.1.1 Transition Probabilities and Events

The time-axis is first segmented into equal size of intervals with the length

of each interval is ∆t. A small value of ∆t will be chosen such that ∆t ≈ 0 and

the kth interval is denoted as τk:

τk = ((k − 1)∆t, k∆t), where k = 1, 2, 3, ... (3.1)

The interarrival and service time of positive customers are both assumed

to be exponentially distributed with rate λ and µ respectively. The negative

customers arrive to the system according to a Poisson process with the rate γ.

Supposed that the probability density function (PDF), survival function (SF)

and hazard rate function of the interarrival time of positive customers are f(t)

= λe−λt, F̄ (t) = e−λt and λk respectively. By definition of the hazard rate

function, the following is obtained:

λk =
f(k∆t)

F̄ (k∆t)
=
λe−λk∆t1

e−λk∆t1
= λ,where k = 1, 2, 3, ... (3.2)

As we can see from Equation (3.2), due to the memoryless property, the

hazard rate function for any random variable that follows exponential distribu-

tion is a constant which is the reciprocal of its mean regardless of the point of

the time. Similarly, let the hazard rate functions for the service time of the posi-

tive customers and the interarrival time of the negative customers in the interval

τk be µk and γk respectively. Both rates can be expressed individually as

µk = µ, γk = γ,where k = 1, 2, 3, . . . (3.3)
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Since all the hazard rate functions are constant, the following definitions are

given,

λ∆t : the probability that a positive customer arrives in an interval.

γ∆t : the probability that a negative customer arrives in an interval.

µ∆t : the probability that a service is completed in an interval.

These expressions are also the transition probabilities from states to states and

applied in the derivation of the stationary probabilities equations.

Since ∆t is set to be a small value, only one of the following event could

take place in each of the interval τk, for k = 1, 2, 3, . . . .

1. A positive customer arrives to the system.

2. A negative customer arrives to the system and eliminates a positive cus-

tomer from the head of the queue if any.

3. There is a service completion occurs and a positive customer leave the

system if the system is not empty.

4. None of the above events occurs.

3.1.2 State Spaces

Next, let τ0 be the interval before τ1 and assume that there is a positive

arrival in τ0. The state spaces of the positive arrival process, negative arrival

process and service process at the end of the interval τk,where k = 1, 2, 3, . . .

are denoted as Λk, Γk and Mk, respectively. These state spaces are defined as
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follows:

Λk =


0, if τk = τ0; or

a positive customer arrives in τk, k ≥ 1.

1, if no positive customer arrives in τk, k ≥ 1.

(3.4)

Γk =


0, if τk = τ0; or

no negative customer arrives in τk, k ≥ 1.

1, if a negative customer arrives in τk, k ≥ 1.

(3.5)

Mk =



0, if there is no customer in the system; or

a service completeion occurs in τk, k ≥ 1; or

a negative customer arrives in τk, k ≥ 1;

1, if no service completion occurs in τk, k ≥ 1.

(3.6)

Let nk be the number of positive customers in the system at the end of the

interval τk and the state vector Zk = {nk,Λk,Γk,Mk} denotes the queue length,

the states of the positive arrival process, the state of the negative arrival process

and the state of the service process at the end of the interval τk.

Suppose that at the end of the interval τk−1, the queue is not empty where

nk ≥ 1, the positive arrival process is in state 1 where no positive customer ar-

rives in interval τk−1, the negative arrival process is in state 0 where no negative

customer arrives in interval τk−1 as well and the state of the service process is 1

where no service completion occurs in the interval τk−1. Hence, the state vector
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at the end of the interval τk−1 is Zk−1 = {nk, 1, 0, 1}. Then, the possible state

vectors Zk at the end of the interval τk are given as follows by considering the

events that could possibly take place in the interval.

1. A positive customer arrives to the system and Zk = {nk + 1, 0, 0, 1}.

2. A negative customer arrives to the system and Zk = {nk − 1, 1, 1, 0}.

3. A service completion occurs in the system and Zk = {nk − 1, 1, 0, 0}.

4. None of the above events occurs and Zk = {nk, 1, 0, 1}.

However, if the queue is empty where service is not available and nk = 0,

given the state vector is Zk−1 = {0, 1, 1, 0} at the end of the interval τk−1, then

the possible state vector Zk formed at the end of the interval τk are listed as

follows:

1. A positive customer arrives to the system and Zk = {1, 0, 0, 1}.

2. A negative customer arrives to the system and Zk = {0, 1, 1, 0}.

3. None of the above events occurs and Zk = {0, 1, 0, 0}.

3.1.3 Stationary Probabilities

In long run, stationary probabilities can be obtained when the system is in

an equilibrium state and if the system utilization is less than 1. Let p(k)
nirj be the

probability that obtained at the end of the interval τk, where n is the number

of positive customers in the system when the positive arrival process, negative

arrival process and service process are in state i, r and j respectively. Then the

stationary probability with states n, i, r and j is denoted as pnirj and found by

lim
k→∞

p
(k)
nirj = pnirj. (3.7)
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Suppose the state vector at the end of the interval τ0 is Z0 = {1, 1, 0, 0},

then the probability obtained at the end of the interval τ0 is written as p(0)
1100. A

sample of equations are derived as follow:

1. A positive customer arrives to the system, p(1)
2001 = p

(0)
1100(λ∆t).

2. A negative customer arrives to the system, p(1)
0110 = p

(0)
1100(γ∆t).

3. A service completion occurs in the system, p(1)
0100 = p

(0)
1100(µ∆t).

4. None of the above events occurs, p(1)
1101 = p

(0)
1100(1− λ∆t− γ∆t− µ∆t)

However, assuming the state vector at the end of the interval τ0 is Z0 =

{0, 1, 0, 0} where the queue is empty, a sample of equations are written as fol-

low:

1. A positive customer arrives to the system, p(1)
1001 = p

(0)
0100(λ∆t).

2. A negative customer arrives to the system, p(1)
0110 = p

(0)
0100(γ∆t).

3. None of the above events occurs, p(1)
0100 = p

(0)
0100(1− λ∆t− γ∆t)

By using the similar transition and iteration as shown in above samples, the

complete relationship of state nirj can be represented in a transition diagram as

shown in Fig 3.2 where the color of the arrow indicates their transition probabil-

ities. In general, there are total of four outgoing transition probabilities in each

state nirj.

Positive arrival, Red→ : λ∆t

Negative arrival, Blue→ : γ∆t

Service Completion, Green→ : µ∆t

Nothing happen when n = 0, Orange→ : 1− λ∆t− γ∆t

Nothing happen when n ≥ 1, Black→ : 1− λ∆t− γ∆t− µ∆t
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Figure 3.2: A Markov Chain of M/M/1 Queue with Negative Customers.

Then, by observing the relationship in the Markov chain above, a set of

stationary probabilities can be derived and generalized as follows when k →∞.

To further simplify the equations, let pn∗∗∗ = pn001 + pn100 + pn101 + pn110.

n = 0, pn100
∼= p(n+1)∗∗∗(µ∆t) + (pn100 + pn110)(1− λ∆t

−γ∆t) (3.8)

n = 0, pn110
∼= (p(n+1)∗∗∗ + pn100 + pn110)(γ∆t) (3.9)

n = 1, pn001
∼= (p(n−1)100 + p(n−1)110)(λ∆t) (3.10)

n ≥ 1, pn100
∼= p(n+1)∗∗∗(µ∆t) (3.11)

n ≥ 1, pn101
∼= pn∗∗∗(1− λ∆t− γ∆t− µ∆t) (3.12)

n ≥ 1, pn110
∼= p(n+1)∗∗∗(γ∆t) (3.13)

n ≥ 2, pn001
∼= p(n−1)∗∗∗(λ∆t) (3.14)
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3.2 Stationary Queue Length Distribution

Equation (3.8) to (3.14) are solved to obtain the stationary queue length dis-

tribution. A probability generating function method P (z) =
∞∑
n=0

pnz
n where z

is complex with |z| ≤ 1 is used to solve these equations. In the following, the

proof that the set of equations derived has a closed form expression same as the

analytic method in Harrison and Pitel (1993) is shown.

Let p0 = p0100 + p0110 and pn= pn001 + pn100 + pn101 + pn110 for n ≥ 1

where pn001, pn100, pn101 and pn110 are the left-hand side (LHS) components of

Equations (3.10) to (3.14). Then, summing up Equations (3.8) and (3.9) obtains

p0 = p1(µ∆t) + p0(1− λ∆t− γ∆t) + (p1 + p0)(γ∆t)

and rearranging the equation yields

p1 = p0
λ∆t

µ∆t+ γ∆t
= p0

λ

µ+ γ
(3.15)

By comparing Equation (3.15) to the results obtained in Harrison and Pitel

(1993), it is now shown that Equations (3.8) and (3.9) can yield the following

conclusions.

ρ =
λ

µ+ γ
(3.16)

p1 = p0ρ (3.17)

where ρ is the traffic intensity or utilization factor of this queueing model and it

has to be less than 1 to fulfill the stability condition.
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Next, for n ≥ 1, Equations (3.10) to (3.14) can be rewritten as follows:

pn100 = pn+1(µ∆t)

pn101 = pn(1− λ∆t− γ∆t− µ∆t)

pn110 = pn+1(γ∆t)

pn001 = pn−1(λ∆t)

Summing up the above equations will get

pn+1 = pn(1 + ρ)− pn−1ρ, n ≥ 1. (3.18)

Then, multiplying zn into both side of Equation (3.18) obtains

znpn+1 = znpn(1 + ρ)− znpn−1ρ

zn+1pn+1z
−1 = znpn(1 + ρ)− zn−1pn−1ρz

By taking the sum from n = 1 to∞ on the above equation yields

z−1

∞∑
n=1

zn+1pn+1 = (1 + ρ)
∞∑
n=1

znpn − ρz
∞∑
n=1

zn−1pn−1

where the summation terms can be rewritten in term of the probability generat-

ing function P (z) =
∞∑
n=0

pnz
n.

∞∑
n=1

zn+1pn+1 = P (z)− p0 − p1z

∞∑
n=1

znpn = P (z)− p0

∞∑
n=1

zn−1pn−1 = P (z)
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Then,

z−1[P (z)− p0 − p1z] = (1 + ρ)[P (z)− p0]− ρzP (z)

where from Equation (3.17), p1 = p0ρ. Hence,

z−1[P (z)− p0 − p0ρz] = (1 + ρ)[P (z)− p0]− ρzP (z)

z−1P (z)− (1 + ρ)P (z) + ρzP (z) = z−1(p0 + p0ρz)− (1 + ρ)p0

(ρz + z−1 − 1− ρ)P (z) = (z−1 + ρ− 1− ρ)p0

P (z) =
1− z

z2ρ+ 1− z − zρ
p0

P (z) =
p0

1− zρ
(3.19)

By letting z = 1, P (1) = 1 where the sum of pn for n ≥ 0 must be equal to 1.

Then,

1 =
p0

1− ρ

p0 = 1− ρ (3.20)

In general, the following expression can be obtained by substituting Equation

(3.20) into Equation (3.19).

P (z) =
∞∑
n=0

(1− ρ)ρnzn (3.21)

where the coefficient in front of zn is pn, so

pn = (1− ρ)ρn, ρ < 1 (3.22)

Hence, the set of stationary probabilities equations that had been derived

in Section 3.1 using alternative approach is proven to have the same expres-

sion (Equation (3.22)) as the one in Harrison and Pitel (1993) regardless of the
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value of ∆t. This also concludes that the measure of effectiveness such as mean

sojourn time, E(Ws), of this model can be obtained by simply replacing the ser-

vice rate in an ordinary M/M/1 queue without negative customers with the sum

of service rate and arrival rate of negative customers, µ+ γ. For instance,

E(Ws) =
ρ

λ(1− ρ)
=

1

µ+ γ − λ
, ρ < 1 (3.23)

which have been verified in Harrison and Pitel (1993) as well.

As a result from Equation (3.22), the mean queue length E(N) and mean

waiting time E(W ) can be obtained as shown in Equations (3.24) and (3.25):

E(N) =
∞∑
n=0

npn

=
ρ

1− ρ
, ρ < 1

=
λ

µ+ γ − λ
(3.24)

By Little’s formulas, E(N) = λE(W ), then

E(W ) =
E(N)

λ

=
1

µ+ γ − λ
(3.25)

Once again, Equation (3.25) is proved to have the same expression as the mean

waiting time equation obtained in Harrison and Pitel (1993).

In the next chapter, this alternative approach will be extended to a queueing

model with non-exponential service time.
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CHAPTER 4

STATIONARY QUEUE LENGTH DISTRIBUTION OF M/CAR/1

G-QUEUE USING RCH REMOVING DISCIPLINE

The alternative approach discussed in Chapter 3 to obtain the stationary queue

length distribution is extended to an M/CAR/1 queue. The same removal disci-

pline RCH is considered. Section 4.1 shows the derivation of a set of equations

for stationary probabilities and the equations is solved in Section 4.2 using ma-

trix iterative method and the extrapolation method introduced in Section 4.3.

Lastly, a numerical example is presented in Section 4.4 and compared to the

results obtained by the existing method and simulation procedure in Appendix

A.

4.1 Derivation of Equations for Stationary Probabilities

4.1.1 Transition Probabilities and Events

In this model, all the assumptions are the same as those made in Chapter 3

except that the service time of positive customers is assumed to have Constant

Asymptotic Rate (CAR) Distribution that is mentioned in Chapter 2.

Initially, the time-axis is segmented as Equation (3.1) into equal length of

interval with duration ∆t. Next, let g(t) be the probability density function

(PDF) and Ḡ(t) be the survival function (SF) of the service time. Then, the

hazard rate function µk in each small interval, τk is expressed as

µk =
g(k∆t)

Ḡ(k∆t)
, 1 ≤ k ≤ J (4.1)
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where J is an integer that is large enough such that

µJ ' lim
k→∞

µk. (4.2)

J can be calculated as

J =
ts
∆t

(4.3)

where ts is interpreted as the time point where the hazard rate starts to converge

as shown in the figure below.

Figure 4.1: A Hazard Rate Function Graph for Gamma Distribution.

Since the interarrival time of both positive customers and negative cus-

tomers are exponentially distributed, then the hazard rate functions are constants

as shown in Section 3.1.1. Let λ and γ be the rate of these interarrival times re-

spectively, the transition probabilities can be interpreted as follows:

31



λ∆t : the probability that a positive customer arrives in an interval.

γ∆t : the probability that a negative customer arrives in an interval.

µk∆t : the conditional probability that a service is completed in the interval

τk given that there is no service completion in τ1, τ2, · · · , τk−1.

4.1.2 State Spaces

In this model, the notations are defined for the state spaces of the positive

arrival process and the negative arrival process are the same as Equations (3.4)

and (3.5). Suppose that a service completion or a negative arrival occur in τ0,

then the state space of the service process, Mk is defined as follows:

Mk =



0, if there is no customer in the system; or

a service completion occurs in τk, k ≥ 1; or

a negative customer arrives in τk, k ≥ 1;

min(k, J), if the next service completion does not occurs

in τk, k ≥ 1.

(4.4)

Using the same notation for the state vector, Zk = {nk,Λk,Γk,Mk} which

has been defined in Chapter 3, assuming that at the end of the interval τk−1, the

queue length is nk ≥ 1, the state of the positive arrival process is 1, the negative

arrival process is in state 0 and the state of the service process is j − 1. The

state vector at the end of the interval τk−1 is Zk−1 = {nk−1, 1, 0, j − 1}. Let

j∗ = min(j, J), possible state vector, Zk, that could be obtained at the end of

the interval τk are:
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1. A positive customer arrives to the system and Zk = {nk + 1, 0, 0, j∗}.

2. A negative customer arrives to the system and Zk = {nk − 1, 1, 1, 0}.

3. A service completion occurs in the system and Zk = {nk − 1, 1, 0, 0}.

4. None of the above events occurs and Zk = {nk, 1, 0, j∗}.

When the queue is empty at the end of of the interval τk−1, nk−1 = 0, the

state vector is Zk−1 = {0, 1, 1, 0}. The following are the possible state vector

Zk at the end of the next interval τk.

1. A positive customer arrives to the system and Zk = {1, 0, 0, j∗}.

2. A negative customer arrives to the system and Zk = {0, 1, 1, 0}.

3. None of the above events occurs and Zk = {0, 1, 0, 0}.

Once a positive customer arrive to the system, it starts the service immediately

if the queue is empty upon its arrival. Hence, the state of the service process at

the end of that particular interval is j∗ = min(1, J).

4.1.3 Stationary Probabilities

The probabilities p(k)
nirj can be obtained using the method similar to Section

3.1.3. For example, if the state vector at the end of the interval τ3 is Z3 =

{1, 1, 0, j−1} with the probability p(3)
110(j−1), then the following equations could

be obtained at the end of the interval τ4.

1. A positive customer arrives to the system, p(4)
200j∗ = p

(3)
110(j−1)(λ∆t).

2. A negative customer arrives to the system, p(4)
0110 = p

(3)
110(j−1)(γ∆t).

3. A completion of service occurs in the system, p(4)
0100 = p

(3)
110(j−1)(µj∆t).

4. None of the above events occurs, p(4)
110j∗ = p

(3)
110(j−1)(1−λ∆t−γ∆t−µj∆t)
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When k →∞, the set of equations to find the stationary probabilities, pnirj

is obtained as follows:

n = 0, pn100
∼= (pn100 + pn110)(1− λ∆t− γ∆t) + p(n+1)110µ1∆t

+ p(n+1)001µ2∆t+
J∑
j=0

p(n+1)10jµmin(j+1,J)∆t (4.5)

n = 0, pn110
∼= (pn100 + pn110 + p(n+1)110 + p(n+1)001)γ∆t

+
J∑
j=0

p(n+1)10jγ∆t (4.6)

n = 1, pn102
∼= (pn001 + pn101)(1− λ∆t− γ∆t− µ2∆t) (4.7)

n = 1, pn10j
∼= pn10(j−1)(1− λ∆t− γ∆t− µj∆t),

for 3 ≤ j ≤ J − 1 (4.8)

n = 1, pn10J
∼= (pn10(J−1) + pn10J)(1− λ∆t− γ∆t− µJ∆t) (4.9)

n ≥ 1, pn001
∼= (p(n−1)100 + p(n−1)110)λ∆t (4.10)

n ≥ 1, pn100
∼= p(n+1)110(µ1∆t) +

J∑
j=1

p(n+1)00jµmin(j+1,J)∆t

+
J∑
j=0

p(n+1)10jµmin(j+1,J)∆t (4.11)

n ≥ 1, pn101
∼= (pn100 + pn110)(1− λ∆t− γ∆t− µ1∆t) (4.12)

n ≥ 1, pn110
∼= p(n+1)110γ∆t+

J∑
j=1

p(n+1)00jγ∆t

+
J∑
j=0

p(n+1)10jγ∆t (4.13)

n = 2, pn002
∼= (p(n−1)001 + p(n−1)101)λ∆t (4.14)

n = 2, pn00j
∼= p(n−1)10(j−1)λ∆t, for 3 ≤ j ≤ J − 1 (4.15)

n = 2, pn00J
∼= (p(n−1)10(J−1) + p(n−1)10J)λ∆t (4.16)

n ≥ 2, pn10j
∼= (pn00(j−1) + pn10(j−1))(1− λ∆t− γ∆t− µj∆t),

for 2 ≤ j ≤ J − 1 (4.17)

n ≥ 2, pn10J
∼= (pn00(J−1) + pn00J + pn10(J−1) + pn10J)(1− λ∆t− γ∆t

−µJ∆t) (4.18)
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n ≥ 3, pn00j
∼= (p(n−1)00(j−1) + p(n−1)10(j−1))λ∆t,

for 2 ≤ j ≤ J − 1 (4.19)

n ≥ 3, pn00J
∼= (p(n−1)00(J−1) + p(n−1)00J + p(n−1)10(J−1)

+p(n−1)10J)λ∆t (4.20)

4.2 Stationary Queue Length Distribution

In previous chapter, the M/M/1 queueing model was solved using generat-

ing function method. However, this method is not applicable to solve the set

of equations that is derived in Section 4.1.3 for an M/CAR/1 queueing model.

Hence, a matrix recursive method is used to solve this system of equations.

To solve the set of Equations (4.5) to (4.18), the following notations are first

introduced:

P∗n : Column vector that contains all the stationary probabilities of size n.

Qn,m : Coefficient matrix that relates P∗m to P∗n.

In : Ientity matrix of the same size as the number of columns for P∗n

When n = 1, Equation (4.7) to (4.13) can be represented in the matrix form

as follows:

P∗1 = Q1,0P
∗
0 + Q1,1P

∗
1 + Q1,2P

∗
2 (4.21)

By simple matrix operations, P∗1 in (4.21) can be obtained in term of P∗0 and P∗2

and simplified to the following:
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(I1 −Q1,1)P∗1 = Q1,0P
∗
0 + Q1,2P

∗
2

P∗1 = Qs
1,0P

∗
0 + Qs

1,2P
∗
2 (4.22)

where Qs
n,m is the coefficient matrix that relates P∗m to P∗n which is obtained

after performing some matrix operations that involves matrix inversion and In.

When n = 2, Equations (4.10) to (4.18) can be expressed as follows:

P∗2 = Q2,1P
∗
1 + Q2,2P

∗
2 + Q2,3P

∗
3 (4.23)

By substituting P∗1 in Equation (4.22) into Equation (4.23) and solve for P∗2 in

term of P∗0 and P∗3, the following system of equations in the matrix form can be

obtained.

P∗2 = Q2,1(Qs
1,0P

∗
0 + Qs

1,2P
∗
2) + Q2,2P

∗
2 + Q2,3P

∗
3

(I2 −Q2,1Q
s
1,2 −Q2,2)P∗2 = Q2,1Q

s
1,0P

∗
0 + Q2,3P

∗
3

P∗2 = Qs
2,0P

∗
0 + Qs

2,3P
∗
3 (4.24)

For n ≥ 3, a general form of expression can be obtained from Equations

(4.10) to (4.13) and (4.17) to (4.20) and presented as:

P∗n = Qn,n−1P
∗
n−1 + Qn,nP

∗
n + Qn,n+1P

∗
n+1 (4.25)

The same computation in getting Equation (4.24) is performed iteratively to

obtain the following matrix equation for n ≥ 3:

P∗n = Qs
n,0P

∗
0 + Qs

n,n+1P
∗
n+1 (4.26)
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Then, let N+1 be an integer that is large enough such that all the stationary

probabilities with size N + 1 are approximate to zero, p(N+1)irj
∼= 0 or P∗N+1 =

0. With this assumption, Equation (4.26) can be simplified to:

P∗N = Qs
N,0P

∗
0 (4.27)

Next, a backward iterative procedure is performed by substituting Equation

(4.27) into (4.26) for n = N − 1 and yields the expressions:

P∗N−1 = Qs
N−1,0P

∗
0 + Qs

N−1,NP∗N

= Qs
N−1,0P

∗
0 + Qs

N−1,NQs
N,0P

∗
0

= Qf
N,0P

∗
0 (4.28)

where Qf
n,0 is another coefficient matrix that relates P∗0 to P∗n. Then, for n =

N − 2, N − 3, · · · , 1, the following general expression can be obtained.

P∗n = Qf
n,0P

∗
0 (4.29)

When n = 0, Equation (4.5) and (4.6) can be written as

P∗0 = Qs
0,0P

∗
0 + Qs

0,1P
∗
1 (4.30)

Letting n = 1 in Equation (4.29) and substituting into Equation (4.30) yields

P∗0 = Qf
n,0P

∗
0 (4.31)

Since the sum total of the all the probabilities is always 1, the following is

obtained.

N∑
n=0

∑
i

∑
r

∑
j

pnirj ∼= 1 (4.32)
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An inspection on the system of equations in (4.31) reveals that there is one

linearly dependent equation. Hence, by substituting one of the equations in

(4.31) with Equation (4.32), the value of the stationary probabilities p01r0 for

r = 0, 1 can be found. By substituting the value of pn1r0 into Equation (4.29),

the numerical values for all the pnirj can be obtained. The stationary probabili-

ties that there are n positive customers in the queue are then found by

pn =
∑
i

∑
r

∑
j

pnirj (4.33)

Once, stationary queue length distribution is obtained from Equation (4.33),

the mean queue length E(N) can be obtained using

E(N) =
N∑
n=0

npn

=
N∑
n=0

∑
i

∑
r

∑
j

npnirj (4.34)

4.3 K-layers Geometrical Linear Extrapolation (K-GLE)

In Equation (4.3), ts is the point at which the hazard rate starts to converge

to a constant value. As shown in Equation (4.3), J can be calculated by choos-

ing a small value of ∆t. In solving the set of Equations from (4.5) to (4.20), the

smaller the value of ∆t, the more precise the solution is obtained. However, a

small value of ∆t results in a large value of J which subsequently lead to large

dimension of the matrix equation. For example, if ts = 1 and ∆t = 0.001,

then J = 1000, which also indicates the dimension of a matrix is at least 1000

× 1000. To cope with this, an modified extrapolation method is be introduced.

This method can avoid from solving the infinitely large dimension of matrix

while obtaining the values for stationary probabilities when ∆t ≈ 0.
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Let pn,∆tx = ax be the stationary probability at queue length equal to n that

is obtained using ∆t = ∆tx, for x = 1, 2, 3, · · · , K+2 where ∆t1 > ∆t2 >

· · · > c > 0, ∆tx−∆tx+1 = c and K is the number of layers that are needed to

be performed. The selection of the value c can be vary. However, for accuracy

purpose, the author has performed some verification on the selections where c

should always be less than or equal to 0.01 and this also indirectly help in the

selection of ∆tx.

For example, consider a 2-layers geometrical linear Extrapolation (2-GLE)

and c = 0.01, then ∆tx = {∆t1,∆t2,∆t3,∆t4} = {0.04, 0.03, 0.02, 0.01}

based on the value of K = 2. By solving the value of pn,∆tx for all n using the

method introduced in the previous section, the values of x,∆tx and pn,∆tx can

be tabulated in Table 4.1.

Table 4.1: An Example of The Stationary Probability pn,∆tx , when
∆tx = {0.04, 0.03, 0.02, 0.01}.

x 1 2 3 4 5

∆tx 0.04 0.03 0.02 0.01 0.00

pn,∆tx a1 a2 a3 a4 â5

The value of â5 in Table 4.1 is an estimated value for p0 when ∆tx = 0. This

value can be extrapolated by using the existing set of values {a1, a2, a3, a4}.

However, this set of values are not necessary form a linear relationship. Hence,

a transformation is performed on this set of values to obtain a linear relationship.

It can be noticed easily that when two values are closed, the ratio of them will

be approximately equal to 1 and this strengthens the linear relationship of a set

of non-linear values. In this method, the first-layer geometrical ratio, r1,x and
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k-layer geometrical ratio, rk,x are given by:

r1,x =
ax
ax−1

, for x = 2, · · · , K + 2; and (4.35)

rk,x =
rk−1,x

rk−1,x−1

, for x = k + 1, · · · , K + 2 and 2 ≤ k ≤ K (4.36)

Since rk,x≤ rk−1,x, the higher the layers of the geometrical ratio, the more likely

for the set of values of the ratios to form a linear relationship. Table 4.2 shows

the 2-layer geometrical ratios calculated from the values of a1 to a4 in Table 4.1.

Table 4.2: The 2 Layers Geometrical Ratios of The Stationary Probability
pn, when ∆tx = {0.04, 0.03, 0.02, 0.01}.

x 1 2 3 4 5

∆tx 0.04 0.03 0.02 0.01 0.00

pn,∆tx a1 a2 a3 a4 â5

r1,x r1,2 = a2
a1

r1,3 = a3
a2

r1,4 = a4
a3

r̂1,5

r2,x r2,3 = r1,3
r1,2

r2,4 = r1,4
r1,3

r̂2,5

From Table 4.2, the extrapolated value of r̂2,5 can be calculated using linear

equations:

r̂2,5 = r2,4 +
r2,4 − r2,3

0.01− 0.02
(0− 0.01)

Then, r̂1,5 can be obtained as follows:

r̂1,5 = r1,4r̂2,5

Hence, the estimated value of the stationary probability pn at ∆t = 0 can be

found by

â5 = a4r̂1,5
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In general, the estimation process can be written into the following two equa-

tions where capital K is the value in K-GLE method and small letter k =

K − 1, K − 2, · · · , 1:

r̂k,K+3 = rk,K+2r̂k+1,K+3 (4.37)

âK+3 = aK+2r̂1,K+3 (4.38)

By repeating the extrapolation and estimation process using different n for n =

0, 1, 2, · · · , the stationary queue length distribution can be obtained easily with-

out the involvement of large dimension matrix that happens when ∆t goes

smaller than 0.01.

In general, the procedure of obtaining stationary queue length using pro-

posed method with K-GLE extrapolation can be written as follows:

1. Define the layer of K-GLE that is needed to be performed.

2. Define the value of c and list out ∆tx accordingly.

3. Applying the proposed method in Sections 4.2 to calculate stationary

probability pn,∆tx using all ∆tx for n = 0, 1, 2, · · · .

4. Tabulate the result in Step 3 into the format as shown in Table 4.1.

5. Calculate all the required layers of geometrical ratio just like Table 4.2.

6. Perform a linear extrapolation on theKth layer geometrical ratio to obtain

r̂K,K+3.

7. Estimate the geometrical ratio at ∆t = 0 in the (K − 1)th layer using

Equation (4.37).

8. Repeat Step 7 until the r̂1,K+3 is obtained and apply Equation (4.38) to

estimate the stationary probabilities when ∆t = 0.

41



9. Obtain the stationary queue length distribution by repeating Step 4 to Step

8 using different value of n for n = 0, 1, 2, · · · .

The higher the layer of the geometrical ratios, the more accurate the numer-

ical answers can be computed. Examples presented in Sections 4.4, 5.3 and 6.3

have shown that the estimated values with accuracy of at least 5 decimal places

can be obtained for K = 2 or 3.

4.4 Numerical Example

Consider a queueing system in which the service time of the positive cus-

tomers (Tb) has a gamma distribution with parameter (κ, θ) = (2, 1.1) where

κ is the shape parameter and θ is the scale parameters of gamma distribu-

tion. While both the interarrival time of positive customers Ta and negative

customers follow exponential distribution with rate λ = 2 and γ = 2.5 respec-

tively. The utilization factor of the ordinary queue without negative customers

is ρ = E(Tb)/E(Ta) > 1. If ρ > 1, the ordinary queue is an unstable queue.

With the arrival of negative customers, the utilization factor of the queue can be

reduced to ρ < 1.

By using the matrix recursive method and the extrapolation method in-

troduced in Sections 4.2 and 4.3, the stationary queue length distribution of

M/CAR/1 queieng model with negative customers is obtained. The stationary

queue length distribution may also be computed using the simulation procedure

and the existing generating function method proposed by Harrison and Pitel

(1996). A comparison of results is tabulated in Table 4.3 where the simulation

procedure in Appendix A is carried out with a running step of 108.

From Table 4.3, it is obvious that the stationary queue length distribution

obtained using proposed method with the combination of 2-GLE is closed to
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the analytic method that had been published in Harrison and Pitel (1996). In

Harrison and Pitel (1996), the author has expressed the stationary queue length

distribution in a complex form where Laplace-Stieltjes transform (LST) is re-

quired in solving the basic performance measure. In this proposed method,

only matrix operation and linear extrapolation is needed to solve the stationary

queue length distribution and mean queue length of the model. However, the

results obtained by another linear extrapolation (LE) and simulation procedure

are slightly difference from those found by the analytic approach.

Table 4.3: Stationary Queue Length Distribution Computed from the
Proposed Numerical Method, Generating Function Method and

Simulation Procedure.
[(κ, θ) = (2, 1.1), λ = 2, γ = 2.5]

Queue
Length,
n

Stationary Queue Length Distribution, pn
Numerical Method Analytical Simulation
2-GLE LE Method Procedure

0 0.256889 0.256906 0.256889 0.256680
1 0.195293 0.195295 0.195293 0.195312
2 0.145393 0.145390 0.145393 0.145261
3 0.107270 0.107266 0.107270 0.107213
4 0.078828 0.078825 0.078828 0.078874
5 0.057825 0.057822 0.057825 0.057841
6 0.042385 0.042382 0.042385 0.042383
7 0.031056 0.031054 0.031056 0.031089
8 0.022752 0.022750 0.022752 0.022824
9 0.016667 0.016665 0.016667 0.016788
10 0.012209 0.012208 0.012209 0.012277
...

...
...

...
...

25 0.000115 0.000114 0.000115 0.000114
Mean Queue Length 2.797456 2.795095 2.797459 2.808651

In term of mean queue length, compare to the simulation procedure and

linear extrapolation with matrix operation, the result obtained from matrix oper-

ation and 2-GLE method are closer to the one obtained using analytical method.

While calculating the mean queue length, method in Harrison and Pitel (1996)

requires the knowledge of differentiation and Laplace-Stieltjes transform (LST).
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However, it is easier and simple to compute mean queue length in the alternative

method as shown in Equation (4.34).

These group of result is then verified using statistical testing. Wilcoxon

signed-rank test is used to determine whether the two independent results ob-

tained using different methods having the same distribution.

For Wilcoxon signed-rank test, the general procedure is as follows:

1. Hypothesis:

H0 : The results obtained from the two methods have the same

distribution.

H1 : The results obtained from the two methods do not have the

same distribution.

2. Test statistics:

(a) Obtain the difference of each pair of n.

(b) Separate the results into signed (+ and -) and the absolute difference.

(c) Rank the absolute difference from 1 to N (smallest to largest).

(d) Sum the rank for negative sign (W−) and positive sign respectively

(W+).

(e) Obtain the test statistics as W = min(W−,W+).

3. Decision rules:

• Reject null hypothesis if the critical value obtained from Wilcoxon

signed-rank test table is larger than the Test statistics W or if the

p-value obtained from the test is smaller than the significance value

α.
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• Do not reject null hypothesis if the critical value obtained from Wilcoxon

signed-rank test table is smaller than the test statistics W or if the p-

value obtained from the test is larger than the significance value α.

Table 4.4 below shows the test statistics and p-value obtained from the

Wilcoxon signed -rank test that applied to the stationary queue length distri-

bution obtained in Table 4.3.

Table 4.4: Wilcoxon Signed-Rank Test on the Stationary Queue Length
Distributions Obtained Using M/CAR/1, M/G/1 and Simulation Procedure.

Wilcoxon
Signed-Rank

Test

2-GLE
vs

Analytical Method

2-GLE
vs

Simulation
Test Statistics 104 165

P-value 0.464745 0.789716

Conclusion
Do not reject null

hypothesis
Do not reject null

hypothesis

With α = 0.05, the critical value found in the Wilcoxon signed-rank test ta-

ble is 89. From Table 4.4, it can be seen that the test statistics and p-value shows

that there is not significance evidence to say the stationary queue length distribu-

tion obtained using various methods are from different distributions. This result

applies to both the case where the stationary queue length distribution computed

from 2-GLE is compared to the one obtained using either analytical method or

simulation procedure.

In the next chapter, the interarrival time of positive customers is assumed to

follow CAR while the service time is remained to have an exponential distribu-

tion.

45



CHAPTER 5

STATIONARY QUEUE LENGTH DISTRIBUTION OF CAR/M/1 AND

GI/M/1 G-QUEUE USING RCH REMOVING DISCIPLINE

This chapter presents both numerical and analytical methods in solving the sta-

tionary queue length distribution of CAR/M/1 and G/M/1 queues with negative

customers respectively. The proposed numerical approach is first discussed in

Section 5.1 while the analytical method is presented in Section 5.2. The numer-

ical results for the two methods are shown in Section 5.3 and compared to the

results obtained by the simulation procedure given in Appendix A.

5.1 CAR/M/1 Queue with Negative Customers

5.1.1 Derivation of Equations for Stationary Probabilities

Transition Probabilities and Events

The assumptions made in this chapter are as follows:

• interarrival time of positive customers follow CAR.

• Service time follows exponential distribution with rate µ.

• Negative customers arrive to the queue according to Poisson Process with

the rate γ.

• The single-server queue has infinite capacity with FCFS queueing disci-

pline.
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Let f(t) be the probability density function (PDF) and F̄ (t) be the survival

function (SF) of the interarrival time of positive customers. Then, the hazard

rate function λk in each small interval, τk is expressed as follows:

λk =
f(k∆t)

F̄ (k∆t)
, 1 ≤ k ≤ I (5.1)

where integer I is large enough such that

λI ' lim
k→∞

µk. (5.2)

I can be calculated as

I =
ta
∆t

(5.3)

where ta is the time point defined where the hazard rate of the interarrival time

distribution starts to converge just like ts in Figure 4.1. Then, the transition

probabilities can be obtained and interpreted as follows:

λk∆t : the conditional probability that a positive customer arrives in the

interval τk given there is no positive arrival in τ1, τ2, · · · , τk−1.

γ∆t : the probability that a negative customer arrives in an interval.

µ∆t : the probability that a service completion occurs in an interval.

State Spaces

Since the distributions for service time of positive customers and interarrival

time of negative customers are exponential, notations for the state spaces of the

service process and the negative arrival process are the same as Equations (3.5)

and (3.6) respectively. Assuming that the first interval is τ0 and there is a positive

arrival in this interval. Then, the state space of positive arrival process, Λk is

defined as follows:
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Λk =


0, if τk = τ0; or

a positive customer arrives in τk, k ≥ 1.

min(k, I), if no positive customer arrives inτk, k ≥ 1.

(5.4)

Let the state vector be Zk = {nk,Λk,Γk,Mk}, assuming that at the end of

the interval τk−1, the queue length is nk ≥ 1, the state of the positive arrival

process is i − 1, the negative arrival process is in state 0 and the state of the

service process is 1. The state vector at the end of the interval τk−1 is Zk−1 =

{nk, i−1, 0, 1}. Let i∗ = min(i, I), the state vector at the end of the next interval

τk can be listed as follows:

1. A positive customer arrives to the system and Zk = {nk + 1, 0, 0, 1}.

2. A negative customer arrives to the system and Zk = {nk − 1, i∗, 1, 0}.

3. A service completion occurs in the system and Zk = {nk − 1, i∗, 0, 0}.

4. None of the above events occurs and Zk = {nk, i∗, 0, 1}.

When the queue is empty at the end of of the interval τk−1, nk = 0. Assum-

ing that the state vector is Zk−1 = {0, i− 1, 1, 0} at the end of the interval τk−1,

the possible state vector Zk at the end of the next interval τk are as follows:

1. A positive customer arrives to the system and Zk = {1, 0, 0, 0}.

2. A negative customer arrives to the system and Zk = {0, i∗, 1, 0}.

3. None of the above events occurs and Zk = {0, i∗, 0, 0}.
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Stationary Probabilities

The following is an example of finding the probabilities p(k)
nirk at the end of

the interval τk for k = 6:

Let Z5 = {2, i−1, 0, 1} be the state vector at the end of the interval τ5, then

the following p6
nirj could be obtained by taking into consideration the events that

could possibly occur in the interval τ6:

1. A positive customer arrives to the system, p(6)
3001 = p

(5)
2(i−1)01(λi∆t).

2. A negative customer arrives to the system, p(6)
1i∗10 = p

(5)
2(i−1)01(γ∆t).

3. A service completion occurs in the system, p(6)
1i∗00 = p

(5)
2(i−1)01(µ∆t).

4. None of the above events occurs, p(6)
2i∗01 = p

(5)
2(i−1)01(1−λi∆t−γ∆t−µ∆t)

When k → ∞, for all the value of n, the stationary probabilities pnirj =

lim
k→∞

p
(k)
nirk are obtained as follows for 2 ≤ i ≤ I−1 and I is defined in Equation

(5.3):

n = 0, pni00
∼= (p(n+1)(i−1)00 + p(n+1)(i−1)01 + p(n+1)(i−1)10)µ∆t

+ (pn(i−1)00 + pn(i−1)10)(1− λi∆t− γ∆t) (5.5)

n = 0, pnI00
∼= (p(n+1)(I−1)00 + p(n+1)(I−1)01 + p(n+1)(I−1)10)µ∆t

+ (p(n+1)I00 + p(n+1)I01 + p(n+1)I10)µ∆t

+ (pn(I−1)00 + pn(I−1)10 + pnI00

+pnI10)(1− λI∆t− γ∆t) (5.6)

n = 0, pni10
∼= (p(n+1)(i−1)00 + p(n+1)(i−1)01 + p(n+1)(i−1)10)γ∆t

+ (pn(i−1)00 + pn(i−1)10)γ∆t (5.7)
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n = 0, pnI10
∼= (p(n+1)(I−1)00 + p(n+1)(I−1)01 + p(n+1)(I−1)10)γ∆t

+ (p(n+1)I00 + p(n+1)I01 + p(n+1)I10)γ∆t

+ (pn(I−1)00 + pn(I−1)10 + pnI00 + pnI10)γ∆t (5.8)

n ≥ 0, pn100
∼= p(n+1)001µ∆t (5.9)

n ≥ 0, pn110
∼= p(n+1)001γ∆t (5.10)

n = 1, pn001
∼=

I∑
i=1

(p(n−1)i00 + p(n−1)i10)λmin(i+1,I)∆t (5.11)

n ≥ 1, pni00
∼= (p(n+1)(i−1)00 + p(n+1)(i−1)01 + p(n+1)(i−1)10)µ∆t (5.12)

n ≥ 1, pnI00
∼= (p(n+1)(I−1)00 + p(n+1)(I−1)01 + p(n+1)(I−1)10)µ∆t

+ (p(n+1)I00 + p(n+1)I01 + p(n+1)I10)µ∆t (5.13)

n ≥ 1, pni10
∼= (p(n+1)(i−1)00 + p(n+1)(i−1)01 + p(n+1)(i−1)10)γ∆t (5.14)

n ≥ 1, pnI10
∼= (p(n+1)(I−1)00 + p(n+1)(I−1)01 + p(n+1)(I−1)10)γ∆t

+ (p(n+1)I00 + p(n+1)I01 + p(n+1)I10)γ∆t (5.15)

n ≥ 1, pn101
∼= pn001(1− λ1∆t− γ∆t− µ∆t) (5.16)

n ≥ 1, pni01
∼= (pn(i−1)00 + pn(i−1)01 + pn(i−1)10)(1− λi∆t− γ∆t

−µ∆t) (5.17)

n ≥ 1, pnI01
∼= (pn(I−1)00 + pn(I−1)01 + pn(I−1)10 + pnI00 + pnI01

+pnI10)(1− λI∆t− γ∆t− µ∆t) (5.18)

n ≥ 2, pn001
∼=

I∑
i=1

(p(n−1)i00 + p(n−1)i01 + p(n−1)i10)λmin(i+1,I)∆t

+ p(n−1)001λ1∆t (5.19)

5.1.2 Stationary Queue Length Distribution

A backward recursive substitution method is be applied to solve the set of

equations derived in Section 5.1.1 to obtain the stationary queue length distri-

bution of CAR/M/1 queue with negative customers.

By assumingN+1 is an integer that is large enough such that p(N+1)irj = 0,
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Equations (5.9) to (5.10) and (5.12) to (5.15) are equal to 0 when n = N as they

depends on p(N+1)irj . Let 2 ≤ i ≤ I − 1, then

pN100 = 0 (5.20)

pNi00 = 0 (5.21)

pNI00 = 0 (5.22)

pN110 = 0 (5.23)

pNi10 = 0 (5.24)

pNI10 = 0 (5.25)

By substituting Equations (5.20) to (5.25) into Equations (5.17) and (5.18), the

following equations are obtained:

pNi01
∼= pN(i−1)01(1− λi∆t− γ∆t− µ∆t) (5.26)

pNI01
∼= (pN(I−1)01 + pNI01)(1− λi∆t− γ∆t− µ∆t) (5.27)

Then, replacing the value of iwith 2 ≤ i ≤ I−1 in Equation (5.26) and together

with Equations (5.27) and (5.16), a set of expressions in Equation (5.28) below

can be yielded.

pN101
∼= pN001(1− λ1∆t− γ∆t− µ∆t)

pN201
∼= pN101(1− λ2∆t− γ∆t− µ∆t)

pN301
∼= pN201(1− λ3∆t− γ∆t− µ∆t)

...

pN(I−2)01
∼= pN(I−3)01(1− λI−2∆t− γ∆t− µ∆t)

pN(I−1)01
∼= pN(I−2)01(1− λI−1∆t− γ∆t− µ∆t)

pNI01
∼= (pN(I−1)01 + pNI01)(1− λI∆t− γ∆t− µ∆t)

(5.28)
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It is obvious that each pNirj above are dependent on pN(i−1)rj . Substituting

the first expression into the second expression in Equation (5.28) will obtain:

pN201
∼= aN2pN001 (5.29)

where aN2 is the coefficient of pN001 that corresponds to pN201 which is also

equal to (1− λ1∆t− γ∆t− µ∆t)(1− λ2∆t− γ∆t− µ∆t). Next, substituting

Equation (5.29) into the third expression of Equation (5.28) obtains:

pN301
∼= aN3pN001 (5.30)

where aN3 is the coefficient of pN001 that corresponds to pN301 which is also

equal to aN2(1−λ3∆t−γ∆t−µ∆t). In general, all the expressions in Equation

(5.28) can be recursively substituted and expressed in term of pN001 as follows:

pNi01
∼= aNipN001, 1 ≤ i ≤ I (5.31)

where ani is the coefficient of pN001 that correspond to pni01 after some evalua-

tions.

Since all pNirj are expressed in term of pN001, any p(N−1)irj that are de-

pendent only on pNirj can be expressed in term of pN001. When n = N − 1,

Equations (5.9) to (5.10) and (5.12) to (5.15) can be expressed in term of pN001

as follows:

p(N−1)i00
∼= b(N−1)ipN001, 1 ≤ i ≤ I (5.32)

p(N−1)i10
∼= c(N−1)ipN001, 1 ≤ i ≤ I (5.33)

where bni is the coefficient of pN001 that corresponds to pni00 and cni is the

coefficient of pN001 that corresponds to pni10 for n < N . Substituting Equations
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(5.32) and (5.33) into Equations (5.17) and (5.18) obtains:

p(N−1)i01
∼= (b(N−1)(i−1)pN001 + p(N−1)(i−1)01 + c(N−1)(i−1)pN001)(1

−λi∆t− γ∆t− µ∆t), for 2 ≤ i ≤ I − 1 (5.34)

p(N−1)I01
∼= (b(N−1)(I−1)pN001 + p(N−1)(I−1)01 + c(N−1)(I−1)pN001

+b(N−1)IpN001 + p(N−1)I01 + c(N−1)IpN001)(1

−λI∆t− γ∆t− µ∆t) (5.35)

Putting Equations (5.16), (5.34) and (5.35) together form the expressions that

are the same as Equations (5.28) in which each p(N−1)irj are dependent on

p(N−1)(i−1)rj . Then, substituting Equation (5.16) into Equation (5.34) when

i = 2 yields

p(N−1)201
∼= d(N−1)2p(N−1)001 + a(N−1)2pN001 (5.36)

where d(N−1)2 = (1 − λ1∆t − γ∆t − µ∆t)(1 − λ2∆t − γ∆t − µ∆t) is the

coefficient of p(N−1)001 that corresponds to p(N−1)201 while a(N−1)2 = (b(N−1)1+

c(N−1)1)(1 − λ2∆t − γ∆t − µ∆t) is the coefficient of pN001 that corresponds

to p(N−1)201. Then, the recursive substitution processes can be performed using

the similar steps from Equations (5.29) to (5.31) to obtain general expressions

as follows:

p(N−1)101
∼= d(N−1)1p(N−1)001 (5.37)

p(N−1)i01
∼= d(N−1)ip(N−1)001 + a(N−1)ipN001, 2 ≤ i ≤ I (5.38)

where dni is the coefficient of pn001 that corresponds to pni01 and ani is the co-

efficient of pN001 that correspond to pni01 after some mathematical evaluations.

Then, using Equations (5.19) for n ≥ 2 and Equation (5.11) when n = 1 can

yield a relationship between pn001 and p(n−1)001 for 1 ≤ n ≤ N . For instance,
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when n = N , Equation (5.19) can be expressed in term of only p(N−1)001 and

pN001 by substituting Equations (5.32), (5.33), (5.37) and (5.38) into it. Hence,

p(N−1)001 can be written in term of pN001 as well.

p(N−1)001
∼= K(N−1)pN001 (5.39)

where Kn is a coefficient of pN001 that relates to pn001 for 1 ≤ n < N . The

substitution process from Equations (5.32) to (5.39) are repeated for n = N −

2, N − 3, · · · , 1. In general, Equations (5.31) to (5.33) and (5.37) to (5.39) can

be written as follows:

pni00
∼= bnipN001, 1 ≤ i ≤ I, 0 ≤ n < N (5.40)

pni10
∼= cnipN001, 1 ≤ i ≤ I, 0 ≤ n < N (5.41)

pn101
∼= dn1pn001, 1 ≤ n < N (5.42)

pni01
∼= dnipn001 + anipN001, 2 ≤ i ≤ I, 1 ≤ n < N (5.43)

pNi01
∼= aNipN001, 1 ≤ i ≤ I (5.44)

pn001
∼= KnpN001, 1 ≤ n ≤ N (5.45)

When n = 0, either one of the equations from (5.6) and (5.8) will be re-

moved as they are dependent. Then by adding an equation that the sum of all

stationary probabilities is always 1, Equations (5.40) to (5.45) can be solved and

the value of pN001 is obtained. Substituting pN001 back into Equations (5.40) to

(5.45), all the stationary probabilities can be evaluated. Lastly, the stationary

queue length distribution can be obtained by using Equation (4.33) where the

mean queue length can be obtained using Equation (4.34). A similar extrapola-

tion process can be done as mentioned in Section 4.3 in order to obtain a result

when ∆t approach to 0.
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5.2 GI/M/1 Queue with Negative Customers

In this section, an imbededed Markov chain approach is used to solve an

GI/M/1 G-queue with RCH killing discipline.

The same assumptions listed in Section 5.1.1 are used. Prior to the arrival of

the nth customer, let Xn denotes the number of customers in the system. Then

Xn+1 = Xn + 1−Rn, Rn ≤ Xn + 1, Xn ≥ 0, (5.46)

where Rn represent the total number of customers that have been served or

removed during the interarrival time Tn. Tn is the time or duration between

the nth and (n + 1)th positive arrivals. With the assumption of IID on the

customers interarrival times, the random variable Tn can be denoted as T , and its

CDF is denoted by F (t). Since the service times can be interrupted by negative

arrivals, the actual times that a customer stays in the server can be expressed as

Tq = min(Tb, Tc), where Tb is the service times random variable and Tc is the

interarrival times random variable for negative arrivals. Using the distributions

assumptions made, the CDF of the random variable Tq can then be obtained

using the order statistics as the following:

Pr(Tq ≤ t) = 1− Pr(Tb ≥ t)Pr(Tb ≥ t)

= 1− e−µte−γt

= 1− e−(µ+γ)t (5.47)

In Equation (5.47), it can be observed that the time spent for customers in the

server, Tq, is an exponential distribution with rate (µ + γ). This also indicates

that the random variable Rn is a Poisson process with parameter (µ+ γ) which

does not depend on the past event happened in the system.
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To prove that X1, X2, . . . is a Markov chain, it suffices to show that the fu-

ture state Xn+1 is independent of the previous state Xn−1, Xn−2, . . . given the

current state. From Equation (5.46), the future state Xn+1 depends on Xn and

Rn. But Rn, the total number of customers leaving the system by either com-

pleted their service or removed by negative arrivals during the interarrival time

between the nth and (n+ 1)th positive customers depends only on the length of

Tn but not on the past events which are the queue size at earlier arrival points,

Xn−1, Xn−2, . . . . Hence, the collection of {X0, X1, X2, . . . } is a discrete-time

Markov chain.

Next, the transition probability for this Markov chain is derived as:

pij = Pr{Xn+1 = j|Xn = i}.

pij depends only on the distribution of the total number of positive arrivals that

leave during an interarrival time. Define

rm = Pr{m leaving during an interarrival time|Xn ≥ m}

= Pr{Rn = m|Xn ≥ m},

where rm can be calculated by conditioning on the duration F of the interarrival

time:

rm = Pr{Rn = m|Xn ≥ m} =

∫ ∞
0

Pr{Rn = m|F = t}f(t)dt.

Using the conclusion drawn from Equation (5.47), {Rn|F = t} is a Poisson

process random variable with mean (µ+ γ)t. Thus

Pr{Rn = m|F = t} =
e−(µ+γ)t((µ+ γ)t)m

m!
.
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This gives

rm =

∫ ∞
0

e−(µ+γ)t((µ+ γ)t)m

m!
dF (t). (5.48)

Then, from Equation (5.46)

Pr{Xn+1 = j|Xn = i} = Pr{Rn = i+ 1− j|Xn ≥ i+ 1− j}.

The term rm can be interpreted as the probability of exactly m positive cus-

tomers leaving the system between the arrivals of two successive positive cus-

tomers given the condition of at least m positive customers in the system upon

the arrival of the first one.

Using Equation (5.48), {X0, X1, X2, . . . } can be formulated as an imbed-

ded Markov chain with the following transition probability matrix P:

P = {pij} =



1− r0 r0 0 0 0 . . .

1−
1∑

m=0

rm r1 r0 0 0 . . .

1−
2∑

m=0

rm r2 r1 r0 0 . . .

...
...

...
...

... . . .


. (5.49)

Let q = qn, n = 0, 1, 2, . . . where qn denotes the stationary probability of n

positive customers in the system when a positive arrival is about to occur. Then

the stationary equations are obtained as

qP = q and
∞∑
n=0

qn = 1, (5.50)
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which bring forth

q0 =
∞∑
j=0

qj

(
1−

j∑
m=0

rm

)
and qi =

∞∑
m=0

qi+m−1rm, i ≥ 1. (5.51)

The probability generating function of rm can then be obtained using the

method of operators on Equation (5.43). Let z be the linear operator and zqi =

qi+1. Then Equation (5.43) can be rewritten as

qi − (qi−1r0 + qir1 + qi+1r2 + qi+2r3 + . . . ) = 0,

and revised as follows:

zqi−1 − (qi−1r0 + zqi−1r1 + z2qi−1r2 + z3qi−1r3 + . . . ) = 0,

which, on dividing by qi−1 yields

z − r0 − zr1 − z2r2 − z3r3 − · · · = 0,

or

z =
∞∑
m=0

rmz
m. (5.52)

Let P (z) denotes the probability generating function of {rm}. Then Equation

(5.44) can be written as

P (z) = z =
∞∑
m=0

rmz
m. (5.53)

By substituting Equation (5.40) into Equation (5.45), the following is de-
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rived.

P (z) =
∞∑
m=0

∫ ∞
0

e−(µ+γ)t((µ+ γ)t)m

m!
dF (t)zm

=

∫ ∞
0

e−(µ+γ)t

∞∑
m=0

((µ+ γ)tz)m

m!
dF (t)

=

∫ ∞
0

e−(µ+γ)te(µ+γ)tzdF (t)

=

∫ ∞
0

e−(µ+γ)t(1−z)dF (t)

= F ∗[(µ+ γ)(1− z)]. (5.54)

where F ∗(z) is the Laplace-Stieltjes transform (LST) of the positive customers

interarrival times CDF. The characteristic equation z = F ∗[(µ+ γ)(1− z)] can

be solved to obtain solutions that are used in evaluating {qn} has been proved

by Gross and Harris (2008). Equation (5.53) has exactly one real root in (0,1)

with the assumption that the utilization factor, ρ < 1. By denoting r as the root

for P (z), the following is the solution to Equation (5.53).

qi = Cri. (5.55)

where C is an arbitrary constant.

The constant value of C = 1 − r can be figured out by summing {qi} for

i = 0, 1, 2, . . . , and equating the sum to 1. Then, the steady-state arrival point

distribution can be expressed in term of the real root r as follows:

qn = (1− r)rn, n ≥ 0, ρ < 1. (5.56)

Next is to solve the root r by successive substitution. The guaranteed con-

vergence numerical procedure given in Gross and Harris (2008) is as follows:

r(k+1) = F ∗[(µ+ γ)(1− rk)], k = 0, 1, 2, . . . , 0 < r0 < 1. (5.57)
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By solving the root r, the stationary probabilities {qn} can be obtained. For

n > 0, the following has been concluded and expressed in Gross and Harris

(2008) as

pn =
∞∑

i=n−1

qn

∫ ∞
0

Pr{i− n+ 1 departures in t}λ[1− F (t)]dt (5.58)

The departures in Equation (5.58) indicate that the positive customers are

departing the system by either service completion or removal by negative cus-

tomers, and λ can be found by taking reciprocal to the mean interarrival time of

positive arrivals. It is readily known that p0 must be equal to 1− ρ where ρ can

be obtained as the fraction of the mean service and removal time to the mean

interarrival time of customers. Hence,

pn = λ
∞∑

i=n−1

(1− r)ri
∫ ∞

0

e−(µ+γ)t((µ+ γ)t)i−n+1

(i− n+ 1)!
[1− F (t)]dt, n > 0

Letting j = i− n+ 1, we get

pn = λ(1− r)rn−1

∫ ∞
0

e−(µ+γ)t[1− F (t)]
∞∑
j=0

((µ+ γ)rt)j

j!
dt

= λ(1− r)rn−1

∫ ∞
0

e−(µ+γ)t(1−r)[1− F (t)]dt

= λ(1− r)rn−1

[
− e−(µ+γ)t(1−r)

(1− r)(µ+ γ)

∣∣∣∣∞
0

−
∫ ∞

0

e−(µ+γ)t(1−r)F (t)dt

]
=

λ

µ+ γ
rn−1

[
1−

∫ ∞
0

e−(µ+γ)t(1−r)F (t)dt

]
, n > 0

and from Equations (5.45) and (5.46),

∫ ∞
0

e−(µ+γ)t(1−r)F (t)dt = F ∗[(µ+ γ)(1− r)] = P (r) = r.

Thus for n > 0, the stationary queue length distribution can be obtained as

pn =
λ

µ+ γ
rn−1(1− r) =

λqn−1

µ+ γ
, n > 0. (5.59)
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Once the Equation (5.59) is obtained, the mean queue length can be com-

puted using the following equation.

E(N) =
∞∑
n=0

npn

=
∞∑
n=0

nrn−1(1− r)

=
λ(1− r)
µ+ γ

∞∑
n=0

nrn−1

=
λ(1− r)
µ+ γ

d

dr

∞∑
n=0

rn

=
λ

(µ+ γ)(1− r)
(5.60)

By Little’s formulas, E(N) = λE(W ), then the mean waiting time of this

queueing model is

E(W ) =
1

(µ+ γ)(1− r)
(5.61)

When both the Equations (5.60) and (5.61) are analyzed closely, a similar con-

clusion can be obtained where a GI/M/1 queue with negative customer is exactly

equal to a ordinary GI/M/1 without negative customer if the service rate in or-

dinary GI/M/1 queue is modified to the sum of service rate and negative arrival

rate.

5.3 Numerical Example

Consider a queueing system in which the interarrival time of the positive

customers has a gamma distribution with parameter (κ, θ) = (2.6, 0.5) where

κ is the shape parameter and θ is the scale parameters of gamma distribution.

While the service time of positive customers and the interarrival time of negative

customers follow exponential distribution with rate µ = 0.5 and γ = 0.4 respec-

tively. The utilization factor of the ordinary queue without negative customers
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is greater than 1 and with the arrival of negative customers, the utilization factor

of the queue will be reduced to ρ ≈ 0.82 < 1.

By using the backward recursive substitution method introduced in Section

5.1.2 and the extrapolation method in Section 4.3, the stationary queue length

distribution of CAR/M/1 queue with negative customers is found. On the other

hand, Equation (5.51) is used to obtain the stationary queue length distribution

for GI/M/1 queue with negative customers. Simulation procedure in Appendix

A is also performed with a running step of 108.

Table 5.1: Stationary Queue Length Distribution Computed from the
Proposed Numerical Method, Generating Function Method and

Simulation Procedure.
[(κ, θ) = (2.6, 0.5), µ = 0.5, γ = 0.4]

Queue
Length,
n

Stationary Queue Length Distribution, pn
Numerical Method Analytical Simulation
2-GLE LE Method Procedure

0 0.185518 0.185541 0.185520 0.185721
1 0.211733 0.211795 0.211733 0.212092
2 0.156691 0.156750 0.156691 0.156910
3 0.115957 0.116003 0.115957 0.116106
4 0.085812 0.085843 0.085813 0.085800
5 0.063504 0.063520 0.063505 0.063434
6 0.046996 0.046999 0.046996 0.046892
7 0.034778 0.034772 0.034779 0.034696
8 0.025737 0.025724 0.025738 0.025625
9 0.019047 0.019029 0.019047 0.018924
10 0.014095 0.014076 0.014095 0.014008
...

...
...

...
...

35 7.53E-06 7.22E-06 7.59E-06 3.22E-05
Mean Queue Length 3.133019 3.128586 3.133019 3.135264

Table 5.1 shows that the results computer by the numerical approach in-

troduced in this dissertation are closed to the one obtained by the analytical

method. The analytical method in this table is the one that has been derived in

the previous section using Equation (5.59). In this queueing model, it is much
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more simple to compute the stationary queue length distribution using closed-

form formula in Equation (5.59). While the computation using 2-GLE will be

lengthy when compare to Equation (5.59).

Other than that, the linear extrapolation method in this numerical example

does not give close approximation to the analytical result because the station-

ary queue length distribution obtained using various ∆t are not linear at one.

While the K-GLE process gives better approximation. Besides, it can also be

concluded that the simulation procedure may overestimated the stationary prob-

ability for larger n. From the perspective of mean queue length

A similar verification process is also performed using statistical testing pro-

cedure that has been introduced in Section 4.4.

Table 5.2: Wilcoxon Signed-Rank Test on the Stationary Queue Length
Distributions Obtained Using CAR/M/1, GI/M/1 and Simulation

Procedure.

Wilcoxon
Signed-Rank

Test

2-GLE
vs

Analytical Method

2-GLE
vs

Simulation
Test Statistics 20 187

P-value 0.442206 0.058865

Conclusion
Do not reject null

hypothesis
Do not reject null

hypothesis

Table 5.2 above shows the test statistics and p-value obtained from the

Wilcoxon signed-rank test that applied to the stationary queue length distribu-

tions obtained in Table 5.1. With α = 0.05, the critical value is 13. Comparing

to Table 5.2, it is obvious that there is no significance evidence to show that the

stationary queue length distribution obtained from the three methods are from

different distribution. However, if a significance level of α = 0.1 is used, the

null hypothesis for the case where 2-GLE method is compare to simulation pro-
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cedure can be rejected as the p-value= 0.058 is less than the significance level

of α = 0.1.

In the next chapter, a queueing model with negative customers is introduced

in which both the interarrival time and service time of the positive customers

follow CAR distribution.
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CHAPTER 6

STATIONARY QUEUE LENGTH DISTRIBUTION OF CAR/CAR/1

G-QUEUE USING RCH REMOVING DISCIPLINE

In Chapter 3, it has been proven analytically that the proposed numerical method

can be used to find the stationary queue length distribution for the simplest

model M/M/1 queue with negative customers. The same method is then used

to find the stationary queue length distribution for the M/G/1 queue and GI/M/1

queue in Chapter 4 and 5 respectively. The numerical examples given in the

two chapters have also shown that the results obtained by the proposed method

are closed to those computed by the analytical method and simulation proce-

dure. In this chapter, the study is extended to a single-server infinite capacity

CAR/CAR/1 queue with negative customers. The same removal discipline RCH

is considered. However, the results obtained in this chapter can only be com-

pared to those computed by the simulation procedure since to the best of my

knowledge, no paper published on finding the stationary queue length distribu-

tion of a GI/G/1 queue with negative customers. In Section 6.1, derivation of

equations for stationary probabilities is presented. The set of equations derived

in Section 6.1 is solved in Section 6.2 using the numerical method. A numerical

example is shown in Section 6.3 and are compared to results computed by the

simulation procedure as shown in Appendix A.
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6.1 Derivation of Equations for Stationary Probabilities

6.1.1 Transition Probabilities and Events

In this chapter, the following assumptions are made:

• interarrival time distribution of positive customers has CAR.

• Service time distribution has CAR

• Negative customers arrive to the queue follows Poisson Process with the

rate γ.

• The single-server queue has infinite capacity with first-come first serve

(FCFS) queueing discipline.

Similar to Section 3.1, the time-axis is first segmented into equal length of

interval, ∆t. Next, let

• f(t) be the probability density function (PDF) of the interarrival time of

positive customers; and

• F̄ (t) be the survival function (SF) of the interarrival time of positive cus-

tomers; and

• g(t) be the probability density function (PDF) of the service time of posi-

tive customers; and

• Ḡ(t) be the survival function (SF) of the service time of positive cus-

tomers.

Then, the hazard rate λk and µk in each interval, τk are expressed as follows:

λk =
f(k∆t)

F̄ (k∆t)
, 1 ≤ k ≤ U (6.1)

µk =
g(k∆t)

Ḡ(k∆t)
, 1 ≤ k ≤ U (6.2)
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where U is an integer that is large enough such that

λU ' lim
k→∞

λk, µU ' lim
k→∞

µk (6.3)

In Figure 6.1, ta and ts are the points of time in which the hazard rate of

interarrival time and service time distributions start to converge respectively.

Let

I =
ta
∆t
, J =

ts
∆t

(6.4)

where U can be obtained as follows:

U = max(I, J) (6.5)

Figure 6.1: Hazard Rate Functions Graph for Two Gamma Distribution
with Different Parameters.

67



With these, the transition probabilities can be written and interpreted as

follows:

λk∆t : the conditional probability that a positive customer arrives in the

interval τk given there is no positive arrival in τ1, τ2, · · · , τk−1.

γ∆t : the probability that a negative customer arrives in any interval.

µk∆t : the conditional probability that a service is completed in the interval

τk given there is no service completion in τ1, τ2, · · · , τk−1.

λk∆t and µk∆t are defined as a conditional probability because their distribu-

tions does not possess the memoryless property.

6.1.2 State Spaces

The same notations defined in Equations (5.4), (4.4) and (3.4) are used to

denote the state spaces for positive arrival process, service process and negative

arrival process respectively.

Assume that at the end of the interval τk−1, the number of positive cus-

tomers in the system is nk−1 ≥ 1, the state of the positive arrival process

is i − 1, the negative arrival process is in state 0 and the state of the ser-

vice process is j − 1. Then, the state vector at the end of the interval τk−1

is Zk−1 = {nk−1,Λk−1,Γk−1,Mk−1} where Λk−1 = i − 1,Γk−1 = 0 and

Mk−1 = j − 1. Let i∗ = max(i, U) and j∗ = max(j, U), by taking into consid-

eration the events that could possibly occurs in the interval τk, the state vector

Zk could be obtained as follows:

1. A positive customer arrives to the system and Zk = {nk−1 + 1, 0, 0, j∗}.

2. A negative customer arrives to the system and Zk = {nk−1 − 1, i∗, 1, 0}.
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3. A completion of service occurs in the system andZk = {nk−1−1, i∗, 0, 0}.

4. None of the above events occurs and Zk = {nk−1, i
∗, 0, j∗}.

When the queue is empty at the end of of the interval τk−1 where Zk−1 =

{0, i− 1, 1, 0}, the following are the possible events that could occur in the next

interval to obtain the state vector Zk at the end of the interval τk.

1. A positive customer arrives to the system and Zk = {1, 0, 0, j∗}.

2. A negative customer arrives to the system and Zk = {0, i∗, 1, 0}.

3. None of the above events occurs and Zk = {0, i∗, 0, 0}.

It is obvious that the system state space is more now complicated since both

the interarrival time and service time have CAR distributions. The dimension of

the set of stationary probabilities equations is escalated compared to the previ-

ous few queueing models.

6.1.3 Stationary Probabilities

The stationary probabilities can be obtained as discussed in Equation (3.7).

As mentioned in the Section 6.1.2, the size of the set of stationary probabilities

equations is increased and depends on the integer U . The following is an exam-

ple to find the probabilities p(k)
nirj at the end of the interval τk for k = 7:

Let Z6 = {3, i − 1, 0, j − 1} be the state vector at the end of the interval

τ6, where the probabilities at the end of this interval is p(6)
3(i−1)0(j−1). By taking

into consideration the events that could possible occur in the interval τ7, the

following equations to find the probabilities p(7)
nirj are found:

1. A positive customer arrives to the system, p(7)
400j∗ = p

(6)
3(i−1)0(j−1)(λi∆t).
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2. A negative customer arrives to the system, p(7)
2i∗10 = p

(6)
3(i−1)0(j−1)(γ∆t).

3. A service completion occurs in the system, p(7)
2i∗00 = p

(6)
3(i−1)0(j−1)(µj∆t).

4. None of the above events occurs, p(7)
3i∗0j∗ = p

(6)
3(i−1)0(j−1)(1−λi∆t−γ∆t−

µj∆t)

When the queue is empty at the end of the interval τ2, only event number 3

above is not considered since no service is provided when queue length equal to

0. When k →∞, the following stationary probabilities pnirj are obtained:

n = 0, pn100
∼= p(n+1)001µ2∆t (6.6)

n = 0, pni00
∼=

1∑
r=0

pn(i−1)r0(1− λi∆t− γ∆t) + P(n+1)(i−1)10µ1∆t

+
i∑

j=0
j 6=i−1

P(n+1)(i−1)0jµj+1∆t, for 2 ≤ i ≤ U − 1 (6.7)

n = 0, pnU00
∼=

( U∑
j=0

P(n+1)U0j +
U∑
j=0

j 6=U−1

P(n+1)(U−1)0j

)
µmin(j+1,U)∆t

+
1∑
r=0

(Pn(U−1)r0 + PnUr0)(1− λU∆t− γ∆t)

+ (P(n+1)(U−1)10 + P(n+1)U10)µ1∆t (6.8)

n = 0, pn110
∼= p(n+1)001γ∆t (6.9)

n = 0, pni10
∼=

( 1∑
r=0

pn(i−1)r0 + P(n+1)(i−1)10 +
i∑

j=0
j 6=i−1

P(n+1)(i−1)0j

)
γ∆t,

for 2 ≤ i ≤ U − 1 (6.10)

n = 0, pnU10
∼=

( U∑
j=0

P(n+1)U0j +
U∑
j=0

j 6=U−1

P(n+1)(U−1)0j + P(n+1)U10

+
1∑
r=0

(Pn(U−1)r0 + PnUr0) + P(n+1)(U−1)10

)
γ∆t (6.11)

n = 1, pni0j ∼= pn(i−1)0(j−1)(1− λi∆t− γ∆t− µj∆t),

for 1 ≤ i ≤ U − 1,

for 2 ≤ j ≤ min(i+ 1, U), i 6= j (6.12)

70



n ≥ 1, pn001
∼=

U∑
i=1

(p(n−1)i00 + p(n−1)i10)λmin(i+1,U)∆t (6.13)

n ≥ 1, pni01
∼= (pn(i−1)00 + p(n−1)i10)(1− λi∆t− γ∆t− µ1∆t),

for 2 ≤ i ≤ U − 1 (6.14)

n ≥ 1, pnU01
∼= (pn(U−1)00 + pn(U−1)10 + pnU00 + pnU10)(1− λU∆t

−γ∆t− µ1∆t) (6.15)

n ≥ 1, pnU0j
∼= (pn(U−1)0(j−1) + pnU0(j−1))(1− λU∆t− γ∆t− µj∆t),

for 2 ≤ j ≤ U − 1 (6.16)

n ≥ 1, pnU0U
∼= (pn(U−1)0U + pnU0(U−1) + pnU0U)(1− λU∆t− γ∆t

−µU∆t) (6.17)

n ≥ 1, pn100
∼=

U∑
j=1

p(n+1)00jµmin(j+1,U)∆t (6.18)

n ≥ 1, pni00
∼=

U∑
j=0
j 6=i−1

p(n+1)(i−1)0jµmin(j+1,U)∆t+ p(n+1)(i−1)10µ1∆t,

for 2 ≤ i ≤ U − 1 (6.19)

n ≥ 1, pnU00
∼=

(
U∑
j=0

p(n+1)U0j +
U∑
j=0

j 6=U−1

p(n+1)(U−1)0j

)
µmin(j+1,U)∆t

+ (p(n+1)(U−1)10 + p(n+1)U10)µ1∆t (6.20)

n ≥ 1, pn110
∼=

U∑
j=1

p(n+1)00jγ∆t (6.21)

n ≥ 1, pni10
∼=

(
U∑
j=0
j 6=i−1

p(n+1)(i−1)0j + p(n+1)(i−1)10

)
γ∆t,

for 2 ≤ i ≤ U − 1 (6.22)

n ≥ 1, pnU10
∼=

(
U∑
j=0

p(n+1)U0j +
U∑
j=0

j 6=U−1

p(n+1)(U−1)0j + p(n+1)(U−1)10

+p(n+1)U10

)
γ∆t (6.23)

n = 2, pn00j
∼=

U∑
i=j−2
i 6=j−1

p(n−1)i0(j−1)λmin(i+1,U)∆t,

for 2 ≤ j ≤ U − 1 (6.24)
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n = 2, pn00U
∼=

U∑
i=U−1

p(n−1)i0Uλmin(i+1,U)∆t

+
U∑

i=j−2
i 6=j−1

p(n−1)i0(U−1)λmin(i+1,U)∆t (6.25)

n ≥ 2, pni0j ∼= pn(i−1)0(j−1)(1− λi∆t− γ∆t− µj∆t),

for 1 ≤ i ≤ U − 1,

for 2 ≤ j ≤ U − 1, i 6= j (6.26)

n ≥ 2, pni0U ∼= (pn(i−1)0(U−1) + pn(i−1)0U)(1− λi∆t− γ∆t− µU∆t),

for 1 ≤ i ≤ U − 1 (6.27)

n ≥ 3, pn00j
∼=

U∑
i=0
i 6=j−1

p(n−1)i0(j−1)λmin(i+1,U)∆t,

for 2 ≤ j ≤ U − 1 (6.28)

n ≥ 3, pn00U
∼=

U∑
i=0

p(n−1)i0Uλmin(i+1,U)∆t

+
U∑
i=0
i 6=j−1

p(n−1)i0(U−1)λmin(i+1,U)∆t (6.29)

6.2 Stationary Queue Length Distribution

The set of equations derived in the previous two chapters are solved us-

ing two different recursive methods. However, these method may not be help-

ful in solving CAR/CAR/1 queueing model where the dimension is extremely

huge. In the matrix recursive method, matrix inversion is required to perform

along the process of recursion and this takes up a lot of temporary memory of

the calculator which leads to memory failure. On the other hand, the recur-

sive method which has been introduced in Chapter 5 is complicated to perform

when each of the stationary equation are related to more stationary probabilities

in CAR/CAR/1 queueing model.

First, Equations (6.6) to (6.29) are expressed in the form of sparse matrix
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using the notations P∗n and Qn,m that have been introduced in Section 4.2. For

example, by definition, when n = 0, P∗n can be expressed as follows:

P∗0 =



p0100

p0110

p0200

...

p0U00

p0U10


(6.30)

By using the relationship of P∗n and Qn,m which is given in Equation (4.25), the

following sparse matrix is formed from Equations (6.6) to (6.29).

I



P∗0

P∗1

P∗2
...

P∗N−1

P∗N


=



Q0,0 Q0,1

Q1,0 Q1,1 Q1,2

Q2,1 Q2,2 Q2,3

. . . . . . . . .

QN−1,N−2 QN−1,N−1 QN−1,N

QN,N−1 QN,N


(6.31)

where identity matrix I has the same dimension as the sparse matrix and N + 1

is an integer that is large enough such that P∗N+1 ≈ 0.

There are two ways to solve the above sparse matrix: direct methods or

numerical methods where direct methods may be more complicated than nu-

merical methods. For direct method, we may refer to Duff et al. (2017) while

Saad (2003) provided numerical iterative methods. In this research, an iterative

method is used since the direct method takes considerable time and requires a

larger memory to solve the sparse matrix. Different iterative methods could be

used to solve for different forms of sparse matrices. The selection of an iterative

method depends on the computational cost and the properties of the matrix that
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are required to apply the chosen method. The properties considered in a matrix

are symmetry, transpose matrix, initial value, positive define etc. Comparison

of commonly used iterative methods for sparse matrices can be found in Sickel

et al. (2005)

To solve the sparse matrix in Equation (6.31), the biconjugate gradient sta-

bilized method (BICGSTAB) is used since the result converges rapidly using

this method. By using the K-GLE method introduced in Section 4.3, the sta-

tionary probabilities are obtained when ∆t ≈ 0. Hence, the stationary queue

length distribution is found and the mean queue length can be obtained using

Equation (4.34) as well.

6.3 Numerical Example

Consider a single-server queueing system in which both the interarrival time

and service time of the positive customers follow gamma distribution with pa-

rameters (κ1, θ1) = (2.1, 0.3) and (κ2, θ2) = (1.2, 0.4) respectively. The inter-

arrival time of negative customers is assumed to have exponential distribution

with rate γ = 2.5. The time that the hazard rate of the interarrival time and

service time tend to constant distributions are ta = 1 and ts = 2.5 respectively.

By using the combination of numerical method and K-GLE method, sta-

tionary queue length distribution of CAR/CAR/1 queieng model with negative

customers is obtained. The stationary queue length distribution may also be

computed using simulation procedure. There is no existing method on finding

the same results for GI/G/1 queue with negative customers. Comparison of re-

sults is tabulated in Table 6.1 and the simulation procedure is carried out with

a running step of 108. The results in Table 6.1 once again show that K-GLE

method is better than linear extrapolation method. Some analysis on the results
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obtained using different ∆t from 0.01 to 0.06 are presented graphically and tab-

ulated for several stationary queue length probabilities.

Table 6.1: Stationary Queue Length Distribution Computed from the
Proposed Numerical Method and Simulation Procedure

[(κ1, θ1) = (2.1, 0.3), (κ2, θ2) = (1.2, 0.4), γ = 2.5, ta = 1, ts = 2.5]

Queue
Length,
n

Stationary Queue Length Distribution, pn
Numerical Method Simulation
2-GLE LE Procedure

0 0.353511 0.362772 0.352593
1 0.309303 0.314748 0.309786
2 0.163594 0.166261 0.164005
3 0.084434 0.084268 0.084740
4 0.043317 0.041365 0.043473
5 0.022181 0.019500 0.022216
6 0.011351 0.008638 0.011354
7 0.005808 0.003418 0.005794
8 0.002971 0.001031 0.002964
9 0.001520 0.000027 0.001514

10 0.000778 -0.000330 0.000773
...

...
...

...
25 1.50E-08 -7.90E-07 0

Mean Queue Length 1.337774 1.221142 1.340704

From Table 6.1, it can be observed that the normal linear extrapolation

method obtains invalid results where some of the stationary probabilities are

negative. This show that the linear extrapolation are not reliable. However, the

stationary queue length distribution obtained using the proposed method with

the combination of 2-GLE is closed to the simulation procedure. In term of

mean queue length, the linear extrapolation method underestimated the value

a lot compare to both 2-GLE and simulation procedure. A further verification

can be done by carrying out the Wilcoxon signed-rank test that is mentioned in

Section 4.4 to the results obtained in Table 6.1. From Table 6.2, with α = 0.05,

the null hypothesis that the stationary queue length distribution obtained using

2-GLE method and LE method have same distribution is rejected while there is

no strong evidence that the results yielded by simulation procedure and 2-GLE
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method respectively are from different distribution. The conclusion obtained

from this test is same as what we can observed as linear extrapolation provides

invalid result in which stationary probabilities is negative.

Table 6.2: Wilcoxon Signed-Rank Test on the Stationary Queue Length
Distributions Obtained Using CAR/CAR/1 (2-GLE), CAR/CAR/1 (LE) and

Simulation Procedure.

Wilcoxon
Signed-Rank

Test

2-GLE
vs
LE

2-GLE
vs

Simulation
Test Statistics 73 166

P-value 0.009233 0.809337

Conclusion
Reject null
hypothesis

Do not reject null
hypothesis

Next, the results that are obtained using different ∆t in proposed method

are non-linear and shown in Figures 6.2 to 6.10 and Table 6.3 below.

Table 6.3: Stationary Queue Length Distribution Obtained Using Various
Values of ∆t.

[(κ1, θ1) = (2.1, 0.3), (κ2, θ2) = (1.2, 0.4), γ = 2.5, ta = 1, ts = 2.5]

n
∆t

0.01 0.02 0.03 0.04 0.05 0.06

0 0.343747 0.332362 0.319594 0.305579 0.290374 0.273980

1 0.303427 0.297053 0.290044 0.282235 0.273443 0.263482

2 0.165400 0.167086 0.168527 0.169570 0.170041 0.169745

3 0.088160 0.092068 0.096089 0.100130 0.104073 0.107774

8 0.003654 0.004519 0.005609 0.006981 0.008701 0.010849

19 3.25E-06 5.82E-06 1.05E-05 1.93E-05 3.56E-05 6.62E-05

20 1.70E-06 3.14E-06 5.87E-06 1.11E-05 2.12E-05 4.07E-05

24 9.46E-08 1.95E-07 4.09E-07 8.65E-07 1.85E-06 3.97E-06

25 3.10E-08 6.53E-08 1.40E-07 3.02E-07 6.58E-07 1.45E-06
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Then, the estimation of the stationary probability of different n at ∆t = 0

using different methods are also plotted in the Figures 6.2 to 6.10. In particular,

these figures display that the resultant red trend line produced by the numerical

method (blue line) is in line with the stationary probabilities generated by 2-

GLE method (yellow square). These figures also tell that the LE method (brown

circle) does not always fit into the resultant red trend line while the simulation

(grey triangle) is closed to the trend line for most of the pn except for the case

when the queue length n is large. Besides, it can also be observed that LE

method would overestimate the stationary probabilities for Figures 6.2 to 6.4

while underestimating the stationary probabilities for Figures 6.6 to 6.10. A

such, it can be inferred that LE method is not appropriate to be used generally

to extrapolate results in this research.

Figure 6.2: Stationary Probability P0.[(κ1, θ1) = (2.1, 0.3), (κ2, θ2) =
(1.2, 0.4), γ = 2.5, ta = 1, ts = 2.5]
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Figure 6.3: Stationary Probability P1.[(κ1, θ1) = (2.1, 0.3), (κ2, θ2) =
(1.2, 0.4), γ = 2.5, ta = 1, ts = 2.5]

Figure 6.4: Stationary Probability P2.[(κ1, θ1) = (2.1, 0.3), (κ2, θ2) =
(1.2, 0.4), γ = 2.5, ta = 1, ts = 2.5]
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Figure 6.5: Stationary Probability P3.[(κ1, θ1) = (2.1, 0.3), (κ2, θ2) =
(1.2, 0.4), γ = 2.5, ta = 1, ts = 2.5]

Figure 6.6: Stationary Probability P8.[(κ1, θ1) = (2.1, 0.3), (κ2, θ2) =
(1.2, 0.4), γ = 2.5, ta = 1, ts = 2.5]
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Figure 6.7: Stationary Probability P19.[(κ1, θ1) = (2.1, 0.3), (κ2, θ2) =
(1.2, 0.4), γ = 2.5, ta = 1, ts = 2.5]

Figure 6.8: Stationary Probability P20.[(κ1, θ1) = (2.1, 0.3), (κ2, θ2) =
(1.2, 0.4), γ = 2.5, ta = 1, ts = 2.5]
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Figure 6.9: Stationary Probability P24.[(κ1, θ1) = (2.1, 0.3), (κ2, θ2) =
(1.2, 0.4), γ = 2.5, ta = 1, ts = 2.5]

Figure 6.10: Stationary Probability P25.[(κ1, θ1) =
(2.1, 0.3), (κ2, θ2) = (1.2, 0.4), γ = 2.5, ta = 1, ts = 2.5]

81



In conclusion, the alternative method with the new extrapolation method

may result a convincing outcome. This outcome has been verified with statis-

tical testing to the simulation procedure that has also been justified in previous

chapters. As mentioned in the literature of this thesis, there is no study of GI/G/1

queue with negative customers is published. In the existing study, a queueing

model ofMAP /G/1 queue with negative customer has been published by Li and

Zhao (2004). While Liu and Wu (2009) extended the model to G-queue with

preemptive resume and multiple vacations where the author consider priority

service and server vacation that is not considered in this dissertation. Mean-

while, they also provided the stationary queue length distribution of the queue-

ing system during busy period. While the current CAR/CAR/1 queue with nega-

tive customers can be recognized as a model that is fairly closed to GI/G/1 queue

with negative customers compare to MAP /G/1 queue with negative customer

but the CAR/CAR/1 G-queue does not include the study of busy period and other

features. In the next chapter, the waiting time distribution of CAR/CAR/1 queue

with negative customers is found by using the stationary probabilities obtained

from Chapters 3 to 6.
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CHAPTER 7

WAITING TIME DISTRIBUTION FOR CAR/CAR/1 G-QUEUE USING

RCH REMOVING PRINCIPLE

This chapter illustrates the derivation of the waiting time distribution from sta-

tionary probabilities obtained in all the model mentioned in the previous chap-

ters. The waiting time distribution formula is found in Section 7.1. Simulation

procedure for waiting time distribution is introduced in Appendix B. Section

7.2 contains the numerical results obtained using the newly derived formula and

compare to simulation results and existing analytic method if any.

7.1 Derivation of Waiting Time Distribution

Firstly, the notations that are used in derivation of waiting time distribution

are denoted as follows:

qn : the probability that upon arrival instant of a positive customer will

find n customers in the system.

Tq : the random varible for time spend in the queue

Wq : cumulative probability distribution (CDF) of Tq

Tb : the random variable for service time of positive customers.

Tc : the random varible for intearrival time of negative customers

When the queue is empty, it makes intuitive sense that the waiting time for

the arriving positive customers is 0. Therefore,
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Wq(0) = Pr(Tq = 0)

= Pr({Arriving positive customer find 0 in the system})

= q0 (7.1)

However, when the system is not empty, qn is an important element to find

the waiting time distribution,Wq(t) and it can be derived using Bayes’ Theorem.

From this theorem, the probability of having n positive customers in the system

given that the next positive arrival will take place when the process is in the

steady state Zk = {nk,Λk,Γk,Mk} when k goes to infinity is derived as

qn = Pr(nk = n|{arrival about to occur in the steady state Zk})

=
Pr(nk = n ∩ {arrival about to occur in the steady state Zk})

Pr({arrival about to occur in the steady state Zk})

If there is a positive arrival, by substituting the statement {arrival about to occur

in the steady state Zk} is with Λk = i which indicates the current state of the

positive arrival process upon a new arrival, we get

qn =
Pr(nk = n ∩ Λk = i)

Pr(Λk = i)

=
Pr(nk = n) • Pr(Λk = i|nk = n)
N∑

nk=0

Pr(nk = n) • Pr(Λk = i|nk = n)

=

∑
i

∑
r

∑
j

pnirjλmin(i+1,U)∆t

N∑
n=0

∑
i

∑
r

∑
j

pnirjλmin(i+1,U)∆t

=

∑
i

∑
r

∑
j

pnirjλmin(i+1,U)

N∑
n=0

∑
i

∑
r

∑
j

pnirjλmin(i+1,U)

(7.2)
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A positive customer will leave the system by either service completion or

removed by negative customer whichever come first. The time until a positive

customer leave the queue since the beginning of its service can be denoted as

Tq = min(Tb, Tc). Let G(t) and H(t) be the CDF of the service time and the

interarrival time of negative customer respectively while g(t) and h(t) be their

PDF respectively. Then,

Pr(Tq ≤ t) = 1− (1−G(t))(1−H(t)) (7.3)

Pr(Tq = t) = h(t)(1−G(t)) + g(t)(1−H(t)) (7.4)

Supposed that upon the arrival of a positive customer, there are n customers

in the queue, the distribution of this n customers to leave the system is the n-fold

convolution of Tq distribution which is T (n)
q . Then, the probability for the new

arrival to wait at most time t is,

Pr({n service completion & removal ≤ t}) = Pr(T (n)
q ≤ t) (7.5)

Combining Equations (7.1), (7.2) and (7.5), the waiting time distribution for

CAR/CAR/1 queueing model with negative customer can be found by:

Wq(t) = q0 +
∞∑
n=1

qnPr(T
(n)
q ≤ t)

= q0 +
∞∑
n=1

qn

∫ t

0

Pr(T (n)
q = u)du, t > 0 (7.6)

The component in the summation part of Equation (7.6) can be interpreted as

the probability that n customers leave the system by time t given there are n

positive customers in the system upon its arrival.

Let’s consider a simple model M/M/1 queue with negative customer. Sup-

posed that the interarrival time and service time distributions of positive cus-
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tomers are exponential with rates λ and µ respectively. While negative cus-

tomer arrives to the system according to the Poisson process with the rate γ.

Then Equation (7.2) can be simplified as

qn =

∑
i

∑
r

∑
j pnirjλ∑N

n=0

∑
i

∑
r

∑
j pnirjλ

=

∑
i

∑
r

∑
j pnirj∑N

n=0

∑
i

∑
r

∑
j pnirj

= pn (7.7)

From Equation (7.7), it can be concluded that q0 = p0 and substituting

Equation (7.7) into Equation (7.6) yields the following.

Wq(t) = p0 +
∞∑
n=1

pn

∫ t

0

Pr(T (n)
q = u)du (7.8)

On the other hand, the exponential assumptions allow Equation (7.4) to be sim-

plified as follow:

Pr(Tq = t) = γe−γt(e−µt) + µe−µt(e−γt)

= (µ+ γ)e−(µ+γ) (7.9)

Equation (7.9) is an exponential distribution with rates (µ+γ) and the convolu-

tion of n exponential distributions is an Erlang distribution with shape parameter

of n and scale parameter of 1/(µ + γ). By performing n-fold convolution on

Equation (7.9) and substituting Equation (3.22) into Equation (7.8) will obtain:

Wq(t) = 1− ρ+ ρ

∫ t

0

(µ+ γ)(1− ρ)e−(µ+γ)(1−ρ)udu

where the expression inside the integral part in the derivation above is the PDF

of an exponential distribution with rate (µ+ γ)(1− ρ), implying that

∫ t

0

(µ+ γ)(1− ρ)e−(µ+γ)(1−ρ)udu = 1− e−(µ+γ)(1−ρ)t
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Thus,

Wq(t) = 1− ρ+ ρ
(
1− e−(µ+γ)(1−ρ)t

)
or simply,

Wq(t) = 1− ρe−(µ+γ)(1−ρ)t, t ≥ 0 (7.10)

By replacing the parameters µ + γ in Equation (7.10) with service rate, an

equation to find the waiting time distribution of an ordinary M/M/1 queue with-

out negative customers is formed and this is once again agreed with the con-

clusion made in Chapter 3. Hence, Equation (7.6) is proven to able to generate

results of waiting time distribution for an M/M/1 queue with negative customers.

Similarly, when an GI/M/1 queue with negative customers is considered,

Equation (5.48) is used to substitute the term qn in Equation (7.6). As it is

similar to Equation (3.21) where ρ is replaced by r, it can be concluded that

the waiting time distribution of GI/M/1 queue with negatives customers can be

expressed as the following equation.

Wq(t) = 1− re−(µ+γ)(1−r)t, t ≥ 0. (7.11)

where r is the root mentioned in Section 5.2.

In conclusion, Equation (7.6) can be utilized to generate the waiting time

distribution for all models considered in Chapters 3 to 6 and the mean waiting

time of each model can be calculated using Little’s formula Equation (4.34) as

shown below.

E(W ) =
E(N)

λ
=

∑
n

∑
i

∑
r

∑
j npnirj

λ
(7.12)
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7.2 Numerical Examples

In this section, two numerical examples are presented. From Equation (7.2),

qn can be calculated from pnirj and λmin(i+1,U).

The waiting time distributions of the CAR/M/1 queue and CAR/CAR/1 queue

with negative customers are found by Equation (7.6). The result for CAR/M/1

queue is verified with the results obtained by Equation (7.11) where the val-

ues of r in Equation (7.11) are obtained using analytical method in Section 5.2.

However, the results for CAR/CAR/1 queue will only be compared to the simu-

lation procedure in Appendix B since no existing analytical method is found.

For the GI/M/1 queue with negative customers, the interarrival time of

the positive customers follows gamma distribution with parameters (κ, θ) =

(2.1, 0.3), the service time of positive customer and interarrival time of negative

customers are exponentially distributed with rates µ = 1 and γ = 2 where inte-

ger N = 100 is chosen to find the stationary probabilities. The time point when

the hazard rate of the interarrival time starts to converge to an approximately

constant value is ta = 10.

In Table 7.1, the linear extrapolation method is not considered since it had

been shown that this method may give invalid results in the previous chapter.

From the table, the results for the waiting time distribution obtained using sev-

eral methods are closed. It can also be observed that the waiting time distribution

obtained using K-GLE method is converging closer to the analytical method

when the value of K increases. Other than that, the mean waiting time obtained

by the simulation procedure is underestimated. Hence, a conclusion that the

proposed numerical method with K-GLE method outperforms the simulation

procedure as shown in Appendix B is made.
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Table 7.1: Waiting Time Distribution Computed from Proposed the
Numerical Method, Analytical Method and Simulation Procedure.

[(κ, θ) = (2.1, 0.3), µ = 1, γ = 2, N = 100, ta = 10]

Waiting
Time,
t

Waiting Time Distribution, Wq(t)
Numerical Method Analytical Simulation
3-GLE 2-GLE Method Procedure

0.00 0.592342 0.592344 0.592339 0.592359
0.04 0.620313 0.620315 0.620310 0.620286
0.08 0.646365 0.646366 0.646362 0.646375
0.12 0.670629 0.670630 0.670626 0.670610
0.16 0.693228 0.693230 0.693226 0.693244
0.20 0.714277 0.714278 0.714275 0.714251
0.24 0.733881 0.733883 0.733879 0.733790
0.28 0.752141 0.752142 0.752139 0.752047
0.32 0.769147 0.769149 0.769145 0.769062
0.36 0.784987 0.784988 0.784985 0.784913
0.40 0.799740 0.799741 0.799738 0.799663

...
...

...
...

...
3.00 0.998027 0.998033 0.998027 0.997914

Mean Waiting Time 0.562736 0.562733 0.562740 0.562090

As mentioned previously, since the waiting time distribution and the mean

waiting time is depended on the stationary probabilities as shown in Equations

(7.6) and (7.12), if the Wilcoxon signed-rank test shows that the stationary queue

length distribution obtained from different method are significantly closed, then

the hypothesis testing on waiting time distribution and mean waiting time can

obtain the same conclusion as well.

For the GI/G/1 queue with negative customers is considered where both the

interarrival time and service time distributions are assumed to follow gamma

distribution with parameters (κ1, θ1) = (1.9, 0.4) and (κ2, θ2) = (2.3, 0.2) re-

spectively and the interarrival time distribution of negative customer is exponen-

tially distributed with γ = 0.5. The time that the hazard rate functions for both

interarrival time and service time distribution tend to constant ta = 4 and ts = 2

respectively. By choosing N = 20, Table 7.2 is tabulated. In Table 7.2, the
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results obtained using the proposed method with either 2-GLE and 3-GLE are

closed to those obtained by the simulation procedure. In conclusion, Equations

(7.2) and Equations (7.6) are shown to be able to generate waiting time distribu-

tion successfully when the distributions for both the interarrival time and service

times are non-exponential.

Table 7.2: Waiting Time Distribution Computed from the Proposed
Numerical Method and Simulation Procedure. [(κ1, θ1) = (1.9, 0.4),

(κ2, θ2) = (2.3, 0.2), γ = 0.5, ta = 4, ts = 2, N = 20]

Waiting
Time,
t

Waiting Time Distribution, Wq(t)
Numerical Method Simulation
3-GLE 2-GLE Procedure

0.00 0.610683 0.610656 0.610647
0.04 0.639265 0.639252 0.639145
0.08 0.666764 0.666746 0.666732
0.12 0.693247 0.693223 0.693116
0.16 0.718229 0.718240 0.718060
0.20 0.741748 0.741728 0.741625
0.24 0.763684 0.763639 0.763570
0.28 0.784069 0.784051 0.783986
0.32 0.802973 0.802919 0.802887
0.36 0.820384 0.820326 0.820315
0.40 0.836438 0.836439 0.836427

...
...

...
...

2.00 0.996676 0.996658 0.996725
Mean Waiting Time 0.567752 0.567746 0.566979

Compare to the waiting time distribution that is derived in Li and Zhao

(2004), the new method proposed in this chapter seem to be simple and direct

as the calculation can be done directly using stationary probabilities. However,

they provided some analysis on the busy period of the queueing system with

different killing discipline. On the other hand, Liu and Wu (2009) studied the

MAP /G/1 G-queue without further investigation on the waiting time distribu-

tion. In the next chapter, a conclusion on the works done in this research are

summarized and the possible future works are also discussed.

90



CHAPTER 8

CONCLUSION AND FUTURE WORKS

8.1 Conclusion

The dissertation introduces a modified method of Koh (2013) with a new

numerical method K-GLE for finding the stationary queue length distribution

for the single-server continuous-time queue with negative arrivals. In this pro-

posed numerical method, the interarrival time and service time distributions are

assumed to have a fairly general distribution called the CAR distribution. Sets

of equations for governing the system are derived to find the stationary queue

length distributions. The proposed numerical method has been proven math-

ematically for an M/M/1 G-queue in Chapter 3. While the numerical results

obtained for the stationary queue length distribution for GI/M/1 G-queue and

M/G/1 G-queue are verified by the analytical results and those computed from

the simulation procedure. For the CAR/CAR/1 G-queue, since no papers have

been published on finding the stationary queue length for a continuous-time

GI/G/1 G-queue, the numerical results are only compared to those obtained by

the simulation procedure. The stationary probabilities found by the numerical

method are then used to calculate the waiting time distribution, which is another

new numerical method introduced in this dissertation. All the comparisons show

that the numerical methods are successfully applied in finding the basic perfor-

mance measures of a queueing system with negative arrivals. The drawback of

using the alternative numerical method in finding the stationary queue length

distribution is the dimensionality problem when I, J or U is a large number

and hence producing large system of equations. To solve for the dimensional-

ity problem, three methods of solving the sets of equations derived are given in
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each chapters of 4, 5 and 6. The selection of methods on solving for the values

of the stationary probabilities depends on the dimensionality and computational

time.

Besides introducing the alternative numerical approach in finding the sta-

tionary queue length and waiting time distributions, an analytical approach to

find the stationary queue length distribution for GI/M/1 queue with negative

customers is also presented in Chapter 5. This dissertation also provide sim-

ulation algorithms in finding the basic performance measures. Apart from the

proving in Chapter 3, the close results obtained from all the approaches have

further validate the proposed numerical methods introduced in this dissertation.

It is confidence that the proposed numerical method could be applied to

other queueing systems with other features like a repairable queue, negative cus-

tomers with different removal discipline, vacation etc. which have been studied

extensively in a recent decade by other researchers.

8.2 Future Works

One of the future works that will be considered is to reduce the dimension-

ality of the system of equations by combining the state spaces of the service

process and negative arrival processes since these two processes cannot occur

concurrently. By substituting Equations (7.3) and (7.4) into Equation (4.1) and

using the same definitions of g(t), G(t), h(t) andH(t) in Section 7.1 , the newly

modified service rate, σk, can be expressed as follow:

σk =
h(k∆t)(1−G(k∆t)) + g(k∆t)(1−H(k∆t))

(1−G(k∆t))(1−H(k∆t))
, 1 ≤ k ≤ J

=
h(k∆t)

(1−G(k∆t))
+

g(k∆t)

(1−H(k∆t))

= γk + µk (8.1)
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Equation (8.1) can also be used for the case when the negative arrival process is

non-exponentially distributed and fulfill the assumption of CAR distribution. It

is believed that this equation could be used to yield a system of equations with

lower dimensionality.

Another future work that could be conducted is to analyze the quality of

service with the existence of negative customer since some customers are not

able to complete their service before leaving the system. Suppose that a data

file is transferring from server to local computer and once in a while the pro-

cesses are interrupted. This causes some of the information is lost and a new

transferring process for this data file may need to be carried out again. Study

on how negative customer represent the real-life application has been conducted

in the previous few decades and it is the time to look into the quality of the

service. What is the appropriate parameter of the distribution for negative cus-

tomers should be used? What are the solutions that can be used to minimize the

loss during the removal process? Is the scarification of a few customers from

the queue can satisfy or increase the utility of those who are waiting behind the

queue? Yet, this is an interesting topic that needs to be studied.

Similar queueing models can be performed by replacing the RCH removing

discipline to RCE, DST or a random removal amount and extends the work by

including features such as retrial queue, priority service, vacations etc. For ex-

ample, Wang et al. (2015) considered a retrial queue and study the Nash equilib-

rium joining strategies with optimization on the social net benefit. As compared

to this dissertation, this paper studied an M/M/1 G-queue with more features

are included. Besides, Sun and Wang (2018) lately also studied this equilibrium

joining strategies in an M/M/1 G-queue by considering observable and unob-

servable case. They derived optimal strategies in these two case and presented

the results numerically with different parameters.
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APPENDIX A

SIMULATION PROCEDURE OF STATIONARY QUEUE LENGTH

DISTRIBUTION

The simulation procedure to obtain the stationary queue length distribution

applied the concept about fraction of time where the stationary probability pn

can be interpreted as “the fraction of time that there are n customers in the

system where n = 0, 1, 2, · · · ” that is mentioned in Gross and Harris (2008).

Let F (t1) be the cumulative distribution function of the interarrival time

of positive customers, G(t2) be the cumulative distribution function of service

time andH(t3) be the cumulative distribution function of the interarrival time of

negative customers. Then the complete algorithm of the simulation procedure

can be presented as follows:

1. Initialization:

• Three variables clock time, previous event time and system size

are set to be 0.

• Generate a uniform random number u1 on [0,1].

(a) Let u1 = F (t1) and t1 = F−1(u1).

(b) Let t2 =∞.

(c) Let t3 =∞.

2. For each iteration i:

• Set previous event time = clock time .

• Precedence operation:
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(a) if (t1 < t2) and (t1 < t3), then

i. Update clock time by adding t1;

ii. Update the total duration Timen for current system size

by adding clock time− previous event time.

iii. Update system size.

iv. if system size = 1, then

– Generate two uniform random numbers u2 and u3 on

[0,1].

– Let u2 = G(t2) and t2 = G−1(u2) to represent service

times.

– Let u3 = H(t3) and t3 = H−1(u3) to represent next

negative interarrival time.

v. Generate a uniform random number u1 on [0,1], let u1 =

F (t1) and t1 = F−1(u1) to represent the next interarrival

time.

(b) if (t2 ≤ t1) and (t2 ≤ t3), then

i. Update clock time by adding t2;

ii. Update the total duration Timen for current system size

by adding clock time− previous event time.

iii. Update system size.

iv. if system size ≥ 1, then

– Generate a uniform random number u2 on [0,1], let u2 =

G(t2) and t2 = G−1(u2) to represent next service time.

else:

– Let t2 =∞.

– Let t3 =∞.

(c) if (t3 < t2) and (t3 < t1), then

i. Update clock time by adding t3;
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ii. Update the total duration Timen for current system size

by adding clock time− previous event time.

iii. Update system size.

iv. if system size ≥ 1, then

– Generate two uniform random numbers u2 and u3 on

[0,1].

– Let u2 = G(t2) and t2 = G−1(u2).

– Let u3 = H(t3) and t3 = H−1(u3).

else:

– Let t2 =∞.

– Let t3 =∞.

3. Computation of pn:

• Compute the proportion of the total duration Timen when system size =

n to the final record clock time.

pn =
The total duration Timen with respect to n

Final clock time
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APPENDIX B

SIMULATION PROCEDURE OF WAITING TIME DISTRIBUTION

The simulation procedure to find the waiting time distribution almost the

same as the one in Appendix A except that it’s calculation does not based on the

fraction of time but the count of the simulated waiting time that is less than time

t divided but the total count of simulated waiting time.

Let the time spent in the system by nth positive customer be Wq,n, Tn be

the interarrival time between the (n + 1)th positive customer and nth positive

customer and Sn be the service time of the nth positive customer. While Bn is

the time/duration between the departure time of the (n− 1)th customer and the

nth customer. A simple illustration of the concept is shown in Figure B.1 below.

Figure B.1: Successive GI/G/1 Waiting Times with Negative Customers.

With the aid of Figure B.1, it can be seen that there is a simple recurrence rela-
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tion between Wq,n and Wq,n−1 and expressed as the following:

Wq,n+1 =


0, if Wq,n ≤ Tn −Bn,

Wq,n +Bn − Tn, if Wq,n > Tn −Bn.

(B.1)

The term Bn in Equation (B.1) is the minimum time between the service

time, Sn and the first interarrival time of negative arrivals that occurs during a

service process, R, Bn = min(Sn, R). While R = ∞ if no negative customer

arrives during a service process. A positive customer that is undergoing service

can leave the system by either removed by a negative customer or complete a

service whichever come first. If no negative customer arrives during a service

process, the positive customer will depart from the system by service comple-

tion. Figure B.2 below represents the actual condition the time Bn that occurs

in the last segment of Figure B.1.

Figure B.2: Events That Affects the Leaving Point of Positive Customers.

Bookkeeping is done by collecting the frequency of Wq,n in each step of

the simulation procedure. Once the simulation procedure are completed, the
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waiting time distribution Wq(t) can be calculated as follows:

Wq(t) =
Counts of Wq,n less than or equal to t

Total number of Wq,n

(B.2)
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