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ABSTRACT 

Profiling is a process where analysis are done on an individual phycologically and behavior in 

order to predict or classify a group of similar individuals. In this paper, several method to profile 

student had been introduce, student are profiled with 5 defined attributes which are Learnability, 

Productivity, Leadership, Domain Skillsets and Exploring. Student profile are used to serve for 

one application, which is assignment team matching recommendation. This can be done by using 

machine learning technique to predict each profile respective assignment role’s performance 

rating. There are 4 roles defined which are Planning, Writing, Idea and Technical. With these 4 

roles being predicted for each profiled individual, the team matching recommendation can be 

done based on the rating of these 4 roles of a student. This is to help recommend a much more 

effective and balance assignment group. 

With the help of this team matching recommending system, problem for right assignment group 

formation can be solved, as this is the most common problem that can be found in any university. 

Student can take the recommendation as a reference to form more effective assignment group.   
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Chapter 1: Introduction 

1.1 Problem Statement and Motivation 

The most common problem many of the student had meet in their university life is 

forming a “right” group for assignment task. Being in a good or bad group to complete 

any task is always determined by the people in a group, and the productivity and 

efficiency of completing certain task is always determined by the group itself as well. 

Better group, better result; bad group where groupmates are not even compatible. As you 

can see having a compatible groupmates and be in a right group is extremely important. 

The most common way of forming assignment group is either people decided stay in the 

comfort zones where they team up with their friends or simply form a group in class with 

people that they don’t even recognize or know. Group formation is the foundation of 

effective group works, that’s why group formation itself is the first steps and the very 

crucial steps of group assignment in university, a lot of problems may arise when doing 

group work if this process didn’t handle well. According to a research done by W.Martin 

Davies (2009), motivation of participants is the most serious problem in groupworks. At 

some situation, some groupmates might be unnecessary in certain assessment task or may 

not fully committed to the goal of the group. In the research, W.Martin Davies (2009) 

discuss about 2 example of motivational issues that arises from the problem mention 

above, which are social loafing and free riding. Social loafing in the situation when 

certain groupmates have lesser contribution or put lesser effort as compares to other 

because of lacking attention by others in the group work. For free riding normally 

describe groupmate that didn’t do anything at all and taking advantages of others who 

contribute and work hard to accomplish the group work. However, problem might can be 

solved by using some technical approach method which will be discussed in this paper. A 

pervasive student profiling method for team matching recommendation. Understanding 

students personality characteristics can get us more information about their behavior and 

role’s performance on completing different job scope of certain assignment task. With the 

help of machine learning the method mention above will be more easier. By knowing 
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their ability, we are able to use the data to performed more balanced team matching by on 

utilizing their skill and ability.    

1.2 Background 

Personality refers to characteristics, way of thinking, behavior and emotion pattern of an 

individuals. An individual may expose his/her personality to the others time to time if 

they get along long enough. However, with the advent of AI technology, it is possible to 

predict an individual personality or characteristics by using enough dataset about that 

individual. This paper will be discussing about a pervasive student profiling method for 

team matching recommendation which is to use generated student profile to help in team 

matching recommendation. Profiling is the process where analytic is done on an 

individual to know he/she psychologically or behavioural in order to predict capabilities 

or classified people. With characteristics profile of individuals, we can use it as datasets 

to perform all kind of prediction using machine learning. Machine learning techniques; 

subfield of Artificial Intelligent which is an application that helps to provide system the 

ability of learning automatically without human interruption or explicitly programmed. 

Machine Learning is more concern about develop a computer program that gathered 

enough data and study the data, finding pattern and eventually learn itself. There are 

several industries can get used to the help of machine learning techniques and solve a lot 

of problems with it. However, in this paper we will be focusing on education industries. 

Sometimes by knowing student personality or characteristics, we can get to know other 

behaviour of respective student as personality somehow determine their behaviour. For 

example, a student with high leadership personality will eventually lead others people 

and planning job scope in completing certain assignment and task. This is the core idea of 

this research paper, where few characteristics attributes will be defined in this paper then 

will all this attribute, a student profiling is done. Method of data collecting will be 

defined as well to collect different data from various data sources to determine the rating 

of these defined characteristics attributes. With the student characteristics profile 

generated, based on these profiles, we will eventually try to predict respective student’s 

performance on different job scope in completing an assignment. The prediction will be 

done using machine learning algorithms. By understanding student’s role performance on 
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completing different jobs scope we can then use this as reference to help to performing 

team matching recommendation, where different individuals who are good at different 

aspect of job will be group together to form a more balanced assignment team. This 

whole idea can help in recommending a more effective team or so called “right” team to 

complete any task given.  

1.3 Project Objectives 

The objectives of this project: 

I. Identify a set of attributes that describes an individual’s characteristics and use 

it as a profile of respective student  

Each attribute should be able to define a person in terms of education aspect. Then 

different data collecting method will be used on collecting data respective to each 

attribute. The data collected will then go through some calculation to determine to 

attributes value and eventually profiling student based on these attributes value.  

II. To predict Student’s ability on performing different job scopes of an 

assignment task 

Used the generated profile of student to perform prediction of student’s different role 

performance of completing a task. Machine learning algorithms will be used to learn and 

train the datasets to create a model for prediction.  

III. Perform Team matching recommendation  

Recommendation of different combination of groups of people will be done as team 

matching by using the predicted role performance of each student as the criteria to look 

at and form a much balanced team.  
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1.4 Proposed work  

  

Diagram 1.4.1 shows the proposed system design of this research  

Above diagram shows the proposed method for this research. The most crucial stage of 

all this will be the data collecting stage where all the data will be collected from various 

data source in order to determine the value of each attributes in the profiling process. All 

this profile will then label with respective student’s performance in participating different 

role in completing assignment task. The labeled data will be used to fit into the machine 

learning algorithms for the purpose of training and eventually come up with a model to 

perform prediction. All this predicted data will act as a reference to perform team 

matching recommendation. 

1.5 Background Information 

Deep learning 

Deep learning is a subfield of machine learning. Deep learning can use different 

algorithms that are stacked in a hierarchy which always increasing its complexity and 

abstraction that impersonate the human learning processes. The input of a deep learning is 

huge amounts of training datasets then the computer programs will use deep learning and 

go through iteration of deep learning process until a result with good accuracy is outputted. 

With the use of deep learning, the system can build the feature without any supervision. 

This is also called feature learning.  
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Diagram 1.5.1 Shows Deep Neural Network architecture. (Source from:  

https://stats.stackexchange.com/questions/182734/what-is-the-difference-between-a-

neural-network-and-a-deep-neural-network-and-w) 

Deep learning often called deep neural networks, this is because most deep learning 

methods use neural network architectures. Deep neural network can have hundreds of 

hidden layer in the network. Below is the diagram of deep neural network: 

Machine learning process 

Machine learning is used to recognizing undiscovered pattern with computer can learn by 

themselves without human programming. To do so, a lot of data are required for it to 

learn. First of all data collection need to be performed, quantity & quality of data 

determine the accuracy of the model. Then prepare the data by cleaning it, randomize it 

visualize it and split it into training set and testing set. After all data is set up, choose a 

right model for the task, then train the model. To know how well the model perform, 

evaluate the model by testing the model with unseen data. Then parameter tuning can 

also be performed to tune model parameters for performance improving. Last but not 

least, use the test set data to make the prediction on the task.  

1.6 Impact, significance and contribution 

By far there are many existing researches which research about profiling individual using 

AI then use the profile to predict the relationship between the profile with certain 

problem. However, most of this existing research, the way they perform profiling is just 

filling up questionnaire. Questionnaire sometime is not accurate enough as the person 
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who fill up can be dishonest, unconscientious, bias or different in understand the 

question. It came up there are quite a lot of factor that might influence the accuracy of 

profiling itself. In this paper, the profiling method used is definitely not using 

questionnaire method, instead, the data to profile an individual came up from various data 

source, like student database, tracing student visited website and more. The whole 

profiling process is based on what we observed from the data gathered. Beside that, the 

process can be automated as well. So, compare to questionnaire, the method proposed in 

this paper is much more effective but a lot of work needed to be done compare to just 

designing question for people to fill up.  
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Chapter 2: Literature Review 

2.1 Predict student academic performance based on self-regulating characteristics  

This research is done by Julieta Noguez, Luis Neri, et.al (2016), who study to classify 

student in group according to their self-regulation skills (SR), learning strategies (LeSt) 

and affective strategies (AfSt). The cluster of this generated student profile will then use 

for studying the relationship between student academic outcomes and their relative 

cognitive and social profile.The method they used to profile student is using item that 

will help to identify relevant dimension and characterize student’s profile. This items are 

grouped and 8 dimension were defined.  

Diagram 2.1.1 8 dimensions that 

characterize a student profile. 

(Source from: Julieta Noguez, Luis 

Neri, et.al (2016))  

 

 

 

 

Then they upload set of questionnaires to sample of 96 engineering student which 

enrolled in math, physics and computer science courses. The questionnaires consist of 

questions that will determine the value of 8 dimensions that characterize a student.  
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The answered questionnaires of each student will then calculate by averaging the values 

of each dimension. These averaged values of dimension will then be the student personal 

profile. The generate profile of each student will form in a spider web diagram.  

Diagram2.1.2 Spider web diagram of an 

individual student. (Source from: Julieta 

Noguez, Luis Neri, et.al (2016)) 

 

 

 

 

These profiles will then go through some reliability and social validation test for 

evaluation purpose. Below is the result of the reliability test using Cronbach’s Alpha:  

Diagram 2.1.3 

result of the cronbach’s Alpha for each dimensions. (Source from: Julieta Noguez, Luis 

Neri, et.al (2016)) 

According to Julieta Noguez, Luis Neri, et.al (2016), based on the result of the 

Cronbach’s alphas, generally all dimension is properly characterized and differentiated, 

and is suitable for determining student profiles. But more exploration should be done to 

increase Anxiety and Extrinsic Cronbach’s value. As for their social validation test, 
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According to Julieta Noguez, Luis Neri, et.al (2016) the validation shows very good 

agreement between the profiles assigned by system and those perceived by students.  

These show us that Profiling by using questionnaire can also use to understand an 

individual behavior, reliability test and social validation test should be conduct to 

evaluate the accuracy of the generated profile. However, data provide by questionnaire 

can still be dishonest, even with social validation test, the accuracy might not be honestly 

true.  

2.2 Learning Human Behavioral Profiles in a Cyber Environment 

Michael Forte, Christopher Hummel, et.al (2010) had done research on profiling online 

shopper’s pattern of behavior using data mining techniques. There are two metrics for 

profiling behavior of online shoppers are: 

I.Classified the data into sub-categories of  profile, gender and major confidence. Then 

analyse these group based on statistical differences and time in order to find patterns 

in these difference demographic groups.  

II.Create a regression model to determine the usefulness of the data for attributes 

application. 3 Models are created for different attribute of individual.  

Three types of analysis method which are significance testing, regression modeling and 

Weight of evidence (WOE) are used to study the behavior pattern of online shoppers. 

Significance testing is analysis which look for significant differences. Regression model 

is used to accurately predict undiscovered subject’s demographic information. 2 

regression model is used as the first model take all collected subject data into account and 

the second set model involve only using randomly re-sampling from the entire data set as 

a model to testing on the rest of the data not selected. Lastly Weights of evidence (WOE), 

used to test the ability of accurate prediction of demographic characteristics of user using 

scoring system.  
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Diagram 2.2.1 example of method of analysis (Source from: Michael Forte, Christopher 

Hummel, et.al (2010)) 

Logistic regression model is a good model for prediction, but in order to make it more 

accurate or allow much more robust analysis, larger sample size is needed. WOE 

techniques can be useful in credit scoring system to predict behavioral patterns.  

2.3 Use of Personality Profile in Predicting Academic Emotion based on Brainwaves 

Signals and Mouse Behavior  

This study is done by  Judith J.Azcarraga*, John Francis Ibanez Jr., et.al (2011), In this 

research, prediction of student academic emotion is done by collecting data through a 

learning software where the data is in the form of student’s brainwaves signals and 
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mouse-clicks activities. The brainwaves signals collected using an Emotiv EEG sensor 

while the mouse-clicks activities are the number of click, distance traveled by mouse and 

duration of each click. The EEG sensor is attached to head of student, then during the 

learning session EEG signals and mouse data is being observed. The features used for 

emotion classification are: 

 

Before the observation, a questionnaire is also distributed for student to fill up to measure 

his/her personality traits which are extroversion, orderliness, emotional stability, 

accommodation, inquisitiveness.  

KNN classifier and C4.5 machine learning algorithm were used to predict the emotion of 

different personality traits.   

 

   

Diagram 2.3.1 Example of prediction of academic emotion of student based on EEG data 

and mouse click behavior. (Source from: Judith J. Azcarraga*, John Francis Ibanez Jr., 

et.al (2011)) 
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Judith J. Azcarraga*, John Francis Ibanez Jr., et.al (2011) research shows that individual 

behavior pattern can also predicted using data collected from individual’s daily event 

activities, and there is also potential of combining physiological signals with these data to 

improve accuracy of prediction. However, tracking physiological signals might need 

expensive sensor for affect detection, adequate funding is need for this type of research.  

  

2.4 Academic Advising System Using Data Mining Method for Decision Making 

Support  

Riah F. Elcullada-Encarnacion(2018) had study is about developing a system that 

facilitates academic advising section and keep track of student academic performance. 

The system implement the data mining method that helps generating required data set for 

analysis and data modeling eventually support academic decision making for student.  

A Modified KDD process were used to approach data mining. KDD is a process that 

transformed raw data to a pattern that helps discovered new knowledge.    

  

Diagram 2.4.1 shows the 

diagram of Modified KDD 

process. (Source from: Riah 

F. Elcullada-

Encarnacion(2018))  

  

The algorithm of data mining used in this study is K-means clustering algorithm which is 

used to group student according to their similar attribute. The attribute consists of student 

background, achievements and academic courses.  
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Diagram 2.4.2 shows the output of K mean 

algorithms (Source from: Riah F. Elcullada-

Encarnacion(2018)) 

 

 

 

 

From the result of cluster, the model for decision-making support is formed by analyzing 

statistically based on the result cluster.  

The research shows that K-means clustering might be a good algorithm to help cluster up 

data and perform decision- making or recommendation. However, the it still require the 

analysis knowledge of human being, it would be the best if the whole process is 

automated including recommendation and decision support.  

2.5 Teacher Assessment and Profiling using Fuzzy Rule based System and 

Apriori Algorithm  

In this paper Atta-ur-Rahman (2013) design a system called Teacher Assessment and 

Profiling System (TAPS) which can be used to know more about a teacher’s strength and 

weakness so that the teacher can use it as reference for improvement. 

  Diagram 2.5.1 shows the proposed system model (Source from: 

Atta-ur-Rahman (2013))  
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The diagram above is the flow diagram of the proposed system model where the user will 

be the student and they are able to go to the assessment system to fill up the questionnaire 

about the respective teacher they chose. Student feed back eventually will be feed into the 

fuzzy rule base system and profile the system based on the student quesntionnaire. All the 

profile will be store in the profiling system and user get to see the profile of the teacher 

they selected.  

Beside that, Atta-ur-Rahman also proposed a method of using apriori algorithm to find 

out the relation between find association between teacher and subject, teacher and class 

and more.  

   Diagram 2.5.2 shows the schema that will be 

used for apriori algorithm( Source from: Atta-ur-Rahman (2013))  

  

 Diagram 2.5.3 shows the result generated by the apriori 

algorithm  

Above diagram shows the associations generated by the apriori algorithm.  
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From this research we can know that apropri method is a good way of finding association 

between different data and the relationships between them. However, some using apropri 

algorithm need a lot time especially when it need to produce large number of candidate 

sets.  

2.6 A hybrid method based on MLFS approach to analyze students' academic 

achievement 

Wei-Xiang Liu and Ching-Hsue Cheng (2016) had proposed a method of extracting 

and verifying critical feature by using combination of Machine Learning Feature 

Selection (MLFS) and Support Vector Machine (SVM). They first use MLFS to 

extract key features then use SVM to verify its accuracy. The whole process look like 

this:  

 

   Diagram 2.6.1 shows the 3 phase of this research (Source from: 

Wei-Xiang Liu and Ching-Hsue Cheng (2016))  

In this research they collected about 1300 student’s data in 40 classes for 1-6 grade. 

Then MLFS is used to be informed about importance of each feature by calculating 

the total ranking score of all defined feature.  
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Diagram 2.6.2 shows sum up ranking score of 

all feature (Source from: Wei-Xiang Liu and Ching-Hsue Cheng (2016)) 

According to Wei-Xiang Liu and Ching-Hsue Cheng (2016) the smaller the number 

of score the greater the influence, hence they eliminate feature with higher score one 

by one with SVM algorithm as model, then perform accuracy calculation each time a 

low influence feature is remove. The result under SVM algorithm is shown below.  

  

Diagram 2.6.3 shows accuracy of deleting low influence feature gradually. (Source 

from: Wei-Xiang Liu and Ching-Hsue Cheng (2016)) 

Based on above table, the accuracy looks better and better when more and more low 

influence feature is removed.  

The whole process is then repeated by using other classification methods to compare 

with SVM classification. The result is shown at Diagram 2.6.4.  
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Diagram 2.6.4 shows average accuracy of SVM vs other types of classification 

algorithm (Source from: Wei-Xiang Liu and Ching-Hsue Cheng (2016)) 

As state by Wei-Xiang Liu and Ching-Hsue Cheng (2016) this hybrid method with 

MLFS extract key features for enhancing accuracy and SVM algorithm classification 

came up with better quality and effectiveness.  

2.7 Prediction of personality first impression with deep Bimodal LSTM  

Karen Yang and Nao Glaser (2017) had done research on proposing a Depp Bimodal 

Regression LSTM model that extracts feature from video in term of temporally ordered 

visual and audio to predict person’s first impression on five personality traits. The 

personality traits consist of openness, conscientiousness, extroversion, agreeableness and 

neuroticism (OCEAN). They first use a ResNet34 model to extract visual features from 

randomly selected video frame. ResNet34 model is a fine-tuned 34 layers residual 

network pretrained on ImageNet. Then Bi-Modal LSTM model will be used to encodes 

both visual and audio modalities with temporal modeling. 
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Diagram 2.7.1 shows the Deep Bi-modal LSTM model architecture (Source from: Karen 

Yang and Nao Glaser (2017))  

Evaluation between LSTM and others competitor is tested, the result is show below.  

  

Diagram 2.7.2 shows the accuracy between 3 model used in this research and others 

competitors. architecture (Source from: Karen Yang and Nao Glaser (2017))  

According to Karen Yang and Nao Glaser (2017) it is proved that LSTM is a good model 

for prediction of first impressions of apparent personality. The model also suggest that 

face is the most significant factor in this prediction as face of subject in the video 

influence the most.  

  

2.8 Clustering and Profiling Students According to their interactions with an 

Intelligent tutoring System Fostering Self-regulated system.  

In this research, J.M.Harley, G.J.Trevors, et.al (2013) use clustering algorithm to cluster 

on student who learn from intelligent tutoring system. All of this cluster of student will 

then be characterize into 3 distinct profile of student. The clustering algorithm they chose 

to use in this research is Expectation-Maximization (EM) algorithm.  
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Diagram 2.8.1 shows the result of cluster applying EM algorithm with 2000 different 

seeds and a mean log-likelihood associated to each clustering when applying EM 

algorithm with 2000 different initial seeds (Source from: J.M.Harley, G.J.Trevors, et.al 

(2013)) 

For the cluster characterization and profile part, they wanted to characterize each cluster 

from the dominant partition with 3 clusters, so they use Multivariate statistics 

(MANOVA) to do it and displaying statistically differences of 12 variables used for 

cluster formation.  

 Diagram 2.8.2 shows the result of 

MANOVA for the 12 variables used in cluster formation and the pairwise differences for 

the 3 cluster. (Source from: J.M.Harley, G.J.Trevors, et.al (2013)) 

  

In order to profiles the cluster, they find the means and the standard deviations of each 

dependent variables to create profile for each cluster. Dummy code for mean value of 

High, Medium and Low is used to characterize different between cluster. With 3 cluster 
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profile is created which help them to distinguish different type of learners based on the 12 

variables.  

  

Diagram 2.8.3 shows the table of 3 clustered with their respective mean and standard 

deviation on each variables and the dummy coded value. (Source from: J.M.Harley, 

G.J.Trevors, et.al (2013)) 

2.9 Data-driven learner profiling based on clustering student behaviors: 

Learning consistency, pace and effort  

This research is done by S.Mojarad, A.Essa, et.al (2018), where they try to identify 

student with same academic and behavior characteristics. The method proposed in this 

paper is they collect data from a Web-based, adaptive assessment and learning system 

call ALEKS. All the student’s are collected from ALEKS where they use this learning 

system to learn and student are groups into 6 cluster by using 6 defined characteristics. 

The 6 attributes are Prior Knowledge, consistency, Pace, Effort, Delay in Start, explain 

variance proportion.  

They first use PCA (Principal Component Analysis) to analysis the correlation between 

all these attributes. 

Diagram 2.9.2 shows 

the PCA of different attributes. (Source from: S.Mojarad, A.Essa, et.al (2018))   
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Then they use Mean shift clustering to identify 5 possible cluster in the data and set K-

means clustering to find 5 different group of students. They find the average of attributes 

for each cluster in order to interpret the cluster.   

Diagram 2.9.2 shows average 

attribute of 5 cluster. (Source from: S.Mojarad, A.Essa, et.al (2018))   

After getting the cluster, they then define name for each cluster which best describe each 

cluster.  

Diagram 2.9.3 shows the name 

for each attribute. (Source from: S.Mojarad, A.Essa, et.al (2018))   
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Chapter 3: System Design  

3.1 Overview  

  

Diagram 3.1.1 show the overall  system design of Team recommendation system 

As you can see from diagram 3.1.1, the whole flow start with collecting data from various 

to perform profiling of student with defined attributes. All the profile will then go 

through labeling to label all the profile with respective assignment ability. The whole 

labeled profile will then go through supervised learning where the labeled datasets will be 

fit into a machine learning  algorithm to start training and eventually come out with a 

model. This model then will be deployed and used for the application which is to perform 

team recommendation. The team recommendation is performed based on grouping a 

group of student together in a team according to their predicted student’s role 

performance of completing an assignment. 

3.2 Profiling  

Below are the defined attributes which used to define a student personality.  

Attributes Description 

Domain Skillsets Any skills that an individual possess 

Learnability Ability to learn new stuff 

Exploring Initiative to explore and learn new stuff 

Productivity  Rate of task accomplishment  

Leadership Ability to lead group of people in 

completing task  

Table 3.1.1 Shows set of attribute that determine a student characteristics  
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The reason these attributes is used in this paper is these few attributes are suitable to be 

reviewed in educational aspect. These attributes will be calculated in terms of numerical 

value and the datasets collected from respective individual determine these attribute 

scores. Each attribute has their own way of collecting the respective data to determine its 

attribute value. In this research, UTAR will be the experimental ground for the research, 

and all these data sources are from UTAR as well.   

For the domain skillsets attribute, the data collected will be student academic 

transcript which recorded grade for every course or subject student had took, the grade of 

the subject determine the skill that student possess. For example, if the student scored an 

A in Programming Concept, it is assume that student posses a skill in programming.  

Learnability’s data will be collected from student’s academic transcript as well. 

Student’s subject grade consistency will determine the value of learnability. According to 

UTAR program structure, there are subjects which are co-related to each other, for 

example, Analysis and Design of Information system subject is pre-requisite for the 

subject Object Oriented System Analysis and Design, which mean that both of this 

subject is related. Student’s Grade on both of this subject will be the determinant of the 

value of learnability attribute.  

 Exploring attribute, the data is collected by capturing packet sent by student 

when surfing the internet. This is to know what website student normally visit, 

educational or not educational, which determine the exploring attribute.  

Leadership attribute, the data is collected by accessing student UTAR portal to 

check on student’s USSDC report. USSDC stand for Utar Soft Skills Development 

Certificate Programme, which is to recognize students’ achievement and efforts to 

improve themselves in areas of communication, leadership, teamwork, strategy thinking, 

creativity and commitment to integrity. All of these involve student taking part of 

activities or event that is outside of the classroom. However for leadership attribute, we 

will be only focusing in leadership component of USSDC report. The data will be the 

leadership point that a student earn in university.  
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Productivity, the data will be collected from student accomplished assignment. 

Three important criteria will be used as the datasets needed to calculate student 

productivity, which are assignment grade, assignment due date and assignment 

submission date. All these component will then be used to calculate the productivity of a 

student in completing assignment.  

                        

Diagram 3.1.2 shows the profile visualization of an individuals student  

Each attribute of a student profile will be range from 1 to 5 which represent the rating of 

player characteristics in each attribute. Below is the method of how to get the rating of 

each attributes.  

Learnability  

Grade value of each subject   

Grade ‘A+’:5.0 

Grade ‘A’: 4.5 

Grade ‘A-‘: 4.0 

Grade ‘B+’: 3.5 

Grade ‘B’ : 3 

Grade ‘B-‘: 2.5 
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Grade ‘C+’: 2.0 

Grade ‘C’: 1.0 

Subject relation according to UTAR program structure of Bachelor Degree Computer 

Science 

1) Programming Concept ≺ Data structure and Algorithm Problem Solving ≺ 

 Ai Technique ≺ Deep learning for data science 

2) Programming Concept ≺  Website Design ≺  Server-Side Web Applications 

Development 

3) Programming Concept ≺ Data structure and Algorithm Problem Solving ≺ Parallel 

Programming 

4) Programming Concept ≺ Data structure and Algorithm Problem Solving ≺ 

Fundamental of system programming  

5) Programming Concept ≺ Object Oriented Programming Practices ≺ Graphic 

Programming for Mobile Platform 

6) Analysis and Design of Information system ≺ Object Oriented System Analysis and 

Design ≺ Requirement Engineering 

7) Basic Algebra, Advance calculus and application ≺ Numerical Method 

8) Introduction to calculus and application ≺ Advance Calculus and application  

9) Probability and Statistics for Programming ≺ Data Science 

10) Data Communication and Networking ≺ Internetworking principle and practices 

11) Database Development ≺ Database System 

12) Fundamental Information Security ≺ Computer System and Network Security 

13) Operating System ≺ Distributed Computer System 

14) Software Engineering ≺ Software Testing 

Learnability is all about consistency of the learning progress, so in this research, in 

order to obtain learnability rating of an individual, the grade of the related subject will 
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be focus. The calculation part will be involving calculating the grade value difference 

between the related subject according to the list of subject relation rules shown above.  

Difference = grade of subject 1 – grade of subject 2 – grade of subject 3  

                           Related subject according to subject relation rules  

The difference of the grade will represent the consistency of the student learning.  

Then average up all the differences between different field of subject, and the average 

determine the rating of learnability.  

Below is the list of how rating is given in range of 1.0 to 5.0.  

1.0: Average difference >0 and <1 

2.0: Average difference >1 and <2 

3.0: Average difference >2 and <3 

4.0: Average difference >3 and <4  

5.0: Average difference >4 and <5 

Exploring  

Exploring attribute is about initiative of an individuals to learn new things. As 

mentioned above, in this research the way to determine the rating of the exploring 

attribute will based on tracking websites that students normally visited at free time. 

Each website visited will be classified into 2 types which are education and non-

education. Then based on all the websites collected, calculation will be performed to 

determine the rating of exploring attribute value. Below are the method.  

The rules to determine the weight value for each educational website, according to the 

time spent on the website.   

1.0 weight value :< 5 minutes (< 300s) 

2.0 weight value :> 5 minutes && < 10 minutes (> 300s && <600s)  
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3.0 weight value :> 15 minute (> 900s) 

Average weight value  

  

Percentage of education website among all website visited 

  

  

0.0-1.0: not so exploring 

1.0-2.0: slightly exploring 

2.0-3.0: moderately exploring 

3.0-4.0: exploring 

4.0-5.0: very exploring 

Productivity  

Productivity attribute rating will be determined through student’s assignment start 

date, submission date and grade of the assignment to calculate the rate of 

accomplishment of certain task.  

Number of days used to complete an assignment = Assignment submission date - 

Assignment start date 

Then use the number of days and grade of each assignment to obtain the ratio of 

productivity.  
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With the productivity Ratio we can know the productivity rate of student completing 

assignment, however we do not know how well is the ratio, so we will use statistics 

method to determine how well is the ratio by finding mean and standard variation of 

productivity Ratio.  

  

  

Below are the rules to determine the productivity value range from 1.0 to 5.0   

1.0: productivity ratio < mean/2 

2.0: productivity ratio < mean and >mean/2 

3.0: productivity ratio = mean  

4.0: productivity ratio >= mean and < standard deviation 

5.0: productivity ratio >= standard deviation  

The final productivity attribute rating will be the average of all productivity value 

obtained.  

Domain Skillsets  

To obtain domain skillsets of a student, the method proposed in this research is determine 

it by getting the grade of the subject. There are 6 domain field defined in this paper which 

are: 

1. Programming  

2. Networking  

3. Software 

4. Database  

5. Artificial Intelligent  
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6. Theory, logic and design  

In this paper, the subject from Bachelor Degree of Computer Science in UTAR will be 

used as the example. All the subject of Computer Science are being classified in to these 

7 domain. Below are the few list of Classification of some subject in UTAR. All of this 

classification are based on ACM Computing classification system.  

Domain Skillsets Keywords 

Programming Introduction to Programming 

Programming  Object-oriented programming 

Programming Website Development 

Programming Data Structure 

Programming Parallel programming languages 

Networking Internetworking 

Networking Information Security 

Software Software Testing 

Software Software infrastructure 

Software Analysis and Design 

Database Database Development 

Database Database System 

Artificial Intelligent Data Science 

Artificial Intelligent Deep Learning 

Artificial Intelligent AI Technique 

Theory, Logic and Design 
Introductory Discrete Mathematics for 

Computer Science 

Theory, Logic and Design Introduction to Computer Architecture 

Theory, Logic and Design Algorithm Analysis 

  

Average grade of all the subject in these 7 domain will be calculated, and come out with 

average grade value of each domain. Below are the Grade value of subject.  



BCS (Hons) COMPUTER SCIENCE 

Faculty of Information and Communication Technology (Kampar Campus), UTAR       

30 
 

Grade ‘A+’:5.0 

Grade ‘A’: 4.5 

Grade ‘A-‘: 4.0 

Grade ‘B+’: 3.5 

Grade ‘B’ : 3 

Grade ‘B-‘: 2.5 

Grade ‘C+’: 2.0 

Grade ‘C’: 1.0 

The final Domain Skillsets attribute rating will be the average value of each domain 

averaged grade value.  

Each domain value = Mean (Grade of subjects)  

Domain Skillsets attribute value = Mean (Each domain value)  

Leadership 

The leadership attribute value is obtained by accessing student USSDC portal and 

retrieve the total point in leaderships component. Below is the list of how rating of the 

leadership attribute value is defined.  

1.0: total point >5 and <=10 

2.0: total point >10 and <=20 

3.0: total point >20 and <=30 

4.0: total point >30 and <=40 

5.0: total point >40 
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3.3 Assignment team roles   

There are 4 different roles we defined in this research. These 4 roles will be the main 

criteria to look at when performing team matching recommendation.  

Roles Description  

Planning  Leader who plan and distribute job scope 

on completing an assignment task.  

Idea Provide Idea in problem solving  

Technical  Good in technical part of the task for 

example coding 

Writing  Writing reports, drawing flowcharts and 

others 

 Table 3.2.1 Shows the different assignment roles defined in this paper.  

3.4 Implementation Issues and challenge  

There are few limitation found in this research as there is only limited amount of time to 

complete the research. The result created in this research might not be accurate and 

maybe have some flaws in it. Below are the limitation found.  

Collecting data  

The challenge faced in this research is collecting data itself. Each characteristics 

attributes are described differently which mean the data needed to be collected are all 

difference and serve with different purpose. From defining which data to be collected and 

where should we collect it from are all challenge found in this research.  

Defining method to determine attributes rating  

After data for an attribute have finished collected, how to deal with the data is another 

problem faced in this research. As stated above, one of the objective is to define and 

profile individuals with different attribute ratings, and the data collected are to serve for 

this purpose which is to determine to attribute ratings from it. Thus, a lot of mathematical 

method, formula, rules have be defined in order to determine the attribute ratings, 

however all of the method, rules are being defined and created in this research might not 
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necessary correct or accurate as all of these are just based on ideas we had. No indicator 

or prove can be used to shows the method is correct. 
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Chapter 4: Methodology  

As discussed in chapter 3 system design, on what data to collect in order to determine the 

rating of 5 attributes, now this is the is the part where we discuss how to collect the data, 

what technique is used and tools that being used.  

4.1 Exploring Attribute  

As mention before, exploring attribute is all about initiative of an individuals to learn new 

stuff. Tracing websites visited by student might able to let us know what website that 

student usually visit, is that educational website? If it is that student might have exploring 

traits by using free time to explore the internet for new knowledge.  

In order to trace website visited, packet tracer is one of the ways to do so. By 

capturing the packet and obtain the URL address and google searched word from the 

packets. In this paper, a software called Fiddler is used for capturing packets. Fiddler is a 

server application that debug HTTP. The reason Fiddler is chosen as software to capture 

packet is because recently most webpage had already used HTTPS secure protocol and 

all the information captured from this protocol is encrypted, however fiddler able to 

capture HTTPS packet and decrypt the packet so user can view the information in the 

packets. Diagram below shows interface of fiddler.  

  

Diagram 4.1.1 Shows interface of fiddler.  

Fiddler interface consists of a filter function which let user to filter out desired packets. In 

this case, only HTTPS protocol packets is filtered out by using the setting function.  
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Diagram 4..1.2 Shows Fiddler had capture few packets with filter setting on  

The packets are then being export and diagram below show a exported packet.  

  

Diagram 4.1.3 shows the file of the export packets 

As you can see at the above diagram, all packet’s information is exported out. But not all 

is what we need, we just need the URL of website visited and perhaps some Google 

searched word. Thus, a java program is written to filter out the URL link.  
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Diagram 4.1.4 Shows the java code of filtering URL out of  

The URL obtained from the packet and Google searched information is shown below.  

  

Diagram 4.1.5 shows the result of debugging the code.  

Now that we had traced the packets, based on the data collected, classification can be 

performed. For now, classification is performed sorely using online URL category check.  

  

Diagram 4.1.6 shows the result of online URL classification  
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The Website which category fall under “Education” and “Technology” both will 

considered as educational websites, since the research will be taking student from faculty 

of FICT ( faculty of information and communication technology) website under category 

“Technology” should be their study material as well. Time spent on a particular website 

will also be determined as weighted value. The time spent of each website will be tracked 

using a google extension called WebTime tracker.   

 Diagram 4.1.7 shows Webtime track by google.  

  

Based on the classified result generated, calculation can be performed to determine 

attribute rating of exploring.  

I.First calculate the average weight value of each classified educational website.  

II.Then determine how many website is considered as education among all visited website 

in terms of percentage.  

III.Calculated the score by averaging value determined between percentage of education 

website and average weight value 

IV.Lastly multiple the score by 5. (Because the scale of attributes value is set between 1-5).  
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Using the formula mentioned in chapter 3 system design 

Average weight value  

  

Percentage of education website among all website visited 

  

  

The rules to determine the weight value for each educational website.  

If the user time spent of the website is:  

< 5 minutes (< 300s): 1.0 weight value  

> 5 minutes && < 10 minutes (> 300s && <600s): 2.0 weight value 

> 15 minute (> 900s): 3.0 weight value  

Exploring Attributes 

0.0 – 1.0: not so exploring 

1.0 – 2.0: slightly exploring 

2.0 – 3.0: moderately exploring  

3.0 – 4.0: exploring 

4.0 – 5.0: very exploring  

Above rules show the characteristics of each range of attributes value and that’s how the 

exploring attribute is obtained 
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 4.2 Learnability Attribute 

As mentioned in chapter 3 system design, learnability attribute rating will be determined 

based on subject grade consistency. To achieve this, we will use Pycharm, a python 

language IDE to complete the work. Below is the chunk of code written in python 

language to determine the Learnability Attribute rating.  

Dictionary of Subject relation  

  

Diagram 4.2.1 shows the python code to create dictionary for subject relation 

Dictionary created to define the relation rule between each subject according to the 

subject relation rule mentioned in chapter 3, which are all based on the program structure 

of UTAR Computer Science.  

Function  

  

Diagram 4.2.2 shows function defined 
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Diagram 4.2.3 shows function defined 

There are 4 function created which are rating(), calculation(), switcher(), and distance().  

Swticher(): This function is defined to perform switch case functionality where it consists 

of case of different grade for A+ to C and their respective grade value.  

Distance(): To calculate the differences between 2 passed reference.  

Calculation(): To calculate the average value of all calculated subject grade differences.  

Rating(): To return the final rating of Learnability rating.  
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Main function 

  

Diagram 4.2.4 shows the main function  

The main function first will compare the subject in datasets with the subject stated in 

subject relation rules then find its next succeeding subject and eventually call out 

distance() function to find the differences between them. With each subject distance are 

found, then will call calculation() method to find the average value, and pass the average 

value into rating() method to obtain the final learnability attribute rating value.  

Sample Output 

  

Diagram 4.2.5 shows the sample output  
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4.3 Productivity Attribute 

For productivity attribute, we will determine it by finding productivity of student in 

completing an assignment. The Tools used to do this will be Pycharm, a python IDE. 

Datasets 

  

Diagram 4.3.1 shows the sample synthetic datasets used  

Above diagram show the synthetic datasets that is created in this research for 

experimental purpose.  

 Main Function  

  

Diagram 4.3.2 shows the main function  

The main function is programmed to perform some calculation mentioned in chapter 3 

like finding standard deviation, mean and productivity ratio. After finding the 

productivity ratio of each assignment, it will then go the for loop to compared with mean 

and standard deviation of productivity ratio in order to rate the productive value ranged 

from 1 to 5. Each rating will eventually summed up and find the average value.  
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Sample output 

 

Diagram 4.3.3 shows the sample output of the program 

4.4 Domain Skillsets 

Domain skillsets is all about determine averaged subject grade of each domain. As 

mentioned in chapter 3 there are 6 domains defined which are programming, networking, 

software, database, artificial intelligent and theory, logic and design. The tools used in for 

this attribute will be Pycharm, a python language IDE.  

Datasets  

  

Diagram 4.4.1 shows the datasets of subject and its grade 

Above diagram shows the datasets of subject found in UTAR Computer Science program 

structure and its grade. However, all these subject are not yet being classified into the 6 

different domain field. In order to classified them, machine learning text classifier 

technique is used to do it.  

 Before classify the datasets above, training is needed to be done first. Below are 

the labeled datasets that we used to train it to create classifier model. The labelled 

datasets are based on the ACM Computing classification 

(https://www.acm.org/publications/class-2012)  
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 Labelled datasets for training 

 

Diagram 4.4.2 shows the labelled datasets that will be used for text classifier training  

With the labelled datasets is prepared, now we can train the classifier model by using a 

machine learning algorithm. In this research, LinearSVC will be used as the machine 

learning classifier to classified the subject.  
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Defined Function 

  

  

 

 

Diagram 4.4.3 shows the function defined in the program 
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Swticher(): This function is defined to perform switch case functionality where it consists 

of case of different grade for A+ to C and their respective grade value. 

Programming(), Network(),Theory(), AI(), Database(), Software(): All these function are 

defined to calculate respective average grade value of subject which belongs to respective 

domain.  

Main Function 

   

  

 

Diagram 4.4.4 shows the main function of the program 

In the main function, the labelled datasets is preprocessed by vectorizing it and will be 

used to fit into the LinearSVC model for training. After the model is being created, the 

Subject and grade datasets will be used to fit into the model and start to classify all the 

subject in the dataset.  
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Sample output  

  

  

Diagram 4.4.5 shows the Sample output of classification and Domain Skillsets attribute 

rating 

4.5 Leadership Attribute 

Leadership Attribute will be determined through summing up all the leadership point of 

student USSDC leadership component and based on the total to determine the leadership 

rating. The tools used for this will be pycharm, a python language IDE.  

Dataset 

  

Diagram 4.5.1 shows the dataset for this section 

Above dataset records USSDC point obtain from leadership component of a student. 
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Main function  

  

Diagram 4.5.2 shows the main function of the program  

The main function programmed to read the datasets and total up the USSDC leadership 

point and compare the total with the rules to determine the final leadership rating. 

4.6 Machine learning 

Machine learning is used for the purpose of pattern recognition that allow the program to 

learn itself without explicitly program to perform specific task.  

In this research, machine learning will be used to perform team matching 

recommendation by predicting student’s performance in different role of a team based on 

different personality. In order to do so, firstly we need a dataset to perform training. The 

dataset will be the profile created using the pervasive profiling method mentioned earlier 

which consist of 5 different characteristics attribute. All these different profile of 

different student will be labeled with the 4 role performance rating as mentioned earlier 

in chapter 3. Labelling is done in order to perform supervised machine learning 

technique. In this paper, the dataset used is a synthetic datasets which all the dataset is 

artificially prepared for the purpose of experimentally train the machine learning model.  
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Labelled datasets  

 

  

                                              Profile                                                         Roles 

Diagram 4.6.1 shows the datasets used to train the machine learning model 

Above diagram shows the synthetic dataset being created to train the machine learning 

model. Each row represents individual’s characteristics profile labelled with 4 roles.  

Machine Learning Algorithms  

The machine learning algorithms that had chosen to be used to train the datasets and 

perform prediction is SVC from the SVM(Support vector machine). The reason that 

SVM is chosen is because it can perform multi-class classification and according to Wei-

Xiang Liu and Ching-Hsue Cheng (2016) research mentioned in chapter 2 literature, 

SVM is a much more effective and accurate algorithms to solve classification problem.  

Main function  
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Diagram 4.6.2 shows the main function of the program 

Above diagram shows the main function of the program of machine learning. As you can 

see 4 SVM model are created to predict all 4 different roles which are writing, idea, 

planning and technical. The input of training is the profile of students.  

Sample output  

  

Diagram 4.6.3 above shows the output of the program 

Above diagram shows the output of the prediction which is the performance rating of 

each roles.  

4.7 Team matching recommendation  

In order to do team matching recommendation, here in this paper we archive this by 

make use of the predicted performance rating of each task’s role. The method of 

recommending a much effective team matching is by having a much more balanced 

team formation. A balanced team means that a team should have each member at 

least good at one of the defined roles and 4 of the roles should be fulfilled.  

Below is the example of a balanced and effective team matching recommendation.  

 

Diagram 4.7.1 shows a example of recommended effective assignment team  
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As you can see from the diagram above, the recommended assignment team consist 

of 4 student which each of them had higher rating of at least one of a roles which is a 

much balanced and effective team.  

  

Diagram 4.7.2 shows an example of not balanced assignment team  

Above diagram shows another example of an assignment group which consists of 

unbalanced group member with all of them good at technical and all of them are not 

really good at planning which mean that this group doesn’t have a real leader to help 

lead the group.  

Thus, this is the method defined in this research to recommend a much more effective 

team formation by balancing out and utilizing each defined assignment roles.   
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 Chapter 5 Implementation and Testing  

 In order to test this out we can use this method and implement into a simulated class of 

20 students who are trying to form group for assignment. First of all, all the desired data 

will be collected from them to obtain their respective profile. Below is the diagram of 

synthetic profile of all the student in the class.  

  

Diagram 5.1 Shows the profile of 20 students in a class  

All this profile will be fit into the SVM model for prediction to determine their respective 

assignment role’s rating.  

  

Diagram 5.2 shows the predicted assignment role’s rating of 20 students in class 

Then team matching recommendation can be done by utilizing each student’s role rating 

to form a much more balanced group.  
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Diagram 5.3 shows the Team matched recommendation of 5 assignment group 

As you can see above assignment team recommendation, each group are balanced based 

on their assignment role’s rating  
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 Chapter 6: Conclusion 

Profiling is a process where data is collected, analysis is done to a person 

psychological and behavioral in order to predict the person capabilities or to identifying 

categories of people. This research had proposed several methods to profile a student 

with 5 characteristics which are Leadership, Productivity, Learnability, Domain Skillsets, 

and Exploring. Each attribute has their own different method to collect the data required 

in order to determine their respective rating.  

With profiling method being defined, we use the student profile to predict student 

assignment role’s capabilities. There are 4 assignment roles define in this research as well 

which are Planning, Idea, Writing and Technical. With the use of machine learning 

technique, it will eventually learn the pattern by fitting dataset consists of different 

student profile labeled with respective assignment roles rating into the machine learning 

algorithm to create a model for prediction. In this paper, SVM classifier is chosen as the 

machine learning algorithm and supervise learning is the technique used. The SVM 

model will then used to predict student’s assignment roles capabilities. However, the 

prediction in this research might not be accurate, as the dataset used to train the model is 

synthetic dataset, as it is used for experimental purposed.   

Team matching recommendation is done based on the predicted assignment role 

rating. The recommendation is done by forming a much balance group with each role at 

least have one group member good at it and might able to help cover it.  

The problem encountered in this research is the profiling part where different 

methods have to be designed in order to determine student attribute value which best 

describe their characteristics. To determine student attribute value, data has to be 

collected in order to do so, however the biggest problem is what data is required to do 

this, different attributes are describing differently in term of characteristics, thus each of 

them required different data as well. Even if the data needed to determine the attribute 

rating is successfully define, how to collected those data? How to make use of the data to 

determine the attribute value is always a question. The method proposed in this paper are 
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all experimental, all of the method that had been performed are just an idea, it might not 

be accurate.  

  The idea proposed in this research can be the possible solution to help solving 

problem of assignment group formation in university. With the help of this research 

method, a much more effective and balanced team can be recommended to be formed.  

There are some further improvement that can be made as well for this research. 

Currently, the method proposed to perform team matching recommendation is artificially 

match by referencing the student predicted assignment roles capabilities. This whole 

process can all be automated without involving human, which is using deep learning 

technique to do it. With the help of deep learning, the whole team matching process can 

all be automated and predicted by it. RNN (Recurrent Neural Networks) might be the 

choice of algorithm to use in team matching because RNN can capture relationship across 

input meaningfully.  
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