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Abstract 

Examination can be considered as the most effective way to evaluate the 

student’s performance on certain subjects. Normally, a standard examination paper will 

consist of six different categories of Bloom Taxonomy questions. Classifying questions 

based on Bloom Taxonomy cognitive will improve the overall quality of examination 

paper as Bloom Taxonomy was invented to promote higher levels of thinking of 

students in education by building up from lower level cognitive skills. However, it 

maybe inefficient and time consuming for lecturers to classify and label the questions 

manually since such application that exist yet to help the lecturer to classify and label 

the question automatically. Hence, this project proposed a web based examination 

question classification application that will classify and label the difficulty of question 

automatically by using machine learning and Python programming languages. In this 

project, supervised machine-learning model, Support Vector Machine was used in the 

web application by training it with a data set consisting of questions predefined with 

labels or categories of BT and difficulties to classify the unseen examination questions 

into appropriate level or category of BT and respective difficulties. Overall, the web 

application is very useful and convenient for lecturer and student since they just need 

to browse the website in order to categorize the examination questions. 
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Chapter 1 Introduction 

1.1 Problem Statement 

Examination is defined as a formal test that we need to take in order to test our 

knowledge, skill and understanding on certain subjects. Examination can be considered 

as the most effective way to evaluate the student’s performance on certain subjects. 

Normally, a standard examination paper nowadays will be designed according to 

Bloom Taxonomy’s concept which consist of six categories of questions that will be 

knowledge, comprehension, application, analysis, evaluation and synthesis. The level 

of difficulty will increase start from knowledge to synthesis. However, the problem 

arises when the student and lecturer want to classify the difficulty of questions manually. 

According to Yusof and Chai cited in Omar et al. (2011), normally all the lecturers have 

the knowledge and skills to classify the question difficulty manually, but not all of them 

can identify the question difficulty correctly. Even the lecturers have the problems in 

classifying the question, not to mention the students because mostly all the students 

don’t have adequate skills and knowledge about the question difficulty. In addition, 

even some lecturers are able to classify the questions manually, but it could be 

inefficient and very time consuming when there are huge amount of questions that need 

to be classified. 

It is good for both student and lecturer if there is a system exists that will help 

the lecturer and student to classify the examination questions automatically just by 

inputting a list of examination questions. According to Sangodiah et al. (2017), there 

are some question classifier system that exists at the past but they have poor 

performance for the questions that come from different areas or domains. Furthermore, 

there are few researchers (Sangodiah et al. 2017; Fattah et al. 2015; Omar et al. 2011) 

who had done research on how to use the question classifiers to classify the question 

based on cognitive level of Bloom Taxonomy. However, all of the research done are 

only limited to the theory level. There are no such complete system exists yet to help 

the student and lecturer to classify the exam question from different areas based on 

difficulty. Hence, a web based application that can classify the examination questions 

based on Bloom Taxonomy concept accurately will be developed in this paper. 
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1.2 Background Information 

In order to understand how this system works, there are few terms that need to 

be understood first. There are text mining, text classification, supervised learning, 

question classification and Bloom Taxonomy. According to Hearst (2003, p1), ‘Text 

Mining is the discovery by computer of new, previously unknown information by 

automatically extracting information from different written resources. A key element is 

the linking together of the extracted information together to form new facts or new 

hypotheses to be explored further by more conventional means of experimentation.’ 

Determine the unknown information that are not found by others and not yet written 

will be the goal of the text mining. Text mining actually is a subset of data mining that 

will work to discover the pattern or trend based on historical data. (Hearst, 2003). For 

instance, Econsave maybe found that when a customer buy a beer, they will also have 

high chance to buy a diaper. This is the interesting pattern that the text mining or data 

mining want to look for from the databases. 

Text mining normally have three processes such as text clustering and 

classification, information extraction and retrieval and also trend detection. In this paper, 

we need to understand more about the text classification compared to other processes. 

According to Sriram (2010), ‘Classification is a supervised data mining technique that 

involves assigning a label to set of unlabelled input objects.’ Han (2006) stated that 

“supervised learning is a learning that the training data are accompanied with labels 

indicating the class of observations. For supervised learning, the new data is classified 

based on training set.” Basically, text classification is using supervised learning method 

to create a model using large amount of existing data with the predefined labels and 

categories. The model will be trained and based on the likelihood inferred, later it will 

use the model to label the other unlabelled documents (Cao et al. cited in Sangodiah, A 

et al., 2017). 
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Question classification is the process which a set of question will be analysed 

and labelled by the system based on the predefined category. (Panicker et al., 2012) To 

classify text documents, text classification will have a higher accuracy. However, it will 

be a very difficult and diligent task to classify the exam classification which called 

question classification (Sangodiah et al., 2017). Question classification will work in 

similar ways as the text classification. However, a unique challenge which request a 

separate study of its own is facing by the former. When classifying the questions, only 

little information or words can be used due to the shorter length of questions compared 

to documents’ content (Xin and Dan cited in Sangodiah et al., 2017). 

For the question classification to work well and efficient, Bloom Taxonomy 

guideline is implemented. And this implementation of Bloom Taxonomy has received 

much attention from others. (Sangodiah et al., 2017) According to Fattah et al (n.d., 

p204), ‘Bloom's taxonomy is a classification system of educational objectives based on 

the level of student understanding necessary for achievement or mastery.’ Bloom 

Taxonomy consists of 6 levels starting from the simplest, knowledge, followed by 

comprehension, application, analysis, synthesis and the most difficult, evaluation. 

 

Figure 1.2.1 Bloom Taxonomy (Melissa, 2019) 
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1.3 Project Objectives 

In this project, there are three objectives that need to be achieved: 

1. To analyse the research work of existing question classification based on BT 

In this project, previous research work of classifying question based on BT will be 

studied and review in order to get a better understanding that will aid in developing a 

question classification application with satisfied accuracy successfully. 

2. To develop a web based application that apply the BT’s concept and Support Vector 

Machine Classifier. 

In this project, a web application that will analyse the inputted examination question 

and classifies them based on Bloom Taxonomy’s categories and reaches approximately 

70% of accuracy using Natural Processing Technique, Machine Learning and Support 

Vector Machine classifier. 

3. To evaluate the developed web based application. 

In this project, Support Vector Machine will be trained by a data set which consists of 

examination questions that are labelled with Bloom Taxonomy’s level in order to 

classify the new examination questions into correct level of Bloom Taxonomy. The 

performance of model trained will be evaluated by comparing the correct label and 

predicted label by the model whether an accuracy of at least 70% will be achieved or 

not. 
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1.4 Project Scope 

In this project, a web based application that can classify the examination 

question based on BT level will be developed and it is only for the education use. This 

application is mainly developed for the lecturers and students. The application is useful 

for the lecturers in helping them to build a well-structured exam questions based on the 

cognitive level of Bloom Taxonomy. While for the students, this application can help 

them to clearly understand how the structure of the examination questions look like and 

they can be well prepared for the difficult questions. Support Vector Machine will be 

the classification techniques that used to classify the questions in this project. Questions 

that include the mathematical operations, diagram or figures will not be able to be 

classified by the application. Only text based documents such as practical, tutorial, 

midterm or past year examination questions will be analysed and classified in the 

application. Furthermore, the application will only work for the exam questions that 

contain Bloom Taxonomy’s (BT) keywords. In other words, only BT questions will be 

successfully classified in this application. Moreover, the web application will be built 

by using Python as the main programming language and Django as the development 

framework. The software used will be Python IDE and Sublime Text Editor. The 

concepts used will be Natural Language Processing (NLP), Question Classification and 

Bloom Taxonomy. 

 

 

 

 

 

 

 

 

 

 



BIS (Hons) Business Information Systems 

Faculty of Information and Communication Technology (Perak Campus), UTAR 

Chapter 1 Introduction 

Page 6 
 

1.5 Impact, Significance and Contributions 

1.5.1 Impact and Contributions 

The project will develop a web based examination question classification 

application which can benefit the lecturers and students in the education sector. When 

a lecturer finish designing a set of new exam questions, they can easily evaluate the 

questions whether the new exam questions meet the BT standard or not. For students, 

before they take a new course in next semester, they can easily know that whether they 

are able to handle the course or not by viewing the past year exam questions first. 

Besides that, by having this system, student can easily visualize how will the structure 

of future final exam, midterm and quiz look like and get well prepared for the 

assessment.    

 

1.5.2 Significance 

Manual classification of examination questions will be inefficient and time 

consuming when the lecturers have large amount of questions need to be classified. By 

having this application, it can save a lot of times for lecturers by reduce the need of 

them to classify the exam question manually since the application will do for them. 

Furthermore, this application will also help the lecturers who do not have adequate 

understanding about the BT to design a good examination paper accordance to BT level 

and further improve the student academic performance.  
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Chapter 2 Literature Review 

2.1 Theory Review 

 There are several techniques that exists that can be used in question 

classification such as Artificial Neural Network (ANN), Support Vector Machine 

(SVM), Naïve Bayes, Ruled Based Classifier and Nearest Neighbor (NN). According 

to Sangodiah et al. (2017), ANN will automatically classify the questions into three 

difficulty levels which are hard, medium and easy. Five features which are query-text 

relevance, mean term frequency, length of Q&A, term frequency and distribution of 

Q&A in text had been considered by the technique. 78% of accuracy were achieved 

when using this technique. The limitation of this approach will be lacking of semantic 

analysis and only working on small set of data. According to Yusof cited in Sangodiah 

(2017), Bloom taxonomy has been applied on Artificial Neural Network classifier to 

classify questions. Feature reduction methods are very focused on by researchers to 

reduce the dimensionality of the feature space. Based on Bloom taxonomy, good 

performance in terms of speed of classifying questions are found in the reduction 

methods. Furthermore, bag-of-words concept is applied in the feature type used in the 

research. 

 Support Vector Machine (SVM) will be one of the high accurate machine 

learning method for question classification. An optimal hyperplane within the input 

space will be found by SVM to correctly classify the binary classification problem. 

SVM is less vulnerable to other technique. Best result for both testing and training data 

set will be produced by SVM. However, SVM will be more difficult to implement and 

perform well in large collection of documents (Shrihari, C & Desai, A, 2015). SVM 

with bag-of-word feature type to classify questions based on Bloom taxonomy that used 

by researcher showed a good performance in terms of accuracy and precision (Yahya 

and Osman cited in Sangodiah et al., 2017). Some linguistic feature types such as POS 

Tagging, unigram, bigram, trigram, POS Bigram and Trigram perform with several 

classifiers are investigated by the researchers. The best result obtained is using SVM 

with unigram. The linguistic features can improve classification accuracy are shown 

(Addin and Osman cited in Sangodiah et al., 2017).  

 



BIS (Hons) Business Information Systems 

Faculty of Information and Communication Technology (Perak Campus), UTAR 

Chapter 2 Literature Review 

Page 8 
 

 Naïve Bayes is one the most common approaches for question classification. It 

has been used widely in many areas that includes text and question classification. The 

rear possibility, which is the word connected to the named entity classes will be pulled 

by the algorithm of Naïve Bayes with the help of feature vector table (Abdulhadi, 2015). 

The main advantages of Naïve Bayes will be it is very efficient and easy to learn 

compared to other machining learning method. (Kim, SB et al., 2006). According to 

Abdulhadi (2015), Naïve Bayes is easy to implement and have very good performance 

on solving text classification problems.  One of the limitation of Naïve Bayes will be it 

not perform well for the short text classification (Yuan, Q et al., 2012). According to 

Kim et al. (2006), the limitation will be the rough parameter estimations. Parameter 

estimation is affected more by long documents compared to short documents. Next 

limitation will be difficulty in handling rare categories that contain only a few training 

documents. If there is insufficient amount of training examples or set data, NB will not 

work well. This statement can be proved by Yadav, R & Mishra, M, when they trained 

Naïve Bayes classifiers with 5500 of training data, they achieved 83.2% of accuracy, 

but the accuracy dropped to merely 53.8% when they trained with only 1000 of training 

data. 

 

According to Haris and Omar cited in Sangodiah et al. (2017), the question can 

be classified by using rule based approach. “Rule-based classifier classifies the question 

in straightforward method using a set of predefined heuristic rules based on taxonomy.

“ (Jayalakshmi, 2015). Jayalakshmi (2015) stated that the questions are classified by 

the approaches using rules that are manually created by the experts. However, a lot of 

rules are needed to improve in classifying for this technique although the work shows 

some reasonable findings.  Furthermore, other domains or different language will not 

be supported by the rule based approach since it is difficult to create a new set of rules. 

Another limitation of rule-based will be it is not perform well in the new dataset and 

not accessible to a large number of questions (Jayalakshmi, 2015). According to Omar 

et al. cited in Sangodiah el al. (2017), in order to categorize question based on Bloom 

taxonomy, rule based system was proposed to capture sequence patterns. 
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 The last technique reviewed will be the K-Nearest Neighbors (KNN) algorithm. 

According to Chen et al. (2014), ‘KNN is an extension of the nearest neighbour 

algorithm. Based on the thinking of nearest neighbour, K nearest neighbours of the test 

samples are selected, and the type of K new nearest samples can be determined.’ Chen 

et al. (2014) stated that KNN main advantage are widely used in the classification field 

and the simplicity of the principle of KNN to be understand by people. However, there 

are two main issues that KNN need to solve in order to improve its classification 

performance. How to determine the nearest neighbour number K of samples to be 

classified will be the primary issue that need to be solved. The next issue will be the 

need of calculation of the distance between each classified sample and the training 

sample. The classification performance will be affected when the classification sample 

data is too large because the complexity will increase. (Chen et al., 2014) 

 

2.2 Product Review 

 For the system, there are several of them are similar to the exam question 

classification system. The first system is Information Retrieval System (IR). Due to 

there are huge amount of data generated daily, information is not a shortage nowadays. 

Nevertheless, there are only some of the available information will be useful for specific 

information need. Information Retrieval system will provide users with the subset of 

available information relevant to their needs (Micheal, 1998). Micheal (1998) also 

stated that unstructured information such as text, image, audio, video and others will be 

retrieved by using IR system. Extra techniques such as relevance feedback, 

unsupervised query expansion and structured queries will be implemented to improve 

the IR system effectiveness. A language modelling approach to IR that enable for a 

simple formulation of problem is proposed by (Micheal, 1998). 
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 The next system will be Information Retrieval Agent. According to Marko 

(1995), discrete cycle will be run by the Information Retrieval Agent system. What the 

IR agent can perform will be the system will use some search heuristic to search the 

web, taking some time. Next, the best pages will be presented to the user by using some 

selection heuristic. Evaluation from user for each page presented will be received by 

the system. According to the feedback, search and selection heuristics will be updated. 

Marko (1995) also stated that before they evaluate the search heuristic, they will assign 

a word weights to the words in the documents using TFIDF scheme. By using this 

measure, the best keywords with the highest weights can be retrieved from each 

document to represent the words that user are interested to search. The future work will 

be an improved version that will allow communication and cooperation between 

instances of the system running on behalf of different users. (Marko, 1995) 

 

 A set of programs composing a fully automatic document retrieval system is 

defined as SMART information retrieval package. Before retrieving the document, a 

large collection of online documents such as online article, journal article, online 

newspaper and others will be automatically indexed with a document representative. 

The representative contain of a list of important concepts that found in the document, 

and each of the concepts will be given a weight. If the weight is higher, this mean that 

the concept is more important. Hence, when the user come to the SMART system and 

input their desired documents which also called as query representative, the SMART 

system will calculate the similarity of the query representative with the document 

representative and order the result with the highest to lowest similarity. Future 

improvement of this system will be the algorithms used in the implementation will be 

improved. The algorithm with higher efficiency will be implemented. (Chris, 1985) 
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 Another type of similar system rather than information retrieval system will be 

question answering system. In other words, “Question answering is a difficult form of 

information retrieval characterised by information needs that are at least somewhat 

expressed as natural language statements or questions, and was used as one of the most 

natural type of human computer communication”. (Gupta, P & Gupta, V, 2012) 

Question answering system will be able to find out the correct answer of the questions 

by given a set of documents. Information technology, artificial intelligence, natural 

language processing, knowledge and database management and cognitive science are 

involved in question answering. Question answering system normally has question 

classification, information retrieval, and answer extraction as the components. While 

the answer extraction will be the most difficult and challenging among these three 

components due to the need of the system to validate and rank the user’s answer. (Gupta, 

P & Gupta, V, 2012) Research has shown that correct and accurate way of question 

classification will lead the question answering system to be successful (Sundblad, 2007). 

 

 Student Question Classification is a system that will automatically classify the 

student questions by matching the questions to previous one with similar meanings but 

different phrase to provide automated answer for the challenging questions. There are 

some researcher work on how to reduce the natural language of the questions to a vector 

space, and cosine similarity is utilized to identify similar previous questions. The 

system will be trained by using the questions that normally a student will ask. The 

system will tokenized the questions based on spaces and special keywords. The stop 

words such as you, me, the etc. were removed to leave a word stems. For instance, 

“extracting” become “extract”. Classification accuracy of the questions will be 

approximately 55%. (Heiner, C & Joseph, LZ, 2009) According to Heiner & Joseph 

(2009), the future work will be “first, the existing corpus could be leveraged as a starting 

point for designing common error detectors and appropriate interventions. Second, a 

human TA could supervise the classification algorithm, and override any incorrect 

decisions that it makes, until the number of incorrect decisions decreases.” 
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 According to Douglas cited in Prasad et al. (n.d.), qa42 is an open domain 

question answering system that builds to return specific answers to factoid questions 

rather than summaries that are done by traditional QA system. Questions that are related 

to persons, organizations, locations, dates and quantities will only answered by qa42. 

First, the system will undergo parse analysis to categorize the questions into groups of 

noun, verb and subject. Qa42 will generate a list of query template and for each query 

template, it will generate a list of answer models for the purpose of predicting and 

scoring summaries. The query template will be send to google search engine and the 

returned summaries will be scored. The three answers with the highest score will be 

presented by qa42. (Prasad, J et al., n.d.) 

 

 “Jikitou is a question answering system that can provide an improved method 

for information retrieval that deals with specific biological questions.”  Answers related 

to biological questions will be returned rather than lists of documents, which can 

reduces the need of user to go through the entire document (Micheal, 2013). Knowledge 

base, question analysis, answer agents and user interface will be the subsystems of the 

system architecture of Jikitou. Possible answers to the questions were found by the 

multiple software agents and the most appropriate answers are displayed to the user at 

the user interface. And the system will prompt a dialog that will require the user to give 

their feedback to refine the query. The system will marked up the answer automatically 

and linked to semantically related content in other databases. (Micheal, 2013) 
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2.3 Critical Remarks of Previous Works 

 

      Comparison 

System 

Strength Limitation 

IR agent 

(Marko, 1995) 

i) Burden of user will be reduced 

when the system will help to filter a 

stream of incoming information. 

i) No search query provided by the 

user, no indexing of the collection of 

documents and longer periods of time 

is needed for the operation. 

SMART IR 

(Chris, 1985) 

i)A flexible experimental system 

for research in IR will be provided. 

ii) A fast, portable and interactive 

environment for actual users is 

provided. 

i) Problems of user interface and 

concurrency. 

Student Question 

Classification 

(Heiner, C & 

Joseph, LZ, 2009) 

 

i) Quite good for student who 

desperately need the answer about 

the assignments or something. 

i) System may not answer the student 

correctly. 

ii) Need to resolve the usability issues 

between the teachers and the students 

in order to deploy the system. 

Qa42 

(Prasad, J et al., 

n.d.) 

i)Specific answer is returned to 

factoid questions rather than 

summaries. 

 

i)Answers that fall into a handful of 

entity types can only be returned by 

qa42. 

 

Jikitou 

(Micheal, 2013) 

i) Multiple natural language 

processing techniques, data 

resources and technologies are 

combined to create a unique system 

to help researchers or students to 

understand the biomedical corpus. 

i) Knowledge based data will be 

quickly outdated. 

ii)Periodically update of knowledge 

based data is required. 

Web based Exam 

Question 

Classification 

i)Able to categorize and label the 

difficulty of the BT questions. 

i)Not working for the non-BT, graphic 

and mathematical questions. 

Table 2.3.1 Comparison between previous works 
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Chapter 3 System Design 

3.1 Training of SVM Classifier 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1.1 Training of SVM Classifier 
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Dataset 

Two set of sample data will be prepared and stored in excel (.xlsx) format. The 

first dataset consists of 163 questions that had been labelled with MOTS level and BT 

level.  This questions in this dataset are collected from different subjects in business 

domain. The second dataset consists of 95 questions that had been labelled with MOTS 

level and BT level but those questions are collected from a same subject in the business 

domain. All the labels are correct and verified by the educational experts. However, 

only BT level will be used as the predefined label and MOTS level label will just be 

ignored as the training process proceeds. 

Question Pre-processing 

The dataset will be imported into the web application and loaded by using 

openpyxl function. Openpyxl is one of the library that can read and write the contents 

in the excel file. Firstly, the first character of every questions will be converted to lower-

case character because the upper case character will affect the result of lemmatization 

later. Special noun such as a person’s name, a place, a brand or other words with all 

upper-case characters will be removed from the questions. Then, the application will 

start to remove the punctuation characters since the punctuation characters are not 

important in determining the BT level. Next, the application will start to remove the 

digits such as “1, 2, 3…” in the questions because digits will decrease the accuracy of 

the classified results. Next stage will be tokenization process. In this process, the 

questions will be broken down into separate pieces that called tokens and stored in a 

new created list. The following stage will be lemmatization stage.  

In this process, WordNetLemmatizer and Part-of-Speech (PoS) tagging from 

NLTK library will be imported and used. WordNetLemmatizer will convert every token 

in the list to its original form by inputting the form of the token. And with the help of 

PoS tagging, the form of the word whether it is verb, noun, adverb or adjective will be 

determined. For instance, the result of word, “presenting”, from PoS tagging will be 

“VB” which represents the verb. Hence, when lemmatizing the “presenting”, a result 

of “present” will be get eventually. Move to next stage, the number texts such as “one, 

two, three …” will also be removed from the list. Lastly, stopword such as “a”, “the”, 

“an” and others will also be removed from the list while there are some stopword such 

as “how”, “why” or “which” will be keep because they considered as BT keywords. 
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Feature Selection 

After the question pre-processing, bag-of-words model will be used to create a 

feature set. Every token in the list will be joined to form a vocabulary list. For an 

example, question 1 = [“explain”, “advantage”, “read”] and question 2 = [“define”, 

“brand”, “audit”]. The feature set extracted will be [“explain”, “advantage”, “read”, 

“define”, “brand”, “audit”]. After the looping of all the questions in the list, a final 

feature set that consists of every token of all questions will extracted. Then, the feature 

set also called vocabulary list will be sorted and set to make sure that there is no any 

duplicated token within the list.  

Term Weighting 

Next, the application will import the vocabulary list and the pre-processed 

question in list form to a function. The function will score each token in each question 

based on the vocabulary list. The purpose of this function is to convert the text into 

vector so that the machine can understand it. If the word presents in the vocabulary list, 

1 will be scored and 0 will be scored if the word is absent. 

          Feature Set 

 

Question 

 

advantage 

 

audit 

 

brand 

 

define 

 

explain 

 

read 

 

BT Level 

explain 

advantage 

read 

 

1 

 

0 

 

0 

 

0 

 

1 

 

1 

 

Comprehension 

define 

brand 

audit 

 

0 

 

1 

 

1 

 

1 

 

0 

 

0 

 

Knowledge 

Table 3.1.1 Sample of Pre-processed Data 

The final output of this stage will be a preprocessed list: [ [1,0,0,0,1,1], [0,1,1,1,0,0] ]. 
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Evaluate Question Classifier 

In this stage, the preprocessed list from the previous stage will be split into 

training dataset and test dataset by using train_test_split function from sklearn library. 

The function will split the dataset into training dataset and test dataset with the ratio of 

7:3. Support Vector Machine (SVM), Decision Tree and Naïve Bayes classifier will be 

imported along with the sklearn library. The training dataset will be fitted into the model 

created to train the model. The trained model will be evaluated by k-fold cross 

validation method in order to measure the accuracy and performance of the trained 

model among those classifiers. 

 Store Classifier 

Lastly, the trained model with satisfied performance and accuracy will be stored 

into a file with “.sav” format by using pickle function. So, this will avoid the necessity 

of user to train the model every time when they use the web application. Hence, the 

performance of the web application will be much faster and resource-efficient since the 

stored classifier can be imported to classify the question directly. 
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3.2 Design of Web Question Classification Tool 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.2.1 Web Based Question Classification Tool Design 
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Set up Website 

 In order to set up a website, Django framework is used in this project. This 

website consists of 3 pages which are the home page, question page and excel page. 

Home page is a page that provides some general introduction about this web page. 

Question page is the page that enable the user to classify their question’s BT level but 

only limited to one question per time. The excel page will enable the user to classify 

multiple questions per time by inputting their questions in excel (.xlsx) format. After 

finished the design of the web page such as form, bootstrap, layout and some instruction 

in text format, the web page will be hosting at Python Anywhere which is an online 

integrated development environment and web hosting service based on the Python 

programming language.  

Input Exam Question  

 The web application provides two options for the user to choose the method of 

inputting their questions which are by question or by excel. For question, there will be 

a textbox that allows the user to paste their question into it to be classified but only one 

question is allowed each time. For excel, user can prepare an excel file that contains a 

list of questions and input the excel file to be further processed.  

Question Pre-processing 

 Before proceeds to question pre-processing stage, the question inputted by user 

will be checked whether the question consists of at least one BT keyword or not. If the 

question do not have any BT keywords, it will be skipped for excel page and for 

question page, an error message will pop out to inform the user this question is not a 

BT question. Next, the questions will be processed into a machine readable format such 

as [1,0,1 …]. The web application will perform several steps such as punctuation 

character removal, digit number removal, tokenization, lemmatization and stopword 

removal. 
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Bag-Of-Word 

 The feature set that extracted previously when trained the classifier will be 

stored and imported into the web application. Then, the web application will compare 

the pre-processed words with the imported feature set to perform BoW. The word that 

doesn’t exist in the feature set will be ignored. 

Term Weighting 

 Next, the web application will perform term weighting for the pre-processed 

words, if the word present then 1 will be scored else 0 will be scored. 

          Feature Set 

Question 

 

advantage 

 

audit 

 

brand 

 

define 

 

explain 

 

read 

 

BT Level 

explain  

benefit 

code 

 

0 

 

0 

 

0 

 

0 

 

1 

 

0 

 

 

Table 3.2.1 Sample of Pre-processed input 

Eventually, a result similar to Table 3.1.1 will be get but with unlabelled BT level.  

Classification 

Furthermore, the previous classifier that stored in .sav format will be imported. 

The imported model will get the input such as [1,0,0,1,1] from Table 3.2.1 and 

automatically label the BT level.  

Result 

If the user inputs by question, the label will be shown in the web instantly. If 

the user inputs by excel file, excel file with question and the label will be returned to 

the user in the form of attachment. 
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3.3 Use Case of Web Based Examination Question Classification 

                  Use Case Diagram: Web Based Examination Question Classification 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3.1 Use Case Diagram 

The figure 3.3.1 show the use case diagram of web based examination question 

classification. When the user launches the website, he or she can choose to classify only 

one question one time or upload the excel file to be classified. User can enter the 

question into the textbox provided and the web application will process the question 

and show the result instantly. The result will be shown to user below the textbox at the 

web page. If the user upload the excel file which consists of a list of examination 

questions, the web application will process the questions in excel file and the result will 

be returned to the user in the form of attachments. Admin will upload the trained 

classifier to the web application to be used. If there is any modification to the classifier, 

admin will re-upload again the modified classifier with better accuracy to the web 

application. Admin will also test the accuracy of the trained classifier when deals with 

real examination questions.
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Chapter 4 Evaluation 

4.1 k-fold Cross Validation Method 

Support Vector Machine 

k Score List Average Score 

3 [0.51785714, 0.5, 0.52830189] 0.515 

4 [0.52272727, 0.53658537, 0.525,    

0.60526316] 

0.547 

5 [0.57142857, 0.55882353, 0.63636364, 

0.64516129, 0.6] 

0.602 

Final Mean Value = 0.555 

Table 4.1.1 5-fold Cross Validation (SVM) 

Decision Tree 

k Score List Average Score 

3 [0.51785714, 0.55555556, 0.39622642] 0.490 

4 [0.56818182, 0.46341463, 0.625,     

0.44736842] 

0.526 

5 [0.65714286, 0.47058824, 0.54545455, 

0.64516129, 0.7] 

0.603 

Final Mean Value = 0.539 

Table 4.1.2 5-fold Cross Validation (Decision Tree) 

Naïve Bayes 

k Score List Average Score 

3 [0.375,   0.35185185, 0.43396226] 0.387 

4 [0.52272727, 0.48780488, 0.45,       

0.44736842] 

0.477 

5 [0.51428571, 0.44117647, 0.3333333,3 

0.35483871, 0.46666667] 

0.422 

Final Mean Value = 0.429 

Table 4.1.3 5-fold Cross Validation (Naïve Bayes) 
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 In this study, three type of classifiers which were Support Vector Machine, 

Decision Tree and Naïve Bayes had been selected to be evaluated in terms of score by 

using k-fold cross validation method. From these 3 table which are Table 4.1.1, 4.1.2 

and 4.1.3, Naïve Bayes has the lowest accuracy among these three classifiers which 

was only around 43%. While for the Decision Tree and Support Vector Machine, both 

of them have almost equal accuracy which were 54% and 56% respectively. Since 

Support Vector Machine has a higher accuracy compared to Decision Tree and also 

Naïve Bayes, hence it will be chosen as the question classification tool in the web 

application. 

4.2 Evaluate with dataset from same subject 

Support Vector Machine and Dataset from different subjects 

k Score List Average Score 

3 [0.51785714, 0.5, 0.52830189] 0.515 

4 [0.52272727, 0.53658537, 0.525,    

0.60526316] 

0.547 

5 [0.57142857, 0.55882353, 0.63636364, 

0.64516129, 0.6] 

0.602 

Final Mean Value = 0.555 

Table 4.2.1 5-fold Cross Validation (SVM) 

Support Vector Machine and Dataset from same subject 

k Score List Average Score 

3 [0.60606061, 0.68965517, 0.48148148] 0.592 

4 [0.6, 0.59090909, 0.77272727, 0.7] 0.666 

5 [0.65, 0.68421053, 0.66666667, 

0.76470588, 0.66666667] 

0.686 

Final Mean Value = 0.648 

Table 4.2.2 5-fold Cross Validation (SVM) 
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As mentioned before, two dataset had been used in this study. The first dataset 

questions were collected from various subjects in business domain while the second 

dataset questions were collected from same subject in business domain. From the results 

in Table 4.2.1 and Table  4.2.2, the accuracy of second dataset is much higher than 

accuracy of first dataset. The difference in accuracy among these two datasets is 

approximately 10%. The reason behind why the first dataset will have lower accuracy 

is due to the first dataset consists of questions from different subjects and those 

questions are distinct and unique. There are no much similar or repeated questions 

existed in first dataset, hence the SVM classifier do not have satisfied performance 

when tested with k-fold cross validation method. However, when came to second 

dataset, SVM had achieved a satisfied accuracy which was around 65%. 

 

 

4.3 Evaluate with Real Data Type 

 In order to evaluate the real performance of model built with real data, a total 

of 60 questions from different Bloom Taxonomy level had been collected from the past 

year examination papers of different business subjects through UTAR Portal. Those 

questions were collected from different business subjects such as Business Analytics, 

Organization Behaviour, Electronic Commerce, Technopreneurship, Business 

Information Management and Operation Management. Those questions collected will 

be divided into six categories and 10 questions for each category according to Bloom 

Taxonomy’s level.  
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Knowledge Level 

No Questions Correct Label Predicted Label 

1 List FIVE situational factors in 

the MARS model. 

KNOWLEDGE KNOWLEDGE 

2 Define supplier power by 

detailing the power it has over 

consumers. 

KNOWLEDGE KNOWLEDGE 

3 Identify Groupon's business 

model. 

KNOWLEDGE KNOWLEDGE 

4 Define substitution cipher. KNOWLEDGE KNOWLEDGE 

5 Define "social engineering". KNOWLEDGE KNOWLEDGE 

6 Identify one of the successful 

video games produced by Atari. 

KNOWLEDGE KNOWLEDGE 

7 Define buyer bargaining power. KNOWLEDGE KNOWLEDGE 

8 List THREE examples of 

business transactions that need to 

be captured and stored in a Sales 

transaction processing system 

(TPS). 

KNOWLEDGE KNOWLEDGE 

9 List ANY ONE escalating trend 

of information technology in 

tomorrow's world, besides fluid 

collaboration. 

KNOWLEDGE KNOWLEDGE 

10 Define entrepreneurial stess. KNOWLEDGE KNOWLEDGE 

 Total Accuracy 10/10 100% 

 

Table 4.3.1 Knowledge Level Result 
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Comprehension Level 

No Questions Correct Label Predicted Label 

1 Explain the FOUR types of 

intellectual property. 

COMPREHENSION COMPREHENSION 

2 Provide any FIVE reasons for 

unethical behavior. 

COMPREHENSION COMPREHENSION 

3 Explain the FOUR quadrants 

of ethical decisions. 

COMPREHENSION COMPREHENSION 

4 Identify and briefly explain 

one social issue in Malaysia. 

COMPREHENSION COMPREHENSION 

5 Explain the possibilities of 

entrepreneurial growth in the 

proposed solution. 

COMPREHENSION COMPREHENSION 

6 Briefly describe FIVE 

characteristic of a object that 

influences perception. 

COMPREHENSION COMPREHENSION 

7 Provide THREE reasons why 

an information technology 

project might be abandoned. 

COMPREHENSION COMPREHENSION 

8 Briefly explain the difference 

between supervised learning 

and unsupervised learning. 

COMPREHENSION COMPREHENSION 

9 Identify and explain FOUR 

methods used to alter another 

individual's attitude. 

COMPREHENSION COMPREHENSION 

10 Define driving forces and 

explain the THREE stages in 

Lewin's change model. 

COMPREHENSION KNOWLEDGE 

 Total Accuracy 9/10 90% 

Table 4.3.2 Comprehension Level Result 
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Application Level 

No Questions Correct Label Predicted Label 

1 Use a diagram to explain cloud 

based business to business platform. 

APPLY COMPREHENSION 

2 Apply reverse cipher concept and 

convert the word "commerce" into 

cipher text. 

APPLY COMPREHENSION 

3 Apply the aggressive, conservative 

and opportunity loss strategies. 

APPLY ANALYSIS 

4 Apply Porter's five competitive 

forces analysis to examine the winter 

job industry for Albert. 

APPLY APPLY 

5 Discuss the extent to which Supply 

Chain Analysis can be applied in the 

logistics sector. 

APPLY APPLY 

6 Use Porter's five competitive forces 

to analyze Apple Inc. 

APPLY APPLY 

7 Using an appropriate example, 

discuss how Django can lead to a 

good design of a particular web 

application. 

APPLY APPLY 

8 Using appropriate examples, discuss 

a situation in which Bloom 

Taxonomy would be suitable to use. 

APPLY ANALYSIS 

9 Explain how SST approach can be 

deployed in the context of 

Accounting Information System. 

APPLY APPLY 

10 Define OB and discuss how the OB 

can be implemented in the business 

environment. 

APPLY APPLY 

 Total Accuracy 6/10 60% 

Table 4.3.3 Application Level Result 
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Analysis Level 

No Questions Correct Label Predicted Label 

1 Differentiate data mining and text 

mining. 

ANALYSIS ANALYSIS 

2 Contrast between "First Mile" and 

"Last Mile". Briefly discuss the 

important roles of these two 

distinctions. 

ANALYSIS ANALYSIS 

3 Define the open source and distinguish 

between open source and closed 

source. 

ANALYSIS ANALYSIS 

4 Differentiate between the concept of 

"in-house" and outsourcing to build an 

e-Commerce site. 

ANALYSIS ANALYSIS 

5 Differentiate the TWO types of 

knowledge that can co-exist in KM 

systems, with ONE suitable example. 

ANALYSIS ANALYSIS 

6 Differentiate Web 1.0 and Web 2.0 in 

terms of its page design, content 

controller, and type of data source. 

ANALYSIS ANALYSIS 

7 Analyze Apple Inc by applying 

Porter's model and determine the 

strength of these factors for Apple Inc. 

ANALYSIS APPLY 

 

 

8 Define focus forecasting and 

differentiate TWO principles in focus 

forecasting. 

ANALYSIS ANALYSIS 

9 Compare and contrast the 

characteristics of good and service. 

ANALYSIS ANALYSIS 

10 Examine FIVE service industry and 

support each industry with an 

example. 

ANALYSIS ANALYSIS 

 Total Accuracy 9/10 90% 

Table 4.3.4 Analysis Level Result 
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Evaluation Level 

No Questions Correct Label Predicted Label 

1 Recommend with justification 

whether to install smart CCTV by 

using risk management analysis. 

EVALUATE EVALUATE 

2 Recommend and describe the new 

business model Amazon can offer. 

EVALUATE KNOWLEDGE 

3 Recommend TWO business revenue 

models to increase Atari's business 

revenue. Justify your answer. 

EVALUATE EVALUATE 

4 Recommend FIVE generic business 

strategies for him to achieve a long 

run business. Justify your answer. 

EVALUATE EVALUATE 

5 Provide TWO characteristic of cash 

and briefly justify cash is preferred 

than online payment. 

EVALUATE COMPREHENSION 

6 Justify on why the threat of 

bargaining power of customers is 

considered the reverse of the 

bargaining power of suppliers. 

EVALUATE COMPREHENSION 

7 Justify to what extent 5G technology 

is better than the 4G technology. 

EVALUATE EVALUATE 

8 Evaluate priority rules for 

sequencing jobs. Elaborate FOUR 

most popular priority rules. 

EVALUATE EVALUATE 

9 Justify answer by highlighting the 

risks and the concerns you would 

anticipate from the top management. 

EVALUATE EVALUATE 

10 Recommend any FIVE ways to 

make money through mobile 

applications. 

EVALUATE EVALUATE 

 Total Accuracy 7/10 70% 

Table 4.3.5 Evaluation Level Result 
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Synthesis Level 

No Questions Correct Label Predicted Label 

1 Suggest any TWO limitations of 

mass customization. 

SYNTHESIS SYNTHESIS 

2 Suggest any information-system-

based CRM that can be used to 

enrich travellers' experience. 

SYNTHESIS SYNTHESIS 

3 Suggest and explain ONE 

entrepreneurial idea to solve the 

problem by IT. 

SYNTHESIS COMPREHENSION 

4 Suggest FIVE rules which you must 

follow in order to bring innovation 

to organization. Briefly explain how 

these rules lead to innovation. 

SYNTHESIS SYNTHESIS 

5 Suggest and justify THREE tools 

you have in mind to propose her in 

your next meeting. 

SYNTHESIS SYNTHESIS 

6 Develop a business solution plan to 

help her to track customer 

movements on the Internet? 

SYNTHESIS SYNTHESIS 

7 Formulate the estimated regression 

model that predict the annual cost 

given the age of the bus. 

SYNTHESIS SYNTHESIS 

8 Develop a linear programming 

formulation to maximize total 

audience contact. 

SYNTHESIS EVALUATE 

9 Create an activity diagram for the 

process of calculating player's 

points. 

SYNTHESIS COMPREHENSION 

10 Suggest any THREE types of alpha 

testing for Danish Software Firm. 

SYNTHESIS SYNTHESIS 

 Total Accuracy 7/10 70% 

Table 4.3.6 Synthesis Level Result 
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 After the testing with real data, the results were recorded down in 6 Table, Table 

4.3.1, 4.3.2, 4.3.3, 4.3.4, 4.3.5 and 4.3.6. Table 4.3.1 shows the results of labelling the 

questions in Knowledge Level. All the questions in this table were labelled correctly by 

the model and an accuracy of 100% were obtained. Hence, the results indicate that the 

model constructed has a very well performance on labelling those Knowledge Level 

questions.  

Table 4.3.2 shows the results of labelling the questions in Comprehension Level. 

9 out of 10 questions were labelled correctly and an accuracy of 90% were obtained. 

The last question of this category was mislabelled with Knowledge Level because the 

question consists of two keywords, the “define” keyword that belongs to the Knowledge 

Level and the “explain” keyword that belongs to the Comprehension Level. However, 

this question should be labelled with Comprehension Level because the Comprehension 

Level has a higher precedence to Knowledge Level due to its level is higher. But the 

question 4 and 9 with multiple BT keywords were labelled correctly. Even though the 

model built has a very well performance on labelling those Comprehension Level 

question, but it still has a very small chance for the model to misclassify the question. 

Table 4.3.3 shows the result of labelling the questions in Application Level. 6 

out of 10 questions were labelled correctly and an accuracy of 60% were obtained. The 

model has an average performance on labelling the Application Level questions. Based 

on the results obtained, some questions with “Use” and “Apply” keywords were 

labelled wrongly to other BT levels. This may due to the insufficient amount of training 

data with Application Level. Hence, increasing of amount of data with Application 

Level when trained the model might improve the model performance in labelling those 

questions in Application Level. 

Table 4.3.4 shows the result of labelling the questions in Analysis Level. 9 out 

of 10 questions were labelled correctly and an accuracy of 90% were obtained. Question 

7 has 3 keywords which are “analyse”, “apply” and “determine”. “Analyse” keyword 

should has the highest precedence among the keywords but the question was labelled 

with Application Level. This problem can be overcame by training the model with more 

training data similar to the question that consists of Analysis Level and Application 

Level keywords. Indeed, the model did very well in labelling the questions in Analysis 

Level.  
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Table 4.3.5 shows the result of labelling the questions in Evaluation Level. 7 

out of 10 questions were labelled correctly and an accuracy of 70% were obtained. 

Question 2 with “recommend” and “describe” keywords shows that when the 

“recommend” keyword combined with other level keywords, it will mislabelled to other 

BT level. Question 5 and 6 also have some issues with “justify” keywords because of 

the misclassification of the BT level. Hence, the model is still considered having a 

satisfied performance in labelling those Evaluation Level questions. 

 Table 4.3.6 shows the result of labelling the questions in Synthesis Level. 7 out 

of 10 questions were labelled correctly and an accuracy of 70% were obtained. Question 

3 consists of “suggest” and “explain” keywords. The “suggest” keyword should be 

higher than “explain” keyword in terms of precedence. However, it was mislabelled 

with Comprehension Level which is the level of “explain” keyword. The question 8 

and 9 with “develop” and “create” keywords were misclassified to other BT levels and 

this might due to insufficient amount of training data with those keywords. Thus, the 

model has a quite satisfied performance in labelling the Synthesis Level questions. 

BT Level Total Correct Answer Accuracy 

Knowledge 10 100% 

Comprehension 9 90% 

Application 6 60% 

Analysis 9 90% 

Evaluation 7 70% 

Synthesis 7 70% 

Total 48 80% 

Table 4.3.7 Comparison and Total Accuracy 

 Based on the Table 4.3.7, a total accuracy of the model obtained was 80%. The 

performance of constructed model is quite good since the accuracy obtained already 

exceeds the accuracy that stated in the objective.  
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4.4 Graphical User Interface 

 

Figure 4.4.1 Home Page  

 Basically, the web application consists of 3 web pages such as Home page, 

Excel page and Question page. The web’s URL is “gktan016.pythonanywhere.com”, 

Figure 4.4.1 that shows the home page of the web application. In this page, the web 

application allows the user to choose their input type by clicking on the “Excel” button 

or “Question” button. Those buttons will bring the user to the respective pages such as 

“Excel” button will bring the user to Excel page while the “Question” button will bring 

the user to Question page. 

 

Figure 4.4.2 Navigation Bar 

 Figure 4.4.2 shows the navigation bar of the web page. And this navigation bar 

will always appear at the top of every web pages in this web application. The navigation 

bar consists of 3 items which are “Web Based Exam Question Classification” that will 

link to the Home page, “Excel” that will link to the Excel page and “Question” that will 

link to the Question page. 
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Figure 4.4.3 Excel Page 

 Figure 4.4.3 shows the interface of Excel page after user clicked on the “Excel” 

button or the “Excel” link in the navigation bar. In this page, there will be an instruction 

that guide the user to prepare their excel file properly in order to avoid errors occur. 

Then, there will also be a sample image beside that allow user to visualize the correct 

input. 

 

Figure 4.4.4 Choose File 

 Figure 4.4.4 shows the interface of the Excel page after user clicked on the 

“Choose File” button. A document window will pop out and enable the user to select 

one file to be uploaded. 
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Figure 4.4.5 Upload 

 Figure 4.4.5 shows the interface of Excel page after user select a file to be 

uploaded. The name of the file will appear next to the “Choose File” button and the 

format of the file. Afterwards, user can click on the “Upload” button to get the result. 

 

Figure 4.4.6 Attachments 

 Figure 4.4.6 shows the attachments downloaded when the user clicked on 

“Upload” button. An output file named “preprocessed.xlsx” will be downloaded by the 

user as attachments.  

 

Figure 4.4.7 Sample Input 
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Figure 4.4.8 Sample Output 

 The content of sample input and output are shown in Figure 4.4.7 and Figure 

4.4.8 respectively. Initially, the column of BT level were empty in Figure 4.4.7. After 

processing by the web application, the questions will be labelled with the predicted BT 

level by the model. Furthermore, the number of the labelled questions for each BT level 

will be shown at bottom of the excel file.  

 

Figure 4.4.9 Question Page 

 Figure 4.4.9 shows the interface of Question page after user clicked on the 

“Question” button or the “Question” link in the navigation bar. In this page, there will 

be an instruction that guide the user to use the features in this web page. There will be 

a textbox beside the instruction that allow the user to input their question. However, 

only one question will be classified each time. 
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Figure 4.4.10 Sample Input of Question 

 Figure 4.4.10 shows the sample input of question that typed by the user. After 

user paste or type the question, the user can click on the “Check” button to get result. 

 

Figure 4.4.11 Sample Output of Question 

 Figure 4.4.11 shows the result get when user clicked on the “Check” button. 

The result will be displayed below the “Check” button. The textbox will be clear and 

user can retype or paste another question to perform classification for the other question. 
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Chapter 5 Conclusion 

The project has presented a web based examination question classification 

application with 80% of accuracy achieved and will benefit the lecturers and students 

in the education environment. The web application will classify the input question into 

six different level of Bloom Taxonomy based on Bloom Taxonomy cognitive domain 

automatically. The web application is important because it will save the lecturer’s time 

and improve the student’s understanding about the particular subject.  

The study of Bloom Taxonomy (BT), Natural Language Processing (NPL), bag-of-

words model, question classification tools, Python programming language and web 

programming languages are required and had been done in order to develop the web 

application. Furthermore, NPL and machine learning classification techniques such as 

Support Vector Machine also play a very important role in order to succeed the 

application. In order to train the model, a total number of 163 questions along with 

expert’s label had been fit to the model in order to let the model learn and familiar with 

the pattern of the questions. 

 This question classification tool developed might help the lecturer to overcame 

the problems arise when deal with huge amount of questions. However, there are some 

limitations for this tool to classify the questions especially with Application Level 

question because only 60% of accuracy was obtained. The problem might be overcame 

by increasing the number of training data in the dataset.  
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 5.1 Implementation Issue and Challenge 

 In this project, a web based examination question classification tool have been 

developed in order to classify the text-based examination questions into six different of 

Bloom Taxonomy level and a satisfied accuracy of 80% was obtained. However, the 

tool still will misclassify the question wrongly when deal with the question with 

multiple BT keywords. For instance, “Identify and explain issue of cheating”. There 

will be some chances for the tool to mislabel the question to the wrong BT level. 

Besides, there are some BT keywords will be fall into different categories BT level 

under certain circumstances. For an example, “describe” belongs to Knowledge level 

in normal situation but when it joined with the “briefly” and became “briefly describe”, 

it is no longer a Knowledge Level keyword but a Comprehension Level keyword. 

Furthermore, the training data set is still insufficient in order to achieve a very high 

accuracy and a larger training data set is required. Moreover, the tool will not able to 

classify those examination questions that consists of figures, tables, images or 

calculation. Finally, the tool is only developed for classify the examination question in 

English language.  

 

5.2 Future Work  

 There are some aspects or features of this web based question classification tool 

can be improved. First, the tool’s accuracy can be improved. Although the tool achieved 

accuracy had exceeded the accuracy stated in the objective, but the accuracy still has 

the chances to be improved by increasing the number of training data in the dataset. 

Next, the tool is only able to classify the text-based questions. Thus, the tool can be 

further improved by adding the ability of the tool to classify the questions in figure or 

image form and also the questions which include mathematical operations and 

calculation. Moreover, the tool is only developed to classify the questions in English 

language. A huge improvement can be made if the tool is able to classify the 

examination questions not only in English language but other languages too. 
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Appendix A: Training Dataset 

NO QUESTION LEVEL BT LEVEL 

 

 

1 

Suggest any TWO (2) efforts that organization 

may perform in order to discourage unethical 

behavior. 

 

 

HOTS 

 

 

CREATE 

 

 

2 

Discuss how Resource Based View can be 

implemented in organizations to reinforce financial 

standing. 

 

 

MOTS 

 

 

APPLY 

3 Define factors of production. LOTS REMEMBER 

 
4 

Briefly describe FIVE (5) general types of factors of 

production. 

 
LOTS 

 
UNDERSTAND 

 

 

 

 
5 

In your opinion, provide any TWO (2) reasons 

why the actions of one firm can significantly 

affect the sales of the other firms in an oligopoly 

market. 

 

 

 

 
LOTS 

 

 

 

 
UNDERSTAND 

6 Define electronic commerce. LOTS REMEMBER 

 
7 

Explain THREE (3) broad categories of e-commerce 

with examples. 

 
LOTS 

 
UNDERSTAND 

 
8 

Discuss any THREE (3) ways by which an 

organization can benefit from e-commerce. 

 
LOTS 

 
UNDERSTAND 

 
9 

Advise Smith on any FIVE (5) types of information 

which should be included in the website. 

 
HOTS 

 
CREATE 

 

 

10 

Suggest any THREE (3) specific ways with 

elaborations on how this new business may utilize the 

Internet technology to achieve cost efficiency. 

 

 

HOTS 

 

 

CREATE 

 
11 

Differentiate between data and information using 

examples. 

 
MOTS 

 
ANALYZE 

 
12 

State any FOUR (4) characteristics of valuable 

information. 

 
LOTS 

 
REMEMBER 

 
13 

Explain the differences between volatile and non- 

volatile storage. 

 
LOTS 

 
UNDERSTAND 

 

 

14 

Suggest THREE (3) specific types of application 

software that may help to support James's business 

activities. 

 

 

HOTS 

 

 

CREATE 

15 List and describe THREE (3) accounting cycles in an LOTS REMEMBER 
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 Accounting Information System.   

 
16 

Explain how SWOT and Porter's techniques is 

applied in the manufacturing industries. 

 
MOTS 

 
APPLY 

 
17 

State FOUR (4) basic business activities that are 

performed in the revenue cycle. 

 
LOTS 

 
REMEMBER 

 
18 

List any THREE (3) practical approaches for 

payment collection in revenue cycle. 

 
LOTS 

 
REMEMBER 

 
19 

Compare and contrast Manufacturing Resource 

Planning (MRP-II) and Lean Manufacturing. 

 
MOTS 

 
ANALYZE 

 

 

 

 
20 

As a manager in an Information Technology firm, you 

are required to suggest and elaborate any THREE 

(3) actions that organizations can take as part of the 

responsibility towards the society. 

 

 

 

 
HOTS 

 

 

 

 
CREATE 

 
21 

Illustrate each of these situations with TWO (2) real- 

life examples. 

 
LOTS 

 
UNDERSTAND 

 
22 

Explain the differences between ethical dilemma and 

ethical lapse. 

 
LOTS 

 
UNDERSTAND 

 

 

23 

Suggest and justify ONE (1) strategy that your 

company may consider for marketing its products 

internationally. 

 

 

HOTS 

 

 

EVALUATE 

 
24 

Differentiate between Market Economy and Planned 

Economy. 

 
MOTS 

 
ANALYZE 

 
25 

Provide each of Market Economy and Planned 

Economy with an example. 

 
LOTS 

 
UNDERSTAND 

26 Differentiate between a wholesaler and a retailer. MOTS ANALYZE 

 
27 

In your opinion, identify the relationship between 

factors of and a country's economic system. 

 
LOTS 

 
UNDERSTAND 

 

 

 

 
28 

Briefly describe THREE (3) types of business process 

that traditionally organized around functional areas of 

business. Provide an example of 

each. 

 

 

 

 
LOTS 

 

 

 

 
REMEMBER 

 

 

29 

Propose and justify ONE (1) international market- 

entry strategy that you may consider to market 

your products internationally. 

 

 

HOTS 

 

 

EVALUATE 

 
30 

Construct a basic diagram or figure to demonstrate 

your understandings on what Information System is. 

 
LOTS 

 
UNDERSTAND 
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31 

State a main difference between a customer and a 

contact. 

 
LOTS 

 
UNDERSTAND 

 
32 

Identify ONE (1) most likely error of the following 

quotation. 

 
LOTS 

 
REMEMBER 

 
33 

Determine which sub-stage that the deal is 

currently in for the following cases. 

 
MOTS 

 
APPLY 

 

 

 

 
34 

Three sales sub-stages: qualification, proposition and 

negotiation are included in both OpenERP and 

SugarCRM, before a deal is won. Give a brief 

description of these sub-stages. 

 

 

 

 
LOTS 

 

 

 

 
UNDERSTAND 

35 State your recommended solution with justification. HOTS EVALUATE 

 

 

36 

Explain TWO (2) ways on how monopoly harms 

consumers and hurts the economy. Justify and 

illustrate your answers. 

 

 

HOTS 

 

 

EVALUATE 

 

 

37 

Suggest and elaborate any TWO (2) efforts or 

methods that your company may use in order to gain 

competitive advantage over your competitors. 

 

 

HOTS 

 

 

CREATE 

 
38 

Justify your answers with elaborations by providing 

any TWO (2) reasons. 

 
HOTS 

 
EVALUATE 

 
39 

Differentiate between data and information using a 

real life example. 

 
MOTS 

 
ANALYZE 

 
40 

Briefly discuss on the difference between volatile 

and non-volatile storage. 

 
LOTS 

 
UNDERSTAND 

 

 

41 

Briefly discuss any THREE (3) specific internet 

technologies or tools that are commonly found in 

providing support for business activities. 

 

 

LOTS 

 

 

UNDERSTAND 

 
42 

Provide a real life example on conflict of interest 

situation. 

 
LOTS 

 
UNDERSTAND 

 

 

43 

Illustrate your understanding for oligopoly 

competition and monopolistic competition using 

ONE (1) real life example for each. 

 

 

LOTS 

 

 

UNDERSTAND 

 
44 

Briefly discuss any TWO (2) consequences for 

whistle-blowing activity. 

 
LOTS 

 
UNDERSTAND 

 

 

45 

List any TWO (2) real life examples of the 

organization that implement the clicks-and-bricks 

B2C E-Commerce. 

 

 

LOTS 

 

 

REMEMBER 
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