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ABSTRACT 

The Robotic Operating System (ROS) provides user an environment similar to operating system to 

control or operate the robots. Simultaneous localization and mapping (SLAM) and autonomous 

navigation in an enclosed environment are nowadays popular autonomous robots’ issues. A robot 

in an unknown environment is quite challenging for autonomous navigation, but it also reveals 

many indoor environmental factors that may affect mapping and navigation performance. This 

presented work describes how an ROS-based control system is used with a self-designed mobile 

robot for indoor mapping, localization, and autonomous navigation. In addition, some factors that 

may affect mapping, localization, and automatic navigation indoor environments are also presented. 

LiDAR is used as the main technique to perform SLAM in this project. However, LiDAR alone is 

not accurate enough when the traveling distance is far. We proposed to integrate IMU sensor into 

the mobile robot to assist LiDAR for more accurate odometry are also presented in this project. 

Most of the implementation was done using C and Python. The proposed technique able to reduce 

the localization error by 20 - 30%.  

This project can be extended to support other advanced features. For example, the technique 

developed (LiDAR + IMU) can be used to track service robot in indoor environment more 

accurately. The result of this project was submitted to IEEE International Meeting for Future 

Electron Devices, currently under review process. 
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Chapter 1.0: Introduction 

1.1 Problem Statement and Motivation 

Monitoring situations or exploring environment that are dangerous to humans, using 

mobile robots are the ideal solution. Examples include search and rescue operations, such 

as the nuclear disaster near Fukushima, Japan (Michael et al., 2012). As we all know human 

beings possesses natural senses to help them get information on the environment for 

example eyes for vision, ears for hearing, nose for smelling, and feels objects through 

touching but a robot does not possess all these natural senses get information of the 

surrounding though these senses unless using sensors. Exploration of unknown 

environment for a mobile robot will be very difficult unless some sensing sources are 

provided to obtain environmental information. Odometers, sonars,  laser range finders 

(LRF), inertial measuring units (IMU), global positioning system (GPS) and cameras are 

the famous current technology sensors to create a robot that can detect a broad range of 

environments. A mobile robot will need an environment map before performing indoor 

services such as moving from one coordinate to another, grabbing and picking an object 

from one place to another. To carry out this kind of action, the robot should be aware of its 

own environment location while having, for example, 2D map information about the 

environment. Thus, it is very important to have specific representation of each robot while 

in the 2D map in order to differentiate the robot location in the map. 

The problem of determining the pose of a robot relative to a given representation (i.e. map) 

of the environment is the mobile robot location or pose estimation. More than two decades 

ago, Cox considered providing a mobile robot with autonomous capabilities to be the 

fundamental problem and it remains true to our day (Fu et al., 2016). Many robotic tasks 

require knowledge of the robot's location and the objects being manipulated. More and 

more attention been given to robot research and application. Mobile indoor services in 

order to make smart decisions, robots need to be aware of the indoor environment. While 

the robot's perception of the indoor environment is accurate and complete, robot intelligent 

decision accuracy is also determined. Autonomous mobile robot is one of the most 

common smart robots, the prerequisite for autonomous navigation and other functions is 

the "where I am" problem that can best reflect its autonomy (Yuan et al., 2016a).  
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Thanks to the progress in the design of sensors and processors. Besides, there more 

researchers been testing the combining of sensors with embedded system to execute some 

smart mapping feature. Therefore, the development of intelligent robot is very fast. Thus, 

some researchers also carried out real-time implementation of the embedded system SLAM 

algorithm. (Vincke et al., 2010) developed an architecture of hardware, co - design, a 

function detector, an algorithm for SLAM and a system architecture based on optimization 

methodology and (Vincke et al., 2012) also proposed an EKFSLAM Multi-Core 

Architecture Implementation Algorithm. However, due to limited amount of CPU memory 

consumption, running a mapping process in embedded system is not an easy task. I want 

to use an embedded processor (Raspberry Pi) to operate a mapping process and to create 

maps for the robot in my project and perform autonomous navigation by using the 

knowledge of combining various sensors integrate with embedded system to allow the 

robot to become more smart intelligent. 

 

1.2 Project Scope 

This project develops a mobile robot design which able to perform SLAM, autonomous 

navigation and a robotic arm for gripping and releasing object. This project involves a new 

design of mobile robot combining various sensors with an embedded system. 

 

1.3 Project Objective 

The objective of this study is: 

1) To develop a low-cost mobile robot able to perform 2D mapping and localization 

in an indoor unknown environment. 

2) To develop a mobile robot able to perform autonomous navigation. 

3) To increase the accuracy of the mobile robot odometry when perform SLAM. 
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1.4 Impact, significance, and contribution 

Control system is the most important section for any mobile robot, as it is like a core for 

mobile robot movement performance, accuracy, and stability. In addition, autonomous 

navigation is one of mobile robots ' essential functions. While line-tracking is the most 

commonly used autonomous navigation technology today.  Although line-tracking is an 

easy and cheap way to solve this problem. It is not intelligent, however, and it is not well 

adapted to the environment. When the line path is blocked or disrupted, the precision and 

stability will drop. Therefore, SLAM will take over to make the mobile robot smarter. 

1.5 Background Information 

ROS is a robot's meta-operating system. It provides services expected from an operating 

system, including abstraction of hardware, low-level device control, commonly used 

implementation of functionality, message-passing processes, and package management. It 

also provides tools and libraries for obtaining, building, writing, and running code from 

multiple computers. It's called a meta-operating system because it's something between a 

middleware and an operating system. It not only provides standard operating system 

services (such as hardware abstraction), but also high-level features such as asynchronous 

and synchronous calls, centralized database, robot configuration system, etc. ROS can 

also be interpreted as an operating system software framework for the development of 

robot software. 

Computer science and robotics development has received widespread attention from 

advancement of mobile robots today. It is difficult to write software for robots, especially 

as robotics scale and scope continue to grow. Various types of robots may have wildly 

different hardware, resulting in non - trivial code reuse. Furthermore, the sheer sizing of 

the prerequisite guidelines must be disheartening, as it may encompass a deep batch 

starting with driver - stage firmware and persisting thru preconception, representational 

argumentation, and beyond. Before the prerequisite scale of acumen extends far beyond 

any single researcher’s capacities, tech proprietary frameworks also ought to endorse 

exhaustive endeavors to incorporate apps. 
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To meet these obstacles, many tech academics have subsequently constructed a small 

repertoire of technologies to manage unpredictability and stimulate the rapid prototyping 

of instrumental computers, triggering in the successive conventional programming 

mechanisms today used in academia and economy (Kramer and Scheutz, 2007). Every of 

these paradigms was modeled for a specialized function, conceivably in response to 

interpreted foibles of other available paradigms, or to concentrate on facets that were 

contemplated many vital in the performance phase. 

ROS is also the manifestation of compromises and prioritizations sourced during its 

performance phase, the framework described in this paper. I believe that its focus on large-

scale integrative robotics research will be useful in a wide range of situations as robotic 

systems are becoming increasingly complex. Because every mobile robot is widely used in 

many areas like industrial, logistics and so on. Therefore, each mobile robot will have their 

own specific function. 
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Chapter 2.0: Literature Review 

I. Mobile Robot setup for SLAM 

SLAM has been an active studies sector for special mobile robots' implementations (Song 

et al., 2018). It solves the robot's positioning issue on the map while constructing the map 

(Song et al., 2018). The basic concept is to update the robot position and map the 

environment by scanning perception sensor information. (Bailey and Durrant-Whyte, 2006, 

Song et al., 2018). Multiple researchers postulated constructive instruments and 

computations for slam difficulties (Schroeter and Gross, 2008, Liu and Sun, 2012, Trivun 

et al., 2015, Song et al., 2018). Laser scanners and visual sensors are the popular SLAM 

sensors (Fossel et al., 2015, Yuan et al., 2016b). The visual sensing gadgets can supply a 

staggering level of knowledge in an picture, but the predictive load is very vast, and the 

behaviors of the picture are shaped by the condition of economic illumination (Song et al., 

2018). By contrast, laser scanners (LiDAR) are more reliable, but in general they are more 

expensive (Song et al., 2018). 

 

 

Figure 2.1: Architecture of navigation proposed by (Song et al., 2018). 

 

As shown in Figure 2.1, proposed navigation control structure to interweave the evasion 

function with the LiDAR SLM- guidance transmitter focused on it (Song et al., 2018). 
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The proposed prototype embraces the cartographer SLAM to obtain independent 

translation and map creation (Hess et al., 2016, Song et al., 2018). Cartographer SLAM 

can calculate the robot's location in real time and create a LiDAR sensor - based 

environment map (Song et al., 2018). The resulting map is 5 cm in resolution. This 

algorithm is available in ROS (Nüchter et al., 2017). So, when the mobile robot moves, it 

will generate a map of the surrounding region. The global map is made up of a number of 

submaps with a number of laser scans (Song et al., 2018). The proposed design adopts the 

cartographer slam to retrieve independent passage and map adoption (Song et al., 2018). 

 

Monte Carlo adaptive localization tactic (AMCL) to pinpoint the mobile robot on a 

acknowledged map is used in (Song et al., 2018) (Thrun et al., 2005). AMCL algorithm 

suites already exist in ROS. Monte Carlo's adaptive positioning method is a probabilistic 

model positioning system (Song et al., 2018). It uses the particle filter method of Monte 

Carlo localization (MCL) to locate the pose of the mobile robot on a known map and to 

simulate the sensor at each particle's position (Song et al., 2018). Compared to the observed 

information, the information gives the probability that each particle could exist and updates 

the particle number through KLD-sampling (Song et al., 2018). Since multiple phases, all 

particulates steadily converge to the position of the mobile automaton (Song et al., 2018). 

The procedure above allows positioning of the mobile robot on a known map (Song et al., 

2018). However, such optimizations are not required in many scenarios under real world 

conditions as the approach is sufficiently accurate for robots to fulfill their mission. 
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Figure 2.2: (Zhi and Xuesong, 2018) proposed mobile robot design 

 

Mobile robot designed by (Zhi and Xuesong, 2018) as Figure 2.2. This is a differential 

drive mobile robot (Zhi and Xuesong, 2018). The front, back and turn movements of the 

robot are accomplished by controlling the rotation speed of the left and right wheels(Zhi 

and Xuesong, 2018). The researchers have developed and researched an open control 

system that includes mobile robots ' servo driver and controller (Zhi and Xuesong, 2018) . 

In the meantime, the researchers developed upper computer software for interaction 

between humans and computers, remote control, remote monitoring. SLAM is a key 

navigation component used to create an environment map (Zhi and Xuesong, 2018). With 

laser scanning, data from encoder and IMU, the researchers also used gmapping package 

to build the map (Zhi and Xuesong, 2018). However, that under real world conditions such 

optimizations are not needed in many scenarios as the approach is sufficiently accurate for 

robots  to fulfill their mission. Autonomous navigation is the topic most concerned for 

mobile robot (Zhi and Xuesong, 2018). In this project, the robot's localization, navigation, 

and autonomous movement are all depends on the laser scanning data and the map have 

already created. Through ROS navigation stack, this function is finished. 
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Figure 2.3: SLAM mobile robot designed by (Ocando et al., 2017) 

The LIDAR used in as shown in Figure 2.3 was a URG-04LX - UG01 from Hokuyo 

(Ocando et al., 2017). This sensor has a range of 4 meters and records data in a 240-degree 

semi-circumference. It is basically a 2D data plane, which with the sensor's proper rotations 

and translations can be converted into a 3D data volume. However, its every expensive. 

Therefore, in my project a 360-degree LIDAR with cheaper price will be used to lower 

down the cost. 

In addition, in regard to this research, separate scientists used a Raspberry Pi to regulate 

low-cost robots (Pereira et al., 2014, Premkumar and Nigel, 2015, Horak and Zalud, 2016). 

Sending the robot into tough tasks and exploring unknown areas that could be hazardous 

for individuals to explore implies the robot itself will be in risk, making the price of such 

an operation a crucial factor for the robot (Hamzeh and Elnagar, 2015). Therefore, reducing 

the hardware and robot software costs is needed. 

Mapping an indoor environment needs laser scanning, a mobile robot base, and a computer 

unit for wireless communication. For example, as stated in various implementations (Ghani 

et al., 2014),  the robot will collect depth scans data from the Asus Xtion pro 3D sensor, 

creating a map, or making an indoor 3D model. Localization and mapping are essential in 

indoor settings for tele-operated mobile robots. Various method for mapping has been 

investigated, including the use of laser scanners, 3D vision and wireless strength, (Ghani 
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et al., 2014, Rehman, 2013). However, a 2D LIDAR is sufficient for indoor mapping and 

the price of a Kinect sensor too expensive. 

 

 

 

Figure 2.4: (Aagela et al., 2017) designed mobile robot for SLAM 

 

As shown in Figure 4, to create a cost-effective robot platform that could create a map for 

a new environment by using low-cost equipment while maintaining performance in 

performing tasks while also reducing power consumption for the robot platform. The aim 

of (Aagela et al., 2017) is to integrate the Raspberry Pi 3 as an alternative to the laptop with 

the Turtlebot II robot. However, in this project, I used a self-design mobile robot to cut 

down the cost and the performance is same where as a Turtlebot II which very expensive. 
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Figure 2.5: Mobile Robot designed by (Ibáñez et al., 2017) 

In (Ibáñez et al., 2017) proposed how to create a cost - effective platform with capabilities 

based on SLAM was examined shown in Figure 5 using Arduino to control the DC motor 

and a laptop to collect the data from the Kinect sensor. However, the laptop and the Arduino 

able to be replaced with a Raspberry Pi to save more cost since a Raspberry Pi able to 

perform as a computer and control a motor. 

(Ibragimov and Afanasyev, 2017) created a human-operated UGV prototype for their 

experiments, which was equipped with a computer system and a set of sensors shown in 

Figure 6. The mobile robot recorded raw video data streams of industrial camera Basler 

acA2000-50gc GigE12 shown in Figure 6B mounted on UGV prototype to analyze ROS-

based visual SLAM-related methods (Ibragimov and Afanasyev, 2017).  
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Figure 2.6B: Sensors used on UGV prototype: a) Laser rangefinder Hokuyo UTM-30LX. 

B) Camera Basler acA2000 - 50gc. C) ZED camera for stereolabs. D) Depth Sensor 

Microsoft Kinect 2.0 by (Ibragimov and Afanasyev, 2017). Courtesy of manufacturers of 

sensors 

 

Figure 2.6: (Ibragimov and Afanasyev, 2017) designed mobile robot 

The UGV shown in Figure 2.6 computing platform is based on the Intel Core i3 processor 

and the GeForce GT740 M graphics card that supports CUDA technology, producing 

parallel on-board computing (Ibragimov and Afanasyev, 2017). The sensors used is shown 

in Figure 2.6B (Ibragimov and Afanasyev, 2017). However, that under real world 
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conditions such optimizations are not needed in many scenarios as the approach is 

sufficiently accurate for robots to fulfill their mission. 

 

Figure 2.7: (Gatesichapakorn et al., 2019) mobile robot with equipment 

According to mobile robot design shown in Figure 2.7, the mobile robot is mounted with 

“SICK LMS100-10000” 2D LiDAR and “ASUS Xtion PRO LIVE” RGB-D camera. Adept 

Mobile robot Pioneer 3-DX is the mobile robot body (Gatesichapakorn et al., 2019). 

However, in this project show that there is no need for such optimizations under real world 

conditions in many scenarios as the approach is sufficiently accurate for robots to fulfill 

their mission. Moreover, all the equipment used in (Gatesichapakorn et al., 2019) are too 

expensive especially Pioneer 3-DX. 
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Chapter 3.0: System Design 

3.1 System Overview 

Component Required 

1. Mobile Robot (Slave) 

2. LiDAR 

3. Raspberry PI  

4. Arduino 

5. Adafruit Motor Shield 

6. Battery pack for voltage supply 

7. Laptop (Master) 

 

Compiler / Software Program Required 

1. Arduino Compiler 

2. Ubuntu MATE 16.02 

3. Robotic Operating System (Kinetic) 

 

Hardware Design 

 

 

Figure 3.1.1: Hardware design for the mobile robot. 

In Figure 3.2.1 shown the hardware design setup for the mobile robot and the components 

needed for the mobile robot to operate. The LiDAR sensor mounted on the mobile robot is 
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Delta-2B a Laser Range Finder. The Inertial Measurement Unit (IMU) used is BNO055 

USB Stick from Bosch Sensortec. A 10000mAh power bank is used to power up both the 

Raspberry PI and the motor for the Delta-2B rotation. 12V AA battery pack is to power the 

Adafruit Motor Shield.  

Generally, the Adafruit Motor Shield is the driver used to drive the mobile robot. Arduino 

Mega is being used to control the motor driver and perform low level functionalities. 

Raspberry Pi 3B is being used to communicate with PC and obtain sensor information from 

Lidar and IMU. Robot Operating System (ROS) is being used to control the robot 

movement, as well as providing simultaneous localization and mapping (SLAM) 

functionality. A Wi-Fi adapter is used to connect the mobile robot to the Wi-Fi network. 

Thus, laptop and smart phone both act as a Master node to control the mobile robot. 

 

 

 

Figure 3.1.2: Visualization for hardware connection. 

In Figure 3.2.2 shown the connection of the hardware using visualization tool. The motor 

control is control by an Arduino MEGA 2560 which correspond with an Adafruit Motor 

Shield. The Adafruit Motor Shield is attached on top of the Arduino MEGA as shown in 

Figure 3.1.2. The motor encoder V+ is connected to the Raspberry PI 5v pin. As for the 
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motor encoder V- will connected to the Raspberry PI ground pin. Each of the motor’s V+ 

and V- are connected specified terminal blocks on the Adafruit Motor Shield.  

The LiDAR will be connected to the Raspberry PI through USB port to send the scan data 

from the LiDAR to the visualization tools in ROS to view. The IMU also connected to the 

Raspberry PI though USB port to send the Odometry data to the Raspberry PI for Odometry 

calculation. 

For the movement of the mobile robot is depends on the serial communication of Arduino 

and Raspberry PI. Raspberry PI will send velocity command to the Arduino as a linear and 

angular velocity. The Arduino will translate the command from Raspberry PI into velocity 

command for each motor through Arduino Motor Shield. The Arduino drives the motors 

through PWM. The speed of each motor is calculated with the information of each motor 

encoder and sent back to the Raspberry PI. 

 

Software Design 

 

Figure 3.1.3: Actual software connection of the mobile robot 
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Node name Function 

/delta_2b_lidar Driver for the delta-2B LiDAR to connect 

with the ROS. 

/move_base Node needed for the mobile robot to move 

in the Rviz. 

/slam_gmapping Node to perform simultaneous localization 

and mapping for the mobile robot. 

/serial_node Connection between the Arduino to ROS. 

/hope_controller To control the motor of the mobile robot. 

/bno055_usb_stick_node Driver for the IMU BNO055 usb stick.  

/ekf_se Extended Kalmann Filter node for 

combining the odom and the IMU data. 

Table 3.1.0: A table of function for each node. 

 

Topic name Function 

/scan Consist of LiDAR scan data. 

/tf_static Consist of the original transform. 

/tf Consist of current transform / new 

transform 

/map Consist of 2D map data. 

/odom Consist of odometry data of the mobile 

robot. 

/odom2 Consist of combination of odometry data 

of the mobile robot and IMU odometry 

data. 

/example/imu Consist of IMU odometry data. 

/speed Consist of speed of the mobile robot 

/cmd_vel • Consist of new speed for the 

mobile robot 
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• Keep update the mobile robot on 

the new speed received from the 

ROS master. 

/move_base/current_goal Data of new goal. 

/move_base/DWAPlannerROS/global_plan Data of path planner in global map. 

/move_base/ DWAPlannerROS/local_plan Data of path planner in local map. 

/move_base/global_costmap/footprint Data of mobile robot footprint in global 

costmap. 

/move_base/goal Data of the current goal. 

/move_base/NavfnROS/plan Data of current path planner. 

/move_base/local_costmap/footprint Data of mobile robot footprint in local 

costmap. 

Table 3.1.1: A table of function for each topic. 

In Figure 3.1.3 shown the software design of the mobile robot. In Table 3.1.0 shown the 

function of each node shown in Figure 3.1.3. In Table 3.1.1 shown the function of each 

topic shown in Figure 3.1.3.  

Operation Steps 

Gmapping: 

1) Specified the ROS_MASTER_URI IP address for the master (laptop). 

2) Show the ROS_IP of the master in the local server. 

3) Run roscore. 

4) Continue step 1 – 2 in the slave (mobile robot) 

5) Run hope_controller either in mobile robot command prompt. Alternative, using 

SSH section through MobaXterm. Once connected the LED beside the mobile robot 

will change from fast blinking to slow blinking. 

6) Run delta_2d_lidar launcher. 

7) Run gmapping package with corresponding parameters that suit the mobile robot 

itself. 

8) Run rviz for visualization.  
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9) Add new settings to rviz for viewing the 2D map capture or scan by the LiDAR on 

top of the mobile robot itself. 

10) Run teleop_twist_keyboard. 

11) Use the keyboard, ‘i’ = move forward, ‘j’ = move left, ‘l’ = move right, ‘<’ = move 

backward and ‘k’ = stop all movement, work either in capitalize or non- capitalize 

form. 

12) Run rosbag to record down the 2D map data.  

13) Move the mobile robot around to get data or scan the surrounding to create a full 

2D map of the unknown area. 

14) After a clear map can be visualize in rviz.  

15) Stop the rosbag command. 

16) Export the .bag file into .yaml and jpg file for future reference of the 2D map. 

 

Simultaneous Localization and Mapping: 

1) Specified the ROS_MASTER_URI IP address for the master (laptop). 

2) Show the ROS_IP of the master in the local server. 

3) Run roscore. 

4) Continue step 1 – 2 in the slave (mobile robot) 

5) Run hope_controller either in mobile robot command prompt. Alternative, 

using SSH section through MobaXterm. Once connected the LED beside the 

mobile robot will change from fast blinking to slow blinking.  

6) Run delta_2d_lidar launcher. 

7) Run gmapping package with corresponding settings that suit the mobile robot 

itself. 

8) Roslaunch the move_base launcher. Which from the self-created package 

hope_nav which contain all the mobile robot suitable parameter for example, 

the update_frequency, publish_frequency, transform_tolerence, 

inflation_radius, footprint_padding, etc. All the mobile robot parameters are 

coded in the hope_nav package.  

9) Rviz visualization will run after move_base successful launched. 

10) Setup the rviz setting for better visualization. 
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11) Use the current_goal to pinpoint a new goal/location for the mobile robot to 

relocate. 

 

Simultaneous Localization and Mapping (With IMU implementation): 

1) Specified the ROS_MASTER_URI IP address for the master (laptop). 

2) Show the ROS_IP of the master in the local server. 

3) Run roscore. 

4) Continue step 1 – 2 in the slave (mobile robot) 

5) Run hope_controller either in mobile robot command prompt. Alternative, 

using SSH section through MobaXterm. Once connected the LED beside the 

mobile robot will change from fast blinking to slow blinking.  

6) Run delta_2d_lidar launcher. 

7) Run the bno055_usb_stick. 

8) Run the ekf launcher. 

9) Run gmapping package with corresponding settings that suit the mobile robot 

itself. 

10) Roslaunch the move_base launcher. Which from the self-created package 

hope_nav which contain all the mobile robot suitable parameter for example, 

the update_frequency, publish_frequency, transform_tolerence, 

inflation_radius, footprint_padding, etc. All the mobile robot parameters are 

coded in the hope_nav package.  

11) Rviz visualization will run after move_base successful launched. 

12) Setup the rviz setting for better visualization. 

13) Use the current_goal to pinpoint a new goal/location for the mobile robot to 

relocate. 
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Chapter 4.0: Specification 

4.1 Analysis Specifications 

This project was planned to offer an affordable operational indoor mapping system that can 

be used across all situations, especially in environments that could be considered a hazard 

to humans.  

 

A. Robotic Operating System (ROS) 

It is an open-source platform that provides the robot functions with a number of packages 

and software (Quigley et al., 2009). It also controls the switching between the robots and 

the controller, where each device becomes a node in the ROS environment. A master 

node is responsible for the interconnection protocol between the nodes, using the sensors 

and the actuator as topics that would be available for subscription or publishing all the 

communications as shown in Figure 3.1. The messages contain different data types such 

as video and odometry data transferred between nodes (Robotics, 2017). 

 

 

Figure 3.1.1: ROS system 

ROS supports mainly Linux operating system such as Ubuntu and Debian. There large 

variety of selection for hardware, sensors and actuators that are supported by ROS. ROS 

defines the architecture of the hardware as well as a low level of control to manage the 

connected devices, be it a robot or an individual sensor connected to a computer. ROS has 
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flexibility with existing algorithms that can be used to improve the performance of complex 

tasks by robots. SLAM is an example used to map and navigate the robot (Ghani et al., 

2014). To run the ROS packages, ROS master should be active or at least one ROS master 

is running in the system as shown in Figure 3.1. The simple ROS connection system 

enables sending and receiving messages from other nodes to the ROS node. Once ROS 

nodes established connection with the master, message could be sent directly between the 

nodes (Robotics, 2017). 

 

B. Mobile Robot 

 

Figure 3.1.2: Mobile robot used in project I. 

 

Figure 3.1.3: Mobile robot use in this project II. 
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In Figure 3.1.2 shown the older version of self-made mobile robot used in Project I which 

is motorized wheels base. In this project II an improved version of self-made mobile robot 

shown in Figure 3.1.3 is used and running on a continuous track system without using any 

wheels. The Odometry can be obtained by using a sensor called the Delta 2B sensor 

mounted on the robot to produce 2D image of the map. This mobile robot includes several 

features such as low-cost DC motors,  large batteries, individual power pack for powering 

the Raspberry Pi and a USB camera.  

 

C. Raspberry Pi 

A single board computer which has most of the computer basic components built-in a small 

size. The Raspberry Pi uses a 1.2 GHz ARM processor for the Raspberry Pi 3 used in this 

project. The Raspberry Pi 3 runs on Ubuntu 16.04 Mate Operating System installed on a 

Micro SD card of  16 GB. In addition, ROS with its basic packages has been installed. The 

Raspberry Pi 3 connects via USB cables to the Delta-2B Laser Range Finder Sensor and 

connect to the motorized base through Raspberry Pi Robot Board v3.0, with the Delta-2B 

sensor is mounted on the robot's top as shown in Figure 3.2 to get clear view of the 

surrounding without any components blocking the sensor view range.  

The Raspberry Pi collects data from the sensor namely:  

1. 2D image scan from the Delta-2B LRF sensor.  

2. Receive video stream from the USB camera.  

3. Receive information of the robot odometry. 

Below provides an example description of the application or the handlers running on it for 

a Raspberry Pi 3 that has ROS installed on it: 

1. Delta_2B is the driver that is used in the connection between Raspberry Pi and 

Delta 2B LRF sensor for sending data collect from the Delta 2B to Raspberry 

Pi. 

2. Motion_Topic is the driver for Raspberry Pi to control the DC motors by 

sending command to move forward, move backward, move left and move right. 
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3. The hector_mapping application is referred to as the ROS application tasked 

with processing all the information within Odometry or laser scanning data to 

create a grid map on the map sequence. 

4. The rviz application allow user to view the map. 

 

D. Master Node (PC) 

This personal computer also runs on the Ubuntu MATE 16.04 operating system and ROS 

kinetic desktop installed on it, which comes with variety of software that enables maps to 

be viewed, as well as being able to view video streams using the following components: 

1. The main application runs on the master node of the ROS. This ROS core node 

communicates with the ROS master node so that all nodes available in the ROS 

environment can be accessed. This makes it the main database where all nodes 

and the path to access them are listed. 

2. The node applied to connecting the ROS system and sending control commands 

to the robot to be able to control its movements is known as the tele-operating 

application. A keyboard connected to the corresponding PC is used to guide the 

mobile robot operation. 

3. The RVIZ is called the 3D visualizer used to display both the sensor data and 

the ROS state information. Basically, RIVZ is a visualizer. Used to view the 

model of the robot, the stream of video, and create map. Additionally, as shown 

in Figure 3.3, the software can deal directly with robot sensor topics such as 

measurements of infrared distance, camera data, laser data, sonar, and etc. 
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Figure 3.1.4: Rviz visualizer 

E. Network 

 

Figure 3.1.5: Network architecture. 

The network architecture used in the experiment is shown in Figure 3.1.4. A local wireless 

network is used in the project for the mobile robot to connect with the master node. 

To configure an ROS environment over the network, this project setup IP addresses for the 

master node PC and Raspberry Pi as well as the hostnames which to be quite important for 

ROS communication systems if didn’t setup hostname also able to proceed using IP address. 

It is necessary to connect to a wireless network to make the Raspberry Pi mobile, which 

uses a router that connects it to the main master node. This connection is maintained intact 

as long as the Raspberry Pi can be reached by the router. 
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Another important factor would be latency when it comes to a network. Since the mobile 

robot's operation is performed on a remote base, if the mobile robot fails to receive the 

right commands and on time could result in the mobile robot being faced with obstacles as 

control commands reaching the Raspberry Pi may be possible late. Moreover, the 

simulation time update will be fatal, then the map will unable to create perfectly. Network 

must be constantly stable when carryout mapping process. It is typically found that 

latencies of up to 400ms are acceptable. 
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4.2 Design Specifications 

 

Figure  4.2.1: Top view of the mobile robot design 

 

In Figure 4.2.1 shown the top view of the mobile robot design. The LiDAR must be 

installed on top of the mobile robot. The view of the LiDAR must be in clear view which 

to prevent any obstacles obstructed it line of sight and able to obtain more accurate scan 

data for building the 2D map. 

 

 

 

 

 

 

LiDAR 
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Figure 4.2.2: Bottom view of the mobile robot design. 

 

In Figure 4.2.2 shown the bottom view of the mobile robot design. Continous track system 

were proposed in this project to overcome moving on slippery surface which was one of 

the problem in past project. The DC motors were installed at the bottom of the mobile robot 

which allow the continuous tracks to move and control the direction of the mobile robot. 

The DC motors used were attached with encoder to get better odometry data from the 

motors. The encoder will be connected to the Adafruit Motor Shield. 

 

 

 

 

 

 

 

 

 

DC Motor with 

encoder 
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Figure 4.2.3: Front view of the mobile robot design. 

 

In Figure 4.2.3 shown the front view of the mobile robot design. The Arduino MEGA was 

placed on the front of the mobile robot for easier wire connection from both DC motor 

encoder. The Adafruit Motor Shield was atteached on top of the Arduino MEGA through 

direct connection. The Arduino MEGA connected with the Raspberry PI in serial 

connection. 
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Figure 4.2.4: Rear view of the mobile robot design 

 

Figure 4.2.4 shown the rear view of the mobile robot design. The 12V battery pack was 

stored at the rear of the mobile robot to increase the rear weight of the mobile robot. 

Therefore able to balance the front weight of the mobile robot and the mobile robot’s 

continuous track system able to in contact with the ground firmly. Moreover, the 12V 

battery pack is connectd to the Adafruit motor shield to power up the board and to perform 

equipvalent distribution of power toward both DC motors.  
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Figure 4.2.5: Side view (right) of the mobile robot design. 

 

In Figure 4.2.5 shown the right side of the mobile robot. Right side of the mobile robot will 

be the USB ports section. Which all the sensors used in this project for example IMU sensor 

and the LiDAR sensor were connected. Thus, the IMU sensor connected to the Raspberry 

PI through serial connection. Moreover, the LiDAR sensor connected to the Raspberry PI 

through USB connection. Lastly, the Arduino MEGA connected to the Raspberry PI 

though serial connection. 
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Figure 4.2.6: Side view (left) of the mobile robot design. 

 

In Figure 4.2.6 shown the left side of the mobile robot. On the left side of the mobile robot 

had the LED indicator for connection purpose. If the LED blink rapidly or fast mean that 

the connection of rosserial is not successful. If the LED blink slowly mean that the 

connection of rosserial is successful. The power supply for both motors encoder were also 

located on the left side of the mobile robot. 
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4.3 Verification Plan 

The mobile robot is setup as shown in Figure 4.2.1, Figure 4.2.2, Figure 4.2.3, Figure 4.2.4, 

Figure 4.2.5, and Figure 4.2.6 according to the proposed method.  

The main result of this study is to develop a low-cost mobile robot which able to do 

autonomous navigation in an unknown area with more accurate odometry data. The 

verification plan take place in two closed unknown area. As shown in Figure 4.3.1 

Westlake House 1st floor and Figure 4.3.2 UTAR FICT FYP lab. 

 

 

Figure 4.3.1: Westlake House 1st floor 
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Figure 4.3.2: UTAR FICT FYP lab 

This project carries out by running the ROS system on four type of datasets containing 

LiDAR data compatible with ROS. Each dataset consists of with or without IMU 

implementation onto the mobile robot. The four datasets are mobile robot moves in vertical 

line, mobile robot moves in horizontal line, mobile robot moves in diagonal line with 

obstacles and mobile robot moves in diagonal line without obstacles. These four datasets 

will be carrying out at the location shown in Figure 4.3.1. One of the datasets, mobile robot 

moves in diagonal line without obstacles will be carrying out at the location shown in 

Figure 4.3.2. Moreover, the experiment will run total 30 times from starting point to 

destination for each dataset to get more accurate data of the distance different from actual 

destination compare to visualization destination. Thus, the average result from each dataset 

will be used to calculate the percentage of improvement after IMU implementation. 
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Chapter 5.0: Testing 

5.1: Test Plans 

A. Mobile robot moves in vertical line. 

 

 
 

Figure 5.1.1: Visualization for mobile robot moves in vertical line path plan 

 

In Figure 5.1.1 shown the visualization for the mobile robot moves in vertical line path 

plan. The destination point was set at 250cm away from the mobile robot vertically. The 

mobile starting position will be facing horizontally. 
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Figure 5.1.2: Actual setup for mobile robot moves in vertical line path plan 

 

The experiment carried out as shown in Figure 5.1.2 in actual environment according as 

shown in Figure 5.1.1. The experiment carried out 30 times as mentioned in verification 

plan in order to get more accurate result for the different in distance from actual destination 

and virtualization destination. 
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B. Mobile robot moves in horizontal line. 

 

 
 

Figure 5.1.3: Visualization for mobile robot moves in horizontal line path plan 

 

In Figure 5.1.3 shown the visualization for the mobile robot moves in horizontal line path 

plan. The destination point was set at 250cm away from the mobile robot horizontally. The 

mobile starting position will also be facing horizontally. 
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c  

 
Figure 5.1.4: Actual setup for mobile robot moves in horizontal line path plan 

 

The experiment carried out as shown in Figure 5.1.4 in actual environment according as 

shown in Figure 5.1.3. The experiment carried out 30 times as mentioned in verification 

plan in order to get more accurate result for the different in distance from actual destination 

and virtualization destination. 
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C. Mobile robot moves in diagonal line without obstacles. 

 
 

Figure 5.1.4: Visualization for mobile robot moves in diagonal line without obstacles 

path plan. 

 

In Figure 5.1.4 shown the visualization for the mobile robot moves in diagonal line without 

obstacles path plan. The destination point was located 353 cm away from the mobile robot 

diagonally. The mobile starting position will also be facing horizontally. 
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Figure 5.1.5: Actual setup for mobile robot moves in diagonal line without 

obstacles path plan 

 

The experiment carried out as shown in Figure 5.1.5 in actual environment according as 

shown in Figure 5.1.4. The experiment carried out 30 times as mentioned in verification 

plan in order to get more accurate result for the different in distance from actual destination 

and virtualization destination. 

 

 
 
 
 
 
 
 
 

 

Direction of destination 

Direction of 

robot facing 



Chapter 5.0: Implementation and Testing 

40 
BIT (HONS) Computer Engineering 
Faculty of Information and Communication Technology (Kampar Campus), UTAR. 
 

D. Mobile robot moves in diagonal line with obstacles 

 
 

Figure 5.1.6: Visualization for mobile robot moves in diagonal line with obstacles path 

plan. 

 

In Figure 5.1.6 shown the visualization for the mobile robot moves in diagonal line with 

obstacles path plan. The obstacles will be box, chair, and human. Through this experiment 

able to acquire data which closer to actual environment. The destination point was located 

diagonally from the mobile robot origin position. The mobile starting position will also be 

facing horizontally. 
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Figure 5.1.7: Actual setup for mobile robot moves in diagonal line with obstacles 

path plan. 

 

The experiment carried out as shown in Figure 5.1.7 in actual environment according as 

shown in Figure 5.1.6. The experiment carried out 30 times as mentioned in verification 

plan in order to get more accurate result for the different in distance from actual destination 

and virtualization destination. 
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E. Mobile robot moves vertically with obstacle in FYP lab. 

 

 
Figure 5.1.8: Visualization for mobile robot moves vertically with obstacle in FYP lab 

path plan. 

 

In Figure 5.1.8 shown the visualization for mobile robot moves vertically with obstacles in 

FYP lab path plan. The obstacle is a human. Through this experiment also able to acquire 

data which closer to actual environment but not as close as in (D) because in (D) will have 

more obstacles which in actual environment there will have more obstacles. The destination 

point was located vertically from the mobile robot origin position. The mobile starting 

position will also be facing vertically. 
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Figure 5.1.9: Actual setup for mobile robot moves vertically with obstacle in FYP 

lab. 

 

The experiment carried out as shown in Figure 5.1.9 in actual environment according as 

shown in Figure 5.1.8. The experiment carried out 30 times as mentioned in verification 

plan in order to get more accurate result for the different in distance from actual destination 

and virtualization destination. 
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5.2 Test Result 

A. Mobile robot moves in vertical line. 

 

NO. 

Distance different from 

destination (Without IMU) / 

m 

Distance different from 

destination (With IMU) / m 

1 0.18 0.06 

2 0.15 0.06 

3 0.11 0.07 

4 0.10 0.04 

5 0.23 0.06 

6 0.22 0.11 

7 0.19 0.09 

8 0.27 0.08 

9 0.18 0.08 

10 0.11 0.09 

11 0.13 0.04 

12 0.18 0.07 

13 0.22 0.04 

14 0.20 0.03 

15 0.16 0.01 

16 0.15 0.05 

17 0.18 0.04 

18 0.17 0.03 

19 0.15 0.05 

20 0.13 0.08 

21 0.26 0.10 

22 0.21 0.09 

23 0.18 0.04 

24 0.23 0.04 

25 0.11 0.03 

26 0.10 0.04 

27 0.14 0.05 

28 0.23 0.06 

29 0.12 0.04 

30 0.22 0.05 

Average 0.17 0.06 

 
Table 5.2.1: Testing result for mobile robot moves in vertical line. 

In Table 5.2.1 shown the testing result for the vertical path plan of the mobile robot. 
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B. Mobile robot moves in horizontal line. 

 

NO. 

Distance different from 

destination (Without IMU) / 

m 

Distance different from 

destination (With IMU) / m 

1 0.16 0.04 

2 0.20 0.08 

3 0.13 0.12 

4 0.20 0.13 

5 0.21 0.12 

6 0.22 0.02 

7 0.24 0.07 

8 0.21 0.02 

9 0.24 0.08 

10 0.24 0.05 

11 0.28 0.09 

12 0.16 0.10 

13 0.29 0.09 

14 0.14 0.12 

15 0.10 0.08 

16 0.12 0.06 

17 0.11 0.06 

18 0.14 0.07 

19 0.16 0.05 

20 0.10 0.06 

21 0.16 0.07 

22 0.14 0.04 

23 0.22 0.05 

24 0.18 0.06 

25 0.21 0.08 

26 0.22 0.07 

27 0.19 0.04 

28 0.20 0.01 

29 0.18 0.02 

30 0.15 0.03 

Average 0.18 0.06 

 
Table 5.2.2: Testing result for mobile robot moves in horizontal line. 

In Table 5.2.2 shown the testing result for the horizontal path plan of the mobile robot. 

 



Chapter 5.0: Implementation and Testing 

46 
BIT (HONS) Computer Engineering 
Faculty of Information and Communication Technology (Kampar Campus), UTAR. 
 

C. Mobile robot moves in diagonal line without obstacles. 

 

NO. 

Distance different from 

destination (Without IMU) / 

m 

Distance different from 

destination (With IMU) / m 

1 0.12 0.01 

2 0.13 0.03 

3 0.18 0.04 

4 0.19 0.05 

5 0.30 0.07 

6 0.16 0.08 

7 0.13 0.01 

8 0.17 0.01 

9 0.14 0.04 

10 0.20 0.05 

11 0.18 0.05 

12 0.24 0.06 

13 0.22 0.03 

14 0.13 0.04 

15 0.17 0.09 

16 0.26 0.04 

17 0.18 0.02 

18 0.17 0.03 

19 0.17 0.08 

20 0.16 0.07 

21 0.16 0.03 

22 0.17 0.09 

23 0.22 0.07 

24 0.20 0.04 

25 0.26 0.04 

26 0.22 0.05 

27 0.19 0.07 

28 0.15 0.08 

29 0.17 0.08 

30 0.18 0.05 

Average 0.18 0.05 

 
Table 5.2.3: Testing result for mobile robot moves in diagonal line without 

obstacles. 

In Table 5.2.3 shown the testing result for the diagonal path plan of the mobile robot 

without obstacles. 
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D. Mobile robot moves in diagonal line with obstacles 

 

NO. 

Distance different from 

destination (Without IMU) / 

m 

Distance different from 

destination (With IMU) / m 

1 0.18 0.06 

2 0.22 0.07 

3 0.16 0.05 

4 0.17 0.08 

5 0.15 0.03 

6 0.19 0.05 

7 0.18 0.08 

8 0.17 0.09 

9 0.21 0.10 

10 0.16 0.09 

11 0.14 0.11 

12 0.12 0.10 

13 0.25 0.10 

14 0.24 0.12 

15 0.19 0.08 

16 0.21 0.04 

17 0.28 0.04 

18 0.17 0.05 

19 0.18 0.04 

20 0.21 0.05 

21 0.20 0.05 

22 0.21 0.02 

23 0.20 0.07 

24 0.19 0.09 

25 0.15 0.07 

26 0.17 0.12 

27 0.18 0.09 

28 0.14 0.08 

29 0.20 0.11 

30 0.19 0.09 

 Average 0.19 0.07 

Table 5.2.4: Testing result for mobile robot moves in diagonal line with obstacles. 

In Table 5.2.4 shown the testing result for the diagonal path plan of the mobile robot with 

obstacles. 



Chapter 5.0: Implementation and Testing 

48 
BIT (HONS) Computer Engineering 
Faculty of Information and Communication Technology (Kampar Campus), UTAR. 
 

E. Mobile robot moves vertically with obstacle in FYP lab. 

 

NO. 

Distance different from 

destination (Without IMU) / 

m 

Distance different from 

destination (With IMU) / m 

1 0.12 0.06 

2 0.18 0.07 

3 0.21 0.11 

4 0.17 0.08 

5 0.19 0.09 

6 0.15 0.12 

7 0.22 0.01 

8 0.16 0.05 

9 0.22 0.08 

10 0.14 0.09 

11 0.28 0.10 

12 0.22 0.10 

13 0.25 0.09 

14 0.22 0.10 

15 0.22 0.11 

16 0.18 0.12 

17 0.13 0.09 

18 0.14 0.07 

19 0.18 0.05 

20 0.16 0.02 

21 0.14 0.04 

22 0.21 0.06 

23 0.22 0.08 

24 0.25 0.07 

25 0.16 0.09 

26 0.16 0.05 

27 0.21 0.02 

28 0.22 0.10 

29 0.23 0.06 

30 0.15 0.06 

 Average 0.19 0.07 

Table 5.2.5: Testing result for mobile robot moves vertically with obstacle in FYP 

lab. 

In Table 5.2.5 shown the testing result for the mobile robot moves to a destination vertically 

with obstacle in FYP lab. 
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5.3 Calculation Result 

A. Vertical and horizontal path  

Table 5.3.1: Percentage of improvement in odometry for mobile robot move in vertically 

and horizontally after IMU implementation. 

 

 

Figure 5.3.1: Rviz visualization (a) without IMU implementation and (b) with IMU 

implementation. 

 

Figure 5.3.1 and Table 5.3.1, shown that the localization error is reduced by 64.7% for both 

vertical and horizontal movement, after the implementation of IMU. 

 

 

Average distance apart from destination point after 

30 tests carried out / meter 

Percentage of improvement/ % 

Vertical Line Horizontal Line Vertical Line Horizontal Line 

With IMU Without 

IMU 

With IMU Without 

IMU 

64.7 64.7 

0.17 0.06 0.18 0.07 
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B. Diagonal path plan with and without obstacles 

Average distance apart from destination point after 30 

tests carried out / meter 

Percentage of 

improvement/ % 

Moving in diagonal 

without obstacles 

Moving in diagonal with 

obstacles 

Moving in 

diagonal 

without 

obstacles 

Moving in 

diagonal 

with 

obstacles 
Without 

IMU 

With IMU Without 

IMU 

With IMU 

0.18 0.05 0.19 0.08 72.2 57.9 

Table 5.3.2: Percentage of improvement in odometry for mobile robot move in diagonally 

with and without obstacles after IMU implementation. 

 

Referring to Table 5.3.2, the introduction of IMU reduces the localization error by 72.2% 

when it travels in diagonal line. If there are obstacles present, the proposed method is less 

effective with only 57.9% error reduction. 

 

C. Mobile robot moves vertically with obstacle in FYP lab. 

Table 5.3.3: Percentage of improvement in odometry for mobile robot move vertically with 

obstacle after IMU implementation. 

Referring to Table 5.3.3, the introduction of IMU reduces the localization error by 63.2% 

when it travels in vertical line with obstacle in front. 

 

Average distance apart from destination point after 30 

tests carried out / meter 

Percentage of 

improvement/ % 

Moving toward the destination with obstacle in FYP lab. Moving toward the 

destination with obstacle in 

FYP lab. 
Without IMU With IMU 

0.19 0.07 63.2 
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Chapter 6.0 Conclusion 

To conclude, the experimental result show that the localization is improved by 57.9% – 

72.2% with the proposed technique. Moreover, this project provides an affordable solution 

for using the ROS - based SLAM algorithm to generate 2D indoor map of the environment 

models. In addition, the Raspberry Pi 3B+ also proved to be usable and compatible with 

the mobile robot. Moreover, ROS provides most of the functionality of a mobile robot. 

This concept will enable us to develop a cheap robot for a complex task, where the robot's 

overall cost is a vital aspect of scanning and monitoring unknown areas which there is a 

high risk of losing the mobile robot. There are few limitations of this project as follows: 

• Robot localization with Lidar usually suffers from accumulated errors after long 

travelling distance. 

• Robot localization with Lidar also suffers from accumulated errors after avoided 

the obstacles. 

• The RAM on the Raspberry Pi was very limited which will be lagging during 

updating the local costmap with new scans data. 

• With limited RAM also cause the movement of mobile robot not smooth due to 

local costmap is not updated properly. 

• The real-time update for the mobile robot localization. 

Integrate new sensors for example RFID reader, Global Positioning System module, and 

Kinect sensor will able to solve the robot localization limitation more efficiently. 

Furthermore, the single board computer technology is constantly improving, therefore 

using a more advanced single board computer which have higher processing power and 

RAM will be able to overcome the current limitation mentioned above. Moreover, must 

always have Wi-Fi connection with good connection strength and fast speed to solve the 

real-time update of the mobile robot localization. 
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