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ABSTRACT 

 

Good food is differentiated by taste, not by appearance. The rationale of increasing popularity of 

a food or food provider is inherited from the consumer trusts on their corresponding branding that 

guarantee great and familiar taste. Despite food are generally distinguishable by their presentation 

and plating; it is less obvious in the case of simple comfort food as their unique taste are often 

masked by their highly similar appearances.  Two common motivations in identifying food origins 

are: (1) on the curiosity of where the food comes from and (2) on the trustworthy to confirm the 

origin of familiar food when generic packaging is used or due to absence of physical labels. This 

paper designs a food origin classification system using machine-learning to accurately classify 

local cuisines that is less discriminative with plating cues. The classifier model is constructed using 

CNN technique and extensive labeling to address the lack of limited discriminative features due 

to usage of simple and limited ingredients. These approaches are used for training the dataset in 

order to obtain high accuracy in tracing the food origin. Generally, the system process is divided 

into two phases, which are data collection and data processing. The experimental result shows that 

the model is highly accurate with correct detection up to 79% of true positive rate.  
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Chapter 1: Introduction 

1.1 Problem Statement and Motivation 

 First of all, the one of the problems would be the there are no any existing food 

classification system is origin-aware, they just build a software that provide the function of object 

recognition, which mean it only able to detect what is the object name. In addition, the location 

metadata is dynamic, limited and unreliable. For example, when a food image that captured by 

someone do not mean the place he/she capture the food is the actual location that selling the food. 

Therefore, it increases the difficulty in checking the actual location of food, although we are able 

to check the location of the image captured in image properties. 

Other than that, existing feature sets for food classification is not temporal-aware such that 

the behaviors of changes in terms of appearances, ingredients, serving size and plating design are 

not modelled. In fact, it is hard to automate food recognition with high accuracy when the same 

type of foods comes with different appearances, while the different food type might have the 

similarity in appearances. Generally, not only the recipe of food, the cooking method and the 

personal preferences of cooker will also affect the appearances of food. Other than that, the second 

challenge would be the unstructured ingredient distribution. For certain type of foods, the 

ingredients are distributed randomly across a plate, so it is hard to recognize the food even though 

those foods are same type. The third important challenge is the different scales of food image will 

affect the accuracy of food recognition. For instance, baked potato are looks similar with brown 

rice without considering their relative scale. 
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1.2 Project Scope 

 In project 1, the scope of this project is the proposed recognition system models can only 

work on the set of foods that are predetermined, this is because, instead of putting effort on 

recognize several objects, it is easier to success when focus on recognizing only one object in the 

early development.  Moreover, the accuracy in detecting food are highly depending on the 

freshness of the food, the better of the freshness, the higher the accuracy, and vice versa. The 

reason is an expiring food will lose its saturation and getting worse on its appearance.  

However, since all the datasets in Final Year Project 1 were manipulated by developer and 

the accuracy only tested in one type of food, so the system will not be able to train too much type 

of food. Therefore, in Final Year Project 2, the main project scope is to use the technique of 

crowdsourcing to collect datasets, which mean all the datasets will be provided by wide users. For 

example, any of the user can take a picture of the food and upload the food image with multiple 

input of the food information to a website provided by developer, then all the images will be 

downloaded and undergo a deep learning process. 

Moreover, the recognition system will consider the cues on packaging labels if there are 

any overt cues. For example, the drinks of Coca-Cola and Pepsi are difficult to differentiate by 

people without packaging labels, therefore the packaging labels are playing an important role to 

help system recognize the food occasionally. Lastly, our model is still a location-based, it is 

weighted by locale for improving the recognition based on the principle of locality. 
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1.3 Project Objectives 

The first objective of this proposed system is to automate the data annotation for modeling 

the non-overt features for food origins recognition using a deep learning method, which is 

convolutional neural network (CNN) without inferring to location metadata. This is because the 

location metadata is dynamic and not always will correct. 

Secondly, our objective in Final Year Project 1 is to integrate the existing Amazon Web 

Services (AWS) with added localization using transfer learning in order to improve the accuracy 

on local cuisine detection. After this method has been implemented, it will reuse the previous 

results on the following task in order to improve the accuracy.  

Thirdly, one of my objectives is to achieve high accuracy of detection with an average of 

70% and above.  

In addition, our main objective to model spatial and temporal behaviors of local cuisine 

using reinforcement learning for continuous recognition.  

In Final Year Project 2, my objective is to build a website for user to upload food images 

for data collection purpose. Then, utilize all the images to undergo image pre-processing to build 

a CNN model. Next, deploy the trained model and implement it in to a web application by using 

Flask. Therefore, users are able to upload food image in this website (prediction) to obtain the food 

location. In conclusion, there will be two websites provided, the first one is for data collection, the 

second one is to perform prediction. 
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1.4 Impact, significance and contribution 

This proposed system presents a food origin classification method. The innovation is to 

inventing a system that able to recognize the origin of the foods. For example, when I buy a bunch 

of Nasi Lemak from several stalls, I can find out which Nasi Lemak belongs to which stall by 

capturing a photo of Nasi Lemak and upload it on the website. After uploading the food image, 

system will detect the food origin and show the store name to user. Therefore, by having our system, 

users are able to track the origin of the foods. 

 Other than that, the second contribution is our project shows the novel technique for 

continuous recognition that compensate for temporal changes of cuisine appearances. Since any 

slight changes of the original appearance will require the machine learning model to learn the new 

pattern. 

 Lastly, our project proposed a fast-learning algorithm that leveraging on Keras Deep 

Learning for fine-grain food analytics using non-overt features. 
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1.5 Background Information 

 The project title that I have chosen to undertake, which called “Modelling non-overt 

features for food origin recognition ” is to create a system that are able to do food recognition as 

well as detecting the food origin, which mean users able to know what is the name of the food and 

where is the location of the food by capturing photo of food. 

Case in point, in this modern era, social media is growing rapidly throughout the world. 

People such as adult or teenagers are started to joining sites such as Facebook, Instagram, Snapchat 

and Twitter to interact with their family, friends or strangers. Admittedly, the introduction of social 

media has changed the world in many ways. The one of the issues is people are affected with the 

mania of sharing their life moments on social media. Apparently, people are often to post their 

food pictures on social media in order to share with their family, friends and strangers. At the 

meantime, if people are interested with the food image, they might tend to have a try on it. However, 

sometimes people might just post about the food image and forgot to state out the location of the 

food. So that people might miss out the chance on trying new foods. On the other hand, world is 

form by different country and religion. Different countries have its distinctive cultures such as 

festival, apparel, food and so on. When people travel to a country, they are totally unfamiliar with 

all those cultures. In this situation, people need to put effort on learning different culture and accept 

it. For example, when American travel to Malaysia, they would not know the name of our 

traditional food, such as Nasi Lemak, Roti Canai and so on.   

Let’s get to the point, throughout these two scenarios we might realize that our proposed 

system is able to help those people to solve their problem. At the current market, the existing 

software just able to help people to recognize the object name instead of the food origin. Therefore, 

the project of “Modelling non-overt features for food origin recognition” is a brand new and unique 

idea that helps to trace the food origin. 
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Chapter 2: Literature Review 

2.1 VisualPal 

As object recognition, Shagufta Md.Rafique Bagwan and Prof. L.J.Sankpal proposed a 

mobile phone application which named “VisualPal” [1]. The purpose of this application to be 

proposed is because the researchers are trying to help visually blind users to recognize all the 

surrounding objects. On top of that, this proposed application is able to detect the direction of 

maximum light as well as detects the colors [2]. 

By doing this proposed application, researchers are implementing a Hybrid algorithm into 

it. Bagwan & Sankpal(2015) said that the Hybrid algorithm is a combination of Euclidean Distance 

measures and the Artificial Neural Network(ANN) [3], which will strengthen the object 

recognition application. “The results are communicated to the blind user using verbal messages” 

(Bagwan & Sankpal, 2015, p.1).  

Artificial Neural Network (ANN) is a framework which consists many different machine 

learning algorithms that will process complex data inputs [4]. For instance, in image recognition, 

ANN will learn to distinguish the images that contain dogs by analyzing the sample images that 

be labelled as “Dog” or “no dog”. After analyzing those sample images, ANN will identify any 

other dog images based on the analyzed results. In addition, Euclidean distance measures is a 

mathematical algorithm that help the system to calculates the error once the output value are not 

similar to the trained objects. Hence, the implementation of hybrid algorithm will reduce the rate 

of false positive results and lead to a high accuracy of recognition on the proposed application.  

However, there are some disadvantages of using the ANN during the development. Firstly, 

ANN is requiring processors with the same level of processing power, which mean that all of the 

hardware is dependent to each other. Besides, ANN are always showing an unknown duration and 

it could not show optimum results on the value. 

Figure below shows the procedure of using the proposed system. Figure 2.1.1 is showing 

the GUI of the proposed application. Figure 2.1.2 is the GUI for registration and training of the 
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object recognition. Figure 2.1.3 is showing the result of an object that has been recognized, which 

is a mouse. Lastly, figure 2.1.4 is showing the result of the color detection, which is yellow. 

 

 

 

Fig. 2.1.1. GUI of Object Detection Module     Fig. 2.1.2 Registration and Training of the Objects 

 

            

 

Fig. 2.1.3 Recognized object on a mouse.                         Fig. 2.1.4. Color Detection Result 
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2.2 Aipoly Vision 

 

 

 

Aipoly Vision [5] [6] is a free application developed and offered by Aipoly Inc on 3rd 

January 2016. This application was using Machine Learning method to distinguish the type of the 

objects and name it when the phone’s camera is pointing on the object. The goal of Aipoly Vision 

is to helping those peoples who are blind, color blind or visually impaired to recognize all the 

object around them.  

The Aipoly Vision application was using the convolutional neural networks(CNN) to 

identify the items. It is a deep learning method that will be used in computer vision to recognize 

the objects that may not always have the same appearance, such as plants, food, color, people, 

animals, or any other common objects. As of now, Aipoly Vision application is able to recognizes 

over 1400 types of colors, identify over 2000 species of animals and plants, over 1000 type of 

foods item. Other than that, Aipoly Vision application are able to read the text in multiple 

languages as well as currency recognition. More importantly, it can maintain a rate of three times 

a second in objects recognition. 
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Among the existing systems, Aipoly Vision is using a different approach to running their 

system. Generally, users need to take a few pictures or upload pictures to the system and wait for 

the results, while Aipoly Vision are processing and recognizing the image on user’s device without 

any internet connection needed. Since Aipoly Vision is running on user’s smartphone, so that it 

can work on Airplane mode without any barriers. Which mean it is faster in recognition and save 

user’s time on waiting the process time due to the slow internet connection. 

However, due to the quick recognition on every single object, Aipoly Vision application is 

not as accurate as other existing application. This is because Aipoly Vision application is 

emphasizing on the efficiency of recognizing object, it does not have much time to analyze the 

object wisely, so the accuracy in recognition is lower than other existing application. In order to 

solve this problem, Aipoly Vision must optimize the algorithm used to be more effective or add in 

the latest technology to improve the accuracy. In addition, since Aipoly Vision application is using 

artificial intelligence, so it will keep learning about the new objects. 

 

Fig. 2.2.1 Recognize an object as bicycle Fig. 2.2.2 Recognize an object as flowers 
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2.3 CamFind 

 

 

 CamFind [7][8] is a free application that is available to download in the Apple App Store 

and Google Play. It is developed by Image Searcher, Inc. in year 2013. CamFind is allow users to 

do visual search and image recognition by using the application. Users can identify any items, such 

as food, electronic devices, animal or any other common things by taking a picture with their 

smartphones. After the picture has been processed, it will provide a range of web-based 

information to users, such as the verbal messages, similar object’s images, location information, 

price comparisons and so on [9] 

. To ensure the application is progressively, Image Searcher, Inc. is using deep learning 

method to improve the quality of result as well as the accuracy of results. Moreover, Image 

Searcher, Inc. is implementing the visual search engine into this system. Once the images have 

been processed, it will search for the related information on the World Wide Web directly. In 

addition, the image will be recognizing based on its content, color, shape and texture, then the 

search engine will compare it in a database before delivering the results. 

Apart from that, the GUI of CamFind is rather unattractive and non-user friendly. Therefore, 

developers should improve the GUI in order to meet user satisfaction. 
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Figure .2.3.1 Recognize an object as Logitech G-series gaming mouse 

 

The reason why CamFind can be the world’s first successful mobile visual search engine 

is because it used to return high accuracy results to users. Other than that, instead of just showing 

the object’s name, it shows a very detail and specific verbal message to user. Based on figure 2.3.1 

above, we may realize that after recognize the object, it returns the result of “black Logitech G-

series gaming mouse”, instead of just a simply word “mouse”. On top of that, CamFind ensure the 

duration of every single recognition are fall within 12 seconds, while the object that has been 

recognize at past will be detected faster. 
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2.4 Simultaneous Food Localization and Recognition 

 As an object recognition system, Marc Bolanos and Petia Radeva proposed a food 

localization and recognition system at year 2016 [10]. The objectives of this proposed system is to 

improve several medical condition, such as obesity, diabetes and so on by analyzing the nutrition 

habits of people. This phenomenon has been proved in [11], people are usually over underestimate 

the quantity of the food intake up to 33%.  

 Users need to capture a photo of the food with their smartphones, then the technique that 

researchers have been implemented, which is visual lifelogging [12] will analyze the life pattern 

of the users by capturing the pictures from the user point of view automatically. Other than that, 

researchers also using deep learning method, which are convolutional neural networks (CNNs) to 

run the system. By using convolutional neural networks, it will able to study the spatial pattern 

from images no matter how complex it is. Based on the convolutional neural networks, researchers 

have been proposed some novel approach for food recognition in conventional and egocentric 

vision pictures [13]. 

 Firstly, Petia Radeva and Marc Bolanos proposed “the first food-related objects 

localization algorithm, which is specifically trained to distinguish images containing generic food 

and has the ability to propose several bounding boxes containing generic food in a single image” 

[14]. Then, they propose an algorithm that will reuse the food-relateImpld knowledge and then 

apply it to the food localization method [15]. Thirdly, they will “present the first egocentric dataset 

for food localization and recognition”. Lastly, Marc Bolanos & Petia Radeva(2016) said that “we 

demonstrate that our methodology is useful for both conventional and egocentric pictures” [16]. 

 

Figure 2.4.1 Examples of convolutional food images (two on the left) and egocentric food 

images (two on the right) 
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Figure 2.4.2 General scheme of the food localization and recognition proposal. 

 

Conclusion 

 In conclusion, every system has its own pros and cons. After conducting the studies and 

research about my topic, I found that CamFind application, which developed by Image Searcher, 

Inc. is sophisticated and wholesome. Among the existing or proposed system, CamFind has the 

best performance in terms of object recognition accuracy. It ensures every single recognition has 

a very high accuracy. Otherwise, CamFind will return a very detail verbal message to users, and 

also shows the extra information which related to the images. Otherwise, the deep learning method 

will make sure CamFind is keep improving itself as the previous results will be learned and reuse 

it on the following task. 
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CHAPTER 3: System Design 

3.1 Technologies Involved 

Convolutional Neural Network (CNN) 

 The primary benefit of CNN for many such tasks is that the whole system is trained end to 

end, from raw pixels to ultimate categories, thereby alleviating the requirement to manually design 

a suitable feature extractor. Convolutional neural network can improve the accuracy of 

classification of all tasks. In brief, CNN is a deep learning method which reinforce itself 

continuously. It will keep learning new information to replace the outdate knowledge in order to 

maintain the high accuracy in recognition. 

  

 

Figure 3.1.1 Diagram of Convolutional Neural Networks 
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HTML, PHP and MySQL 

 

Figure 3.1.2 PHP and MySQL 

 In my Final Year Project 2, HTML language was applied to design a webpage in order to 

provide an interface for user to upload the food images. Next, I used PHP, which is a server-side 

language to collect the user’s input data of the food information such as food image, location name 

as well as the food name. After that, I used MySQL to download the images uploaded to my local 

computer to proceed to the step of image processing. 

Google Places API – Place Search 

 

Figure 3.1.3 Google Places API- Place Search 

 In current Final Year Project, I integrate the google places API into my webpage. Since 

Places API allows me to search for a place information by using a number of categories, such as 

geographic location or a prominent point of interest. By using this Google API feature, users are 

able to input location name, location address with a string format, then the place search will pop 

up the related result for user to select. After user select the particular location, my system can get 

the location name, longitude and latitude automatically. 
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Hostinger 

 

Figure 3.1.4 Hostinger’s interface 

 It is a web hosting service provider that allows me to publish my web application on the 

internet, so users are able to reach my webpage by searching the domain name on any web browser. 

On top of that, all the form data that input by user will be stored in the Hostinger’s database. 

Meanwhile, all the food images will also store in the file manager of Hostinger. Therefore, I can 

download all the uploaded images to my local computer. 

Anaconda – Spyder 

 

Figure 3.1.5 Anaconda Spyder’s Interface 

 Spyder is an integrated development environment (IDE) for scientific programming in 

the Python language. It is also a pre-installed software that is included on the Anaconda Navigator. 

In my Final Year Project 2, it allows me to build a Convolutional Neural Network to train a model 

with my datasets. 
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Flask 

 

Figure 3.1.6 Flask 

 Flask is a featured rich popular web framework that written in python, which mean it’s 

providing a third-party Python library that allow user to build a web application, such as webpages, 

commercial website or a blog.  

 

 

 

 

 

 

 

 

 

 

 

 

 



18 

BIS (Hons) Business Information System 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 

3.2 Block Diagram 

 

Figure 3.2.1 Block Diagram of the training flow 

 

 Figure 3.2.1 is a block diagram that display the overall procedure of food recognition. In 

the first step, users will capture the image of their foods, then upload those images with variety of 

inputs, such as location name, location’s longitude, location’s latitude and food name. After users 

upload their images successfully, those images will be stored in server’s file manager. Meanwhile, 

those inputs will be inserted into database with a unique name.  

 Next, developer has to download all the images from the server to local computer. Then, 

developer will use Anaconda – Spyder to run python script to build a Convolutional Neural 

Network to train all those images. 
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3.3 Module 1 - Data Collection 

 

Figure 3.3.1 Flow chart of data collection 

 As opposed to Final Year Project 1, which prepared all the datasets by my own, Final Year 

Project 2 implement the concept of crowdsourcing to collect all the datasets from outsiders. In 

order to collect the datasets, developer provide a hosting website for users to upload images and 

insert some required inputs. 

 After a certain period, developer need to download all the uploaded images from server by 

using a webpage, which involved PHP language that perform function to download all the images. 

Before download the images, developer had created an algorithm to detect which images already 

exist in the local computer, then eliminate all the existing image from the list. After confirming 

the non-exists images, then developer will click “Download” button to download all the remaining 

images into local computer. 
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3.4 Module 2 - Data Processing 

 

Figure 3.4.1 Flow chart of data processing 

 After download all the images from server and stored the images into specific folder, the 

following step is to build a Convolutional Neural Network (CNN) and undergo tuning process to 

input all the parameters to train a model. Next, save the model as JSON format as well as HDF5 

format. Lastly, deploy the saved model and implement it into a web application by using Flask. 

Therefore, users are able to upload food images through the website, then a predicted result of a 

location will be displayed on the interface. 
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Chapter 4: Implementation 

4.1 Data collection 

 In Final Year Project 2, all the images needed are still remain as food images. However, 

the main difference compare with Final Year Project 1 is all of the images are provided by users 

instead of preparing by developer himself. Therefore, developer had built a website that allow 

users to upload food image and also input the location name and food name.  

 In order to build this website, it involves multiple languages and tools which cover the 

front-end and the back-end. First of all, HTML and Bootstrap were being used to design a webpage 

with multiple input fields. After that, implement Google Places API for user to input the location. 

For example, when user write “KFC Kampar”, it will display the related result which contain 

location name and location address as a dropdown for user to pick the correct one. Then, JavaScript 

will help developer to retrieve the location name, longitude and latitude that will be stored into 

database later.  

 

Figure 4.1.1 Interface for user to upload images 

 After user input all the required fields and click the submit button, the jQuery AJAX will 

automatically send all the input values to a controller, which contains PHP language and MySQL. 

In that controller, PHP language act as a role that handle all of the input values and the uploaded 

image. On top of that, it will also define the image name in a standard way. For instance, if a user 

uploads a food image with the food name of “Fried Chicken” and location name of “KFC Kampar”, 
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then the back-end logic will check whether this input values is existing in the database. If YES and 

the existing record is 1, then the image will be renamed as “KFC_Kampar~Fried_Chicken-2”. Else 

if there is no existing record in the database, then the image will be renamed as 

“KFC_Kampar~Fried_Chicken-1”.  

Guideline of the special character used in image name: 

1) “_” Underscore is the special character that concatenate the name of the value that within 

same input field, this is because space is not allowed for the image name. 

2) “~” Tilde is the special character that concatenate two different input fields, which are the 

location name and the food name. 

3) “-” Hyphens is the special character that concatenate the input value along with the counter 

of file name, which represent number of file existing. 

 

 
Figure 4.1.2 Image stored in Hostinger’s server 

 After go through the standardization process, the input values and images will be inserted 

into web hosting database and file manager (Figure 4.1.2). When developer want to download all 

the images from server, just browse the localhost webpage in Figure 4.1.3. First of all, developer 

need to click “Sync Before Click Download” in order to retrieve an array of image name that stored 

in server’s database. Then, the download button will be enabled at this moment, so developer can 

click the “Download” button to compare the array of server’s images with the array of local 

computer’s images, after remove all of the matched image name, the remaining images name will 
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be stored in a new array then perform file_put_contents and file_get_contents method (PHP 

function) to download the images from server. 

  

Figure 4.1.3 Interface to download all the images from server 
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4.2 Data Processing 

4.2.1 Build CNN 

 When the datasets has been prepared, the following step will be train all these images. 

However, before the training begin, developer has to install Anaconda Spyder, which is an 

integrated development environment for writing python language. Meanwhile, developer need to 

create a python file and put it at a correct working directory.  

 

Figure 4.2.1.1 Keras packages 

 In order to build a CNN, the mandatory step is to import Keras libraries and packages 

(Figure 4.2.1) for CNN. The first thing is Sequential, which will be used to initialise neural network 

as sequence of layer. The second package is Convolution2D, it is the package that use to add 

convolutional layer, since the datasets are in two dimensions instead of three dimensions. Other 

than that, MaxPooling2D is required for adding pooling layers. Next, flatten will be imported to 

convert all pooled feature maps that created through convolution and MaxPooling into this large 

feature vector that is then becoming the input of our fully connected layers. The last package is 

Dense, which will add fully connected layer in this neural network. 

 

Figure 4.2.1.2 Initialize CNN 

 After import Keras libraries, the first step is to initialising the CNN by creating an object 

of the sequential class and named it as classifier (Figure 4.2.1.2). 
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Figure 4.2.1.3 Procedure of building a CNN 

 Next, figure 4.2.1.3 clearly indicate the procedure of building a CNN, which consists of 4 

steps, Convolution, Max Pooling, Flattening and Full Connection. 

Step 1: Convolution 

 

Figure 4.2.1.4 Converting input image into a table of pixel values (1 and 0) 

 

Figure 4.2.1.5 Convolution Step 

 The main purpose of this step is to adding a convolutional layer by converting the images 

into a table which in pixel values format (1 and 0). It will apply multiple feature detectors on the 

input image. Firstly, it will add the parameters of convolutional layers, which is Convolution2D 

that import in the beginning. After that, the value of 32 that came after the Convolution2D is the 

number of filters that represent the number of feature detector that will be applied on the input 

image to create the same number of feature maps. Then, the (3, 3) means it will create a feature 
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detector that have dimension of 3 by 3. Moreover, the input_shape is the shape of the input image, 

in this project the input shape of the image will be 64 x 64 pixels. In addition, since the datasets is 

colour images, so all of the images will be converted into 3D arrays during the image pre-

processing part. Therefore, the value of 3 in the input shape is representing 3D arrays that 

composed of three channels, each channel corresponding to one color, RGB, and each channel 

correspond to one of the arrays that contains the pixels of our images.  

 

 

Figure 4.2.1.6 Non-Linear Graph 

 

 Lastly, the activation function is a rectifier function (relu) that ensure don’t have any 

negative pixel values in the feature maps in order to get non-linearity (Figure 4.2.1.6) in the CNN.  
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Step 2: Pooling 

 

Figure 4.2.1.7 Reducing the size of feature map 

 Step 2 is to reduce the size of feature map without losing its performance. For instance, the 

original feature map in Figure 4.2.7 is 5 by 5, but after apply max pooling will get a reduced size 

of 3 by 3. The primary aim of max pooling is to reduce the nodes in the future fully connected 

layer in order to reduce the time execution with a great performance which lead to less compute-

intensive. 

 

 

Figure 4.2.1.8 Pooling Step 

 

 Figure 4.2.8 is the code to complete the step of max pooling. The size parameter is 

pool_size, 2 by 2 is the value that will retain the high numbers in the feature maps that the text and 

specific features of the input image. For this case, the feature map will be divided by two. Hence, 

the size of feature map will be reduced without cut down the performance. 
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Step 3: Flattening 

 

Figure 4.2.1.9 Flatten the pooled feature map 

 

Figure 4.2.1.10 Flatten the pooled feature map 

 The function of flattening is to gather all the pooled feature maps and assign all of them 

into a single vector. Then, after apply the flattening step will get huge number of single vectors 

that contains all different cells of all the different feature maps (Figure 4.2.1.10).   

 

Figure 4.2.1.11 Flattening Step 

 In figure 4.2.11, all of the feature maps will be flatten in the pooling layer into huge number 

of single vectors.  
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Step 4: Full Connection 

 

Figure 4.2.1.12 Composing a fully connected layer 

 

 In step 4 is to compose some fully connected layer. In other words, it is to transform the 

image into one-dimensional vector contain the information of the spatial structure or some pixel 

patterns in the image. 

 

 

Figure 4.2.1.13 Full Connection Step 

 

 This code is to create hidden layer, which also known as fully connected layer. First of all, 

dense function is added in order to add fully connected layer. The output_dim refers to the amount 

of nodes which contained in the hidden layer, while the units of 128 represent the amount of hidden 

nodes in the hidden layer. Otherwise, the activation function is using rectifier activation function 

which is “relu”. Then, copy the code and paste it below and change the value of output_dim as 

well as the activation function. The activation function in the second code is using softmax due to 

the multiple class is involved. Then, the units of 11 represent the number of current classes. 
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Step 5: Compile CNN 

 

Figure 4.2.1.14 CNN compilation step 

 In this code, the optimizer is the parameter that will be used to choose the stochastic 

gradient descent algorithm, which is Adam algorithm. On top of that, the loss function is 

categorical_crossentropy, since we have multiple classes to be trained. Lastly, the metrics 

parameter is choosing the accuracy metric. 

 

4.2.2 Train model 

 

Figure 4.2.2.1 Train model 

 After compile the CNN, the next step is to fit the CNN to our datasets. Moreover, the one 

of the main aims in this step is to use image augmentation process that basically consists of pre-

processing the test image to prevent overfitting. First and foremost, import the Image Data 

Generator from Keras preprocessing.image. After that, keep all the default value that suggested by 

Keras at train_datagen and test_datagen.  
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 Next, declare variable of training_set and test_set in order to extract the images. The first 

parameter is the directory of the datasets, while the target size is the size of the images that is 

expected in the CNN model, which is 64 by 64 dimensions. In addition, assign a value of 20 as the 

size of the batches in which some random sample of the images will be included and that contains 

the number of images that will go through the CNN, while the class mode is specified as categorical 

due to the multiple classes involved. 

 Lastly, apply the model.fit_generator to fit the CNN to the training set and test the 

performance of the CNN model on the test set. Moreover, the steps_per_epoch is 109, which refers 

to the number of training set and there will be 15 epochs. On the other hand, validation data 

correspond to the test set on which we want to evaluate the performance of our CNN and the 

validation_step is the number of test set images, which have 20 of them. Then, the function of fit 

generator will fit our CNN to our training set and test its performance on the test set at the same 

time, and this fit generator method is applied onto the CNN model, which is “classifier”. 

 

4.2.3 Save model 

 

Figure 4.2.3.1 Save the training model 

 During this phase, the mandatory step is to serialize the training model to JSON with a file 

name of “model.json”. Meanwhile, serialize the weights of the CNN to HDF5 file as well, which 

called “model.h5”. These files will be used later for prediction purpose. 
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4.2.4 Deploy the model 

 After complete the training step and export it as json and h5 file, the next part is to deploy 

the deep learning model with the by using Flask, which is a web framework that use for build a 

web application and implement the deep learning model into the web application.  

 

Figure 4.2.4.1 Load the json and h5 file 

 Primarily, before starting to build the web application, the first thing to do is to create a 

python file called “load.py” and define a function called “init” and load the training model file, 

which are “model.json” and “model.h5” (Figure 4.2.4.1). Then, create another python file which 

named “app.py” to build a flask app. 

 

Figure 4.2.4.2 Import all the required packages 
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 In the file of “app.py”, import all the required packages for the future use (Figure 4.2.4.2). 

Moreover, load the trained model by calling the function of init() from the file of “load.py” (Figure 

4.2.4.1). Then, initialize the Flask app and also initialize a declared variable called “model”, and 

load the trained model into the variable. 

 

Figure 4.2.4.3 Image pre-processing function 

 Define a function called “model_predict”, which include two parameters, image path and 

the trained model (Figure 4.2.4.3). Next, create a new variable called “img” and import two 

arguments into the load_img function, which is image path and a size of 64 by 64 dimensions of 

images. Then, add a new dimension due to colour image has 3 dimensions, img_to_array will 

create the third dimension. After that, add another dimension by using expand_dims which taken 

from numpy, because this dimension is corresponding to the batch.  In other words, the function 

of neural networks like the predict function cannot accept a single input by itself, it only accepts 

the inputs in a batch, even if the batch contains only one input. Therefore, import the test image 

and then specify axis equals zero in the expand_dims function because axis equal zero means that 

the index of this new dimension we are adding will have the first index, which is index zero.  
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Figure 4.2.4.4 Receive uploaded image from rendered template and make prediction 

 Moreover, render a written HTML template, which called index.html. Then, define an app 

route called “/predict” with a method of GET and POST. When user upload an image and the 

submit button is onclick, then the /predict will be called, and then the uploaded image will be 

stored in a preset path’s folder which called “prediction”. Once the image has been stored 

successfully, the function of model_predict will be triggered, then it will load the image path into 

the model and return a result. Lastly, the result will be displayed at the HTML template. 

 

Figure 4.2.4.5 Assign port number to flask app 

 Choose port 5000 to run the Flask app, then use app.run function to run the app locally. 
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Figure 4.2.4.6 HTML template for user upload image (Phase 1) 

 

 

Figure 4.2.4.7 HTML template for user upload image (Phase 2) 
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Figure 4.2.4.8 HTML template for user upload image (Phase 3) 

 Figure 4.2.4.6, Figure 4.2.4.7 and Figure 4.2.4.8 are the web application that allow user to 

upload food image in order to do prediction. In phase 1, users can click the “choose” button to 

select a food image. In phase 2, after user select food image, the selected image will be displayed 

on the interface and a “predict” button will appear automatically. Then, once user click the “predict” 

button, the image will be stored in a pre-set file path and undergo the process that explained in 

figure 4.2.4.4.  
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CHAPTER 5: Testing and Evaluating Results 

5.1 Accuracy for training set and test set 

 During the image pre-processing, the configuration of epoch is 10, which mean 10 times 

of the training process will be completed consequently.  

 

 

Figure 5.1.1 Accuracy of training set and test set with 15 epochs 
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Table 5.1.1 Accuracy of training set and test set with 15 epochs 

Average training accuracy = 0.9359 = 93.59%  

Average testing accuracy = 0.7170 = 71.70%  

 Based on the result shown in Table 5.1.1, the accuracy for training was improving gradually, 

this is because the deep learning method will reinforce itself, so the accuracy will be obtained 

increasingly. 

Sequence of epochs Training Accuracy Testing Accuracy  

1 0.5162 0.7113 

2 0.8386 0.7910 

3 0.9180 0.7077 

4 0.9522 0.7127 

5 0.9693 0.6655 

6 0.9771 0.7090 

7 0.9755 0.6620 

8 0.9731 0.6716 

9 0.9827 0.7465 

10 0.9873 0.6679 

11 0.9926 0.6690 

12 0.9888 0.7500 

13 0.9887 0.7923 

14 0.9886 0.7948 

15 0.9900 0.7042 
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5.2 Prediction with test images 

 In order experiment on the actual performance of the Keras deep learning model, 12 

random captured food images are selected, which consist of 3 Spaghetti, 3 Chicken Chop Spaghetti, 

3 Burger and 3 Chicken Chop Rice to undergo prediction. Each categories of food consist of 

different ingredient and different appearance. Moreover, all of the food images will be uploaded 

through a webpage (in Figure 4.2.4.6), then the images will be sent to the training model to undergo 

prediction. Next, the webpage will print out the food name and location name. The result of food 

images will be collected in table 5.2.1 as shown below.  

Test Images Results Shown True / False 

Test1.jpg 

 

 

 

 

Spaghetti from Buddies 

 

✔ 
 

Test2.jpg 

 

 

 

 

Spaghetti from Buddies 

 

✔ 

Test3.jpg 

 

 

 

 

Spaghetti from Buddies 

 

✔ 
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Test4.jpg 

 

 

 

 

Chicken Chop Spaghetti from QS 

Sweetie Cafe 

 

✔ 
 

Test5.jpg 

 

 

 

 

Spaghetti from Buddies 

 

✗ 

Test6.jpg 

 

 

 

 

Chicken Chop Spaghetti from QS 

Sweetie Cafe 

 

✔ 
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Test7.jpg 

 

 

 

 

Burger from QS Sweetie Cafe 

 

✔ 
 

Test8.jpg 

 

 

 

 

Spaghetti from Buddies 

 

✗ 
 

Test9.jpg 

 

 

 

 

Burger from QS Sweetie Cafe 

 

✔ 
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Test10.jpg 

 

 

 

 

Chicken Chop Rice from QS 

Sweetie Cafe 

 

✔ 
 

Test11.jpg 

 

 

 

 

Chicken Chop Spaghetti from QS 

Sweetie Cafe 

 

✗ 
 

Test12.jpg 

 

 

 

 

Chicken Chop Rice from QS 

Sweetie Cafe 

 

✔ 
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Test13.jpg 

 

 

 

 

Minced Pork Rice from Kafe One 

Ark 

✗ 
 

Test14.jpg 

 

 

 

 

Minced Pork Rice from Kafe One 

Ark 

✗ 
 

Test15.jpg 

 

 

 

 

Minced Pork Rice from Kafe One 

Ark 

✔ 

 

Table 5.2.1 Test results of test images 
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5.3 Confusion matrix  

 In this project, a confusion matrix will be applied to measure the performance of the Keras 

deep learning model. This table will contain different combinations of predicted and actual values. 

It includes four types of terms, which are true positives, true negatives, false positives and false 

negatives. True positives are the cases that predicted as yes and the actual result is true. Next, true 

negatives are the cases that predicted as no but the actual result is true. In addition, false positives 

are the cases predicted as yes but the actual result is false. Last but not least, false negatives are 

the cases predicted as no but the actual result is true.  

 

 Predicted 

Actual Foods 

images 

Spaghetti - 

Buddies 

Chicken Chop 

Spaghetti - QS 

Sweetie Cafe 

Burger - QS 

Sweetie Cafe 

Chicken Chop 

Rice - QS 

Sweetie Cafe 

Minced Pork 

Rice - Kafe 

One Ark 

Spaghetti - 

Buddies 
3 0 0 0 0 

Chicken Chop 

Spaghetti - 

QS Sweetie 

Cafe 

1 2 0 0 0 

Burger - QS 

Sweetie Cafe 
1 0 2 0 0 

Chicken Chop 

Rice - QS 

Sweetie Cafe 

0 1 0 2 0 

Minced Pork 

Rice - Kafe 

One Ark 

0 1 0 1 1 

Table 5.3.1 Confusion matrix of Keras Deep Learning Model 
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 Table 5.3.1 shows the confusion matrix of the predicted results. Based on the results, there 

are 3 correct results on the prediction of Spaghetti from Buddies. Moreover, there are 2 correct 

results on the prediction of Chicken Chop Spaghetti from QS Sweetie Cafe. For Burger from QS 

Sweetie Cafe and Chicken Chop Rice from QS Sweetie Cafe, both of them also obtain 2 correct 

results from the prediction. Moreover, the Keras Deep learning model has predicted only 1 correct 

result on Minced Pork Rice from Kafe One Ark. Afterwards, the precision values and recall values 

will be calculated based on the table results above. Generally, a high precision model will produce 

fewer false positive while a high recall model will produce fewer false negative. Lastly, figure 

5.3.1 is the formula to calculate the precision and recall values. 

 

Figure 5.3.1 Formula of precision and recall values 

Foods images Precision values 

Spaghetti from Buddies 3 / (3+1+1+0+0) = 0.60 

Chicken Chop Spaghetti from QS Sweetie Cafe 2 / (0+2+0+1+1) = 0.5 

Burger from QS Sweetie Cafe 2 / (0+0+2+0+0) = 1.00 

Chicken Chop Rice from QS Sweetie Cafe 2 / (0+0+0+2+1) = 0.67 

Minced Pork Rice from Kafe One Ark 1/ (0+0+0+0+1) = 1.00 

Table 5.3.2 Precision values of Food images 

Foods images Recall values 

Spaghetti from Buddies 3 / (3+0+0+0+0) = 1.00 

Chicken Chop Spaghetti from QS Sweetie Cafe 2/ (1+2+0+0+0) = 0.67 

Burger from QS Sweetie Cafe 2 / (1+0+2+0+0) = 0.67 

Chicken Chop Rice from QS Sweetie Cafe 2 / (0+1+0+2+0) = 0.67 

Minced Pork Rice from Cafe One Ark 1/ (0+1+0+1+1) = 0.33 

Table 5.3.3 Recall values of Food images 
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 The above table shows the precision values and recall values of each food images. The 

precision values of Spaghetti from Buddies is 0.60, while Chicken Chop Spaghetti from QS 

Sweetie Cafe is 0.50. Other than that, there are 1.00 of precision values on Burger from QS Sweetie 

Cafe as well as Minced Pork Rice from Kafe One. Lastly, Chicken Chop Rice from QS Sweetie 

Cafe obtained a value of 0.67 for precision values. 

 For the recall values, there is a value of 1.00 on Spaghetti from Buddies, 0.67 on Chicken 

Chop Spaghetti from QS Sweetie Café, 0.67 on Burger from QS Sweetie Cafe and 0.67 for the 

Chicken Chop Rice from QS Sweetie Cafe. Lastly, Minced Pork Rice from Kafe One Ark obtained 

a value of 0.33 for recall values. 

 The overall accuracy is the sum of true positives divide by all other values, accuracy = 

(3+2+2+2+1) / (3+0+0+0+0+1+2+0+0+0+1+0+2+0+0+0+1+0+2+0+0+1+0+1+1) = 0.67. Hence, 

the overall accuracy of the prediction is 0.67, or 67%. 

 In my opinion, there are some of the food images obtain a low accuracy during the 

prediction, this is because this project is on early stage, and the datasets were provided by outside 

users, so the number of datasets might not sufficient enough for image pre-processing. Therefore, 

the accuracy of the prediction cannot reach the expectation level. However, as time goes on, there 

will be more and more datasets provided for each food category, then the accuracy of the prediction 

definitely will improve gradually. Moreover, building a CNN model in Anaconda Spyder provide 

a high degree of freedom for us to customize the CNN. It allows us to tune every single possible 

parameter to improve the performance and accuracy of the deep learning model. 

 In conclusion, this is a crowdsourcing and timeliness project which depends on incessancy 

of food images upload by outside users. The greater the number of datasets uploaded, the higher 

the accuracy can be obtained by image pre-processing. Meanwhile, the experiment on tuning the 

parameter also the must to improve the accuracy. 
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CHAPTER 6: Conclusion 

 Machine learning is an application of Artificial Intelligence (AI) that has strong ability to 

study and make use of the new knowledge to improve its experience. For instance, examples or 

data provided by us are used to discover similar patterns or traits to allow the system to make better 

decisions or choice in the future. The more data provided to the system, the higher the probability 

of being accurate. The purpose of machine learning is to allow computers to be able to learn by 

themselves and improve upon mistakes without human instruction. 

 In order to automate the data annotation for modeling a non-overt features for food origins 

recognition, machine learning is the best way to be implemented into my proposed system, this is 

because it allows my system to learn the pattern of the foods, such as appearances, ingredients, 

serving size as well as the cues on the packaging labels. While Keras is the ideal and powerful 

python library that helps me to developing and evaluating a deep learning model which able to 

trace the food origin without referring to the location metadata, but based on the pattern of food 

image itself. 

6.1 Contribution 

 The reason of proposed this project is because nowadays the social media have high 

popularity around the world, and most of the people used to snap their foods and posting it on 

social media, such as Facebook, Instagram, Snapchat and so on. However, those people who may 

interested on the food but do not know where did the foods been selling. Therefore, the existent of 

my proposed system will help resolve this common issue. 

 Other than that, this is a unique and epoch-making project among the deep learning fields. 

It not only allows users to perform food recognition by uploading food image, it also provides a 

platform for users to participating in the data collection procedure, so users can contribute one’s 

bit to helping this food tracer system grow in strength. The main reason to allows the participation 

of outsiders is because there are myriad of foods exist in this world, and the number of datasets 

and the type of foods can be provided by developer is limited. However, if the users from all over 

the worlds were uploading the food images and specified the food name and location name 

constantly, there must be countless type of foods can be predicted in this system. 
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6.2 Issues and Challenges Encounter 

 Throughout this project, there was some issue and challenge that encountered in this project. 

The main stumbling block is the low accuracy in model validation. The main reason can be 

imputed to the insufficiency of the datasets. This is because this project is in initial stages, so the 

popularity of this system is very low, and only few users upload images through the system. 

 The second reason of low accuracy in model validation is the inexperience in the tuning 

process. This is because the parameters need to be finely tuned in order to build a better CNN 

model with high validation accuracy. If the values of any required parameters are slightly change, 

it will affect the performance and the validation accuracy of the CNN model. 

 Next, the one of the issues of this project is the further development of this system will be 

difficult due to the nature of my system design. This is because the datasets uploaded by users will 

be stored at a hosting server. Then, developer need to download all the images after a cycle period, 

then build a CNN model again and undergo another image pre-processing. Under this system 

design, it requires developer to maintain the system constantly, otherwise the accuracy of the 

model cannot be improved. 

 

6.3 Future Work 

 For the future work of this project, in order to improve the accuracy of the CNN model, a 

multiple experiment needs to be conducted to obtain the best and proper values for every single 

parameter that will maximize the accuracy and performance. Secondly, the other mandatory 

work is to promote this system globally, so there will be more and more users can upload food 

images through my system.  

 Lastly, the most important work that need to be done is to implement the continual 

learning (CL) into my system. By using continual learning, my training model will able to 

reinforce itself continually from a stream of data. In other words, it will keep retrain the model 

and adapt in production as new data comes in. 
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