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ABSTRACT 

This paper introduces a facial recognition-based visitor tracking and 

reidentification system using OpenVINO. The system can track people based on their 

faces to track their identities. OpenVINO make CNN deep learning inference on the 

edge. It supports heterogeneous execution across computer vision accelerators, 

decrease the time to market through function of libraries which optimized calls for 

OpenCV and OpenVX and pre-optimized kernels.  

Every book that I’ve referred to in the past few years has the author always 

mention that deep learning requires a lot of computational power to run on. That is the 

reason why we need GPU. GPU are usually used to train CNN models and include tons 

of calculations to make predictions. Company NVIDIA uses CUDA and cuDNN for 

deep learning, providing the best GPU and best software support. However, GPUs are 

relative extremely expensive which typically cost 2-3 times that of CPU compute 

instances. Hence, you may not run you deep learning model inferencing on inexpensive 

devices. For example, you won’t apply an expensive GPU that costs thousands of 

ringgits to an IoT devices such as (Raspberry PI or Intel UP Squared board). Fortunately, 

developer may abstract away this difficulty by implement OpenVINO onto IoT devices 

and make it use CPU to inference on real time. 

In addition, as the datasets grow larger, traditional neural network prediction 

methods will no longer be accurate and fast enough. OpenVINO affect the performance 

of inference, OpenVINO optimizes multiple calls in the traditional computer vision 

algorithm implemented in OpenCV, and performs specific optimizations for deep 

learning inference. Developer may get the benefit when using OpenCV with 

OpenVINO. 

In this project, the development environment, running environment and the 

playground for running OpenVINO will be setup. At the end, two system will be 

developed which are “Face Registration System” and “Face Reidentification System”. 

These two systems will apply to separate devices and make them run concurrently, so 

that the face reidentification process will be able run on embedded board without using 

any expensive component. 
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Chapter 1: Introduction 

1.1 Problem Statement and Motivation 

 

There are always groups of visitors on a large company site, such as laboratory. 

It is possible that an unauthorized person may enter an area where he/she should not be. 

Hence, a system is able to handle such situation by display the position and smartly 

identify the visitors is needed. If not, the confidential document and technologies may 

be stolen and result in rate of commercial crime become higher. This system not only 

make sure the privacy and confidentiality of a company but also a step toward a brighter 

future. That’s one small step for man, one giant leap for mankind.  

Other than that, individualism and privacy and confidential of a person become 

more and more important. Everybody needs to have the right of their own so that 

identify a person become more and more important. There is a common way to 

differentiate and uniquely identify a person which is using the human face. Human face 

is multidimensional, complex, and dynamic object which has a high degree of 

variability in its appearance. Human face reveals a lot of information like telling us 

about mood, intention, attentiveness and the most important which is serve to identify 

a person. Moreover, facial identification is of a non-contact nature which is far better 

than other biometric techniques. Hence, face is one of the proper keys to help us to 

further identify a person instead of voice, finger print and other. 

Facial identification is also known as a good security measure for attendance 

and time tracking. (Jason Brownlee, 2019) Human facial structure is an individual 

characteristic, no user can easily imitate another person. Factory visitors may be tracked 

by using camera to capture the face and identify the person and a person cannot imitate 

another person like student help his friend to sign even his friend is not in class. 

Enterprise, University and Government may need this kind of system to track their 

staffs, students, visitors instead of using sign or punch in system. 
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Besides that, one of the most important features of facial identification is facial 

identification is less processing involved which is cheaper than other techniques. Unlike 

the other biometric techniques, facial identification can be done by an embedded board 

and a camera, some algorithm to be performed on face identification without need of 

using the other expensive equipment such as vein recognition technology have to use 

multi infrared light sensor to sense the pulsation of vein and acquire and apply it into a 

high-performance computer to calculate and identify a person.  

 

 

Figure 1.1: Face Identification Process Flow 
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Convolutional neural network (CNN) is an artificial neural network (ANN) used 

for image recognition and processing, and is dedicated to processing pixel data. 

(Damilola Omoyiwola, 2018) CNN is a powerful image processing, artificial 

intelligence (AI) that uses deep learning to perform generating and descriptive tasks. A 

neural network is a hardware and software system that composes images after the 

neurons in the human brain are running. Traditional neural networks are not suitable 

for image processing, and images must be input with reduced-resolution images. CNN's 

"neurons" are arranged more like the frontal lobe, which is the area responsible for 

visual stimulation of people and other animals. The neuron layer is arranged in such a 

way as to cover the entire field of view, avoiding the fragmentation image processing 

problems of traditional neural networks. The system used by CNN is very similar to a 

multi-layer perceptron designed to reduce processing requirements. The CNN layer 

consists of an input layer, an output layer, and a hidden layer. The hidden layer includes 

multiple convolutional layers, pooling layers, fully connected layers, and standardized 

layers. Eliminating restrictions and improving the efficiency of image processing has 

led to a system that is more efficient and easier for training limited by image processing 

and natural language processing. 
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Figure 1.2 is an example of artificial neural network. Features may be inputted 

(Input layer) and system will smartly calculate the weight (Hidden layer) and finally 

have the outcomes (Output layer) to identify.  

Figure 1.2: Artificial Neural Network (ANN) 

Figure 1.3: Convolutional Neural Network (CNN) 
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After a neural network is trained, it is deployed to run inference to classify, 

recognize and process new inputs and this can be speed up by using Intel Open Visual 

Inference & Neural Network Optimization (OpenVINO). OpenVINO toolkit is offered 

in the comprehensive line-up of Intel Vision Products that accelerate deep learning. 

(Intel Sdn Bhd,2018) Intel’s regular central processing units and specialized accelerator 

hardware work with OpenVINO, which drives deep learning at the edge and positions 

Intel as the clear industry leader in enabling IoT solutions from the edge to the cloud. 

OpenVINO enables users to quickly track the development of high-performance 

computer vision applications, unleash deep learning inference capabilities across the 

entire Intel silicon portfolio, and meet their AI needs by using unparalleled solutions. 

OpenVINO include three major APIs which are:  

1. The Deep Learning Deployment toolkit 

2. A common cross Intel Vision platform deep learning inference toolkit 

3. OpenCV and OpenVX’s optimized functions.  

With the addition of OpenVINO to the Intel Vision Product portfolio, along with other 

AI products such as nGraph, Intel distribute AI solutions from the edge to the network 

to the cloud across their broadest set products. Because the OpenVINO is compatible 

with widely adopted AI frameworks, developers can seamlessly and effortlessly deploy 

their applications at the edge.  

Human face can be acquired and send to the face features to pc for training 

purpose and will be trained through more layer convolutional neural network. However, 

face reidentification is not smart enough. In order to avoid repetitive training of face 

recognition models, we should teach the system how to differentiate the person, not just 

require large number of images to train and recognize a limited number of people. One 

shot learning will be used to train a model to calculate the cosine distance between two 

or more faces, so a truly smart face reidentification can be performed without iterate 

training. After trained, OpenVINO will be used to optimize the pretrained model and 

finally the pretrained model will able to faster, accurately and smartly re-identify human 

face. 
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1.2 Project Scope 

 

In the end of project, a system which using OpenVINO technology to optimised 

the machine learning model in the area of face reidentification will be developed in 

order to amend the insufficient in the current methods. Factory visitors are allowed to 

register through a camera. Camera on the face registration system will capture the 

image and save the face as a reference. After that, the face will be used as a reference 

to differentiate with the real-time capturing face image by face reidentification system. 

The face reidentification system will use three pretrained model to perform the face 

reidentification process. These models will be “face detection model”, “landmark 

detection model” and “face reidentification mode”. As the result, these pretrained 

model will be optimized and make the reidentification process faster and able to run on 

embedded board. This system will differentiate the human features and smartly 

recognize who is he/she and instant show the name and location of the person on screen. 

If there is an unauthorized person came inside the factory, the “Unauthorized” will be 

show beside the frame and other developer may improve this system by invoke the 

notification call to notify admin. 
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1.3 Project Objectives 

 

In this project, three main objectives will guide the direction of whole project. 

 

Objectives: 

 

1. Design a face registration system to detect and crop out visitors’ face and save it as 

a reference in face databases. 

 

2. Design a face reidentification system that calculate and compare the cosine distance 

with built face databases which real-time identify, monitoring and tracking the factory 

visitors by using the face detection, landmark detection and reidentifaction model in 

any corner of the factory. 

 

3. Design a secure connection between face registration systems and face 

reidentification system so that face registration system is able to transmit the reference 

images to all face reidentifcation systems.  
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1.4 Impact, significance and contribution 

 

Most of SME can get benefit from this proposed face reidentification system by 

using OpenVINO due to it help SME to track the visitors and employees inside the 

factory. By having this face reidentification system, SME may have better privacy 

which can make sure the safety of factory especially unmanned factory.  

In this era which speed is the most concerned factor, success of system will 

depend on speed and accuracy. If inference of neural network not fast enough, 

unregistered faces were not recognized in time, the safety and integrity of factory will 

no longer exist. Company trade secrets could leak to some unauthorized people who 

will sell the company trade secrets to company competitors. However, we cannot give 

up accuracy and demand speed. Speed and accuracy are directly proportional in same 

condition of neural network, we can only improve the speed by apply new technology 

without lack of accuracy. Hence, this project will effectively improve the speed and 

accuracy of detect face and reidentify it which differ from traditional neural network 

without use of OpenVINO. 
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1.5 Background information 

 

In this highly technology era, Internet application development demand is 

become higher. Internet of Things (IoT) is a major technology by which can produce 

various useful internet applications. Every devices and systems that human use every 

day in the analogue world have been added digital sensors and networking which is the 

product of IoT. Basically, IoT is a network in which all physical objects are connected 

to the Internet through network devices or routers and exchange data. The Internet of 

Things allows remote control of objects in existing network infrastructures, just as 

humans can use their phones to remotely unlock doors. 

The Internet of Things is a very good intelligent technology, which can reduce 

manual work and easily access physical devices. The technology also has an 

autonomous control function, through which any device can be controlled without any 

manual intervention. For example, human do not need to adjust the temperature of 

refrigerator and the refrigerator will smartly adjust the temperature to ensure that foods 

will not easily decay. Nest and Ecobee smart thermostats are some of the most famous 

consumer examples. Smart thermostats have sensors in multiple rooms that can be 

connected to mobile phones via Internet, allowing you to extend temperature control. 

Smart thermostats can also be connected to some coded bot that help to control the 

temperature when you are away or depend on the weather. Not only that, Smart 

thermostats can even detect you are not home or leave and help you to adjust the 

temperature smartly. Industry 4.0, next generation of manufacturing will be the next 

target of IoT. 

The OpenVINO toolkit enables developers to build and train AI models on 

cloud -- on popular frameworks such as TensorFlow, MXNet, and Caffe -- and deploy 

them to a board range cross platform product. (Mike Wheatley,2018) It takes advantage 

of Intel's investments in different AI accelerator technologies, including CPUs, field 

programmable gate arrays (FPGAs), and Movidius vision processing units (VPUs). For 

example, developers working for retail companies can use the toolkit to deploy 

computer vision capabilities in a series of edge applications such as security cameras, 

or digital signage.  
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OpenVINO provides a set of optimization capabilities and a runtime engine that 

allows developers to run their model on the architecture that best suits their needs, 

whether it's a highly-tuned FPGA, an efficient VPU, or another choice. For instance, in 

a retail setting, developers may wish to deploy computer vision capabilities in a range 

of edge applications, including point-of-sale, digital signage, and security cameras. 

The traditional way of inferencing of TensorFlow is loading a model, followed 

by transforming data, run inference and interpreting output. After apply the OpenVINO 

to the system, vision apps for Intel hardware will be optimized by OpenVINO. Real-

time object detection with OpenVINO will sees a significant speedup due to the 

acceleration library for optimized computing with Intel’s hardware portfolio. 

Industry 4.0 is a name for the current trend of automation and data exchange in 

manufacturing technologies. It includes cyber-physical systems, the Internet of Things 

(IoT), cloud computing and cognitive computing. Boston Consulting Group state that: 

Industry 4.0 is made up by Autonomous Robots, Simulation, Horizontal and Vertical 

System Integration, The Industrial Internet of Things, Cybersecurity, The Cloud, 

Additive Manufacturing, Data and Analytics and Augmented Reality nine principal 

technologies. 

Smart factory represents a leap forward from more traditional automation to a 

fully connected and flexible system, which can learn and adapt to new demands through 

a constant stream of data from connected operations and production systems.  Smart 

factory provides real-time operational awareness, flexible control and data-driven 

insights that enable smarter decisions for optimal process execution across the company. 

A true smart factory can drive manufacturing, maintenance, inventory tracking, 

digitization of operations, and other types of activities throughout the entire 

manufacturing network by integrate data from system-wide physical, operational, and 

human assets. The result may be more efficient, more flexible systems, less production 

downtime, and greater predictive power and the ability to adapt to facilities or wider 

network changes, which may lead to better positioning in a highly competitive market.  
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Figure 1.4: Industry 4.0 

 

 

Figure 1.5: Smart Factory  
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Chapter 2: Literature Review 

2.1 ROS_OpenVINO 

A researcher Giovanni di Dio Bruno proposed a ROS package that used to wrap 

OpenVINO inference engine which worked with intel CPU, intel integrated GPU and 

intel VPU. (Giovanni di Dio Bruno,2019) He finally accelerates robotics developing 

using ROS with OpenVINO. The async API of Intel OpenVINO allows the robot to use 

a standard image topic and obtain a new topic with live result image. Depth analysis 

can be performed by adding a depth image topic to obtain a 3d box (displayed as a 

marker in rviz). The whole system tests are done UP2 with Intel Atom, 4GB RAM and 

64GB eMMC and AI Core X. The result with a complete analysis with 4-5 object 

detected is about 30fps for rgb output and 16-18Hz for spatial calculation. 

 The one of strengths of his ROS system with OpenVINO is whole system is 

work on Intel UP square board including object detection, computation and analysis. 

He took out the computation and analysis function from pc and perform it on board 

which may make the whole system more portable and the system may be run 

everywhere but not only some fixed places. Other than that, the system is still able to 

detect the person even though the bottle is larger than person due to some shooting 

angle problem. Giovanni Bruno use a human model toy to test his system by placing a 

huge bottle beside the model and the system is still able to extract the correct features 

and smartly identify these entities. 

 Unfortunately, even though the system looks like perfect, there are still some 

issues exist which are: resize of input image is not available, it is still unable to track 

human face and the speed of analysis is still slow. If there is an image with 45 angles is 

input, the features of image will not be extracted properly and resulting in error 

detection and analysis. In simply say, the system is unable to analysis the image for 

different angle image shooting. Besides that, this system has the potential to track for 

human face but the researcher didn’t do something like face recognition on it. Hence, 

he did not fully utilize the system and further push the system to become more effective. 

Finally, the speed of analysis is still very slow. The whole system is done on intel up 

square board, the central processing unit of up square board is still unable to handle 

some difficult algorithm computation, it had better to send the extracted features 

information over ROS to a high-end computer for computing purpose.  
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2.2 ROS2_OpenVINO 

A Chinese developer Lewis Liu and his teammate proposed a system that based 

on OpenVINO and a ROS-adapted runtime framework of neural network which quickly 

deploys applications and solutions for vision inference. (LewisLiew,2018) They divide 

the package into different functional components as shown in Figure 2.1. 

 

 

 This system is closely to perfect, which has speed, accuracy and functionality. 

The most significant strength of this system is able to perform multiple function like 

segmentation, object detection, person reidentification and face detection. This has the 

potential to further identify the object and filter it to different subsidiary inference. For 

example, given a car image, firstly do object detection on it, secondly pass car to vehicle 

brand recognition and pass license plate to license number recognition. The different 

structure outcome of the system will mainly depend on user requirement. 

Unfortunately, the system is still unable to support result filtering for inference 

process which mean that inference results still cannot be filtered to different subsidiary 

inference. Besides that, emotion detection is only able to detect happy, neutral or sad. 

Recently, NASA Glenn Research Centre has released that webcam-pulse-detector, 

maybe the emotion detection can be combined together with pulse detector and further 

analysis on it to differentiate from more other kind of emotion like angry, idle, tired et 

al.  

Figure 2.1: Hierarchical Architecture Design 
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2.3 OpenFace 

Researcher Carnegie Mellon University (Brandon Amos) proposed a project, the 

project is to use deep neural network for face recognition Python and Torch 

implementation, and is based on FaceNet Paper: “A Unified Embedding for Face 

Recognition and Clustering” (Brandom Amos, 2016) Torch allows CPU and CUDA to 

execute the network. Face detector dlib is used with pretrained model. Second, they 

transform faces for neural networks purpose. The repository tries to make the eyes and 

lower lip appear at the same position in each image by using dlib's real-time pose 

estimation and transformation. Third, they use deep neural networks to represent faces 

on a 128-dimensional unit hypersphere. Embedding is a common representation of 

anyone's face which has a very good attribute. Larger distance between two face 

embeddings means that these people may not be the same person. This attribute makes 

clustering, similarity detection, and classification tasks easier than other face 

recognition techniques. In other face recognition techniques, the Euclidean distance 

between features is meaningless. Finally, they applied their favourite clustering or 

classification techniques to the features to complete the recognition task. 

 

 
Figure 2.2: Flow of OpenFace classification techniques 



15 
Bachelor of Information Technology (Honours) Computer Engineering 

Faculty of Information and Communication Technology (Kampar Campus) 

The strength of this project is the accuracy of face recognition is very high. The 

accuracy test is work on the standard Labeled Faces in the Wild (LBW) benchmark and 

they get a remarkably high result on the benchmark. The ratio of true positive rate over 

false positive rate is higher than other method system like system with eigenfaces and 

OpenBR and only lower than human intelligence. This may highly increase the security 

level. Below is the result of OpenFace. Apart from that, another strength of this project 

is able to train a face model very face and differentiate the person instantly. 

 

 

Although the speed of training model is fast, but there is still not enough. The speed of 

training model is important because when the model is growing larger, the prediction 

time will become longer. This may lead to some resources and money wasting problem. 

This problem can be improved by applying the Intel OpenVINO to help to predict faster 

and more precise. 

  

Figure 2.3: ROC Curves 
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2.4 Person-Reidentification 

This project is used to detect and track people in the video and list all the unique 

people appearing in the video. If someone appears some frames, then leaves the video 

for a period of time, and then appears again later, the model should recognize that it is 

the same person, rather than counting the person a second time. The project combines 

two methods: tracking and reidentification. 

The advantage of this project is that it can learn features and corresponding 

similarity measures at the same time for reidentification of personnel. Project proposes 

a deep convolution architecture that contains layers specifically designed to solve the 

reidentification problem. Given a pair of images as input, our network will output a 

similarity value indicating whether the two input images represent the same person.  

 

Figure 2.4: Architecture about improved reidentification 

The biggest problem in this task or any tracking or reidentification task is 

dealing with occlusion. When there are many occlusions, the tracking mechanism still 

fails: when people are very close to each other and overlap each other, or when people 

cross each other and thus temporarily overlap. Therefore, occlusion processing is one 

of the areas that need improvement. 

The use of tracking mechanisms can definitely make the execution faster, but it 

is not certain whether this is fast enough for real-time personnel tracking and 

reidentification. Therefore, the execution speed is also an area that needs to be improved. 
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2.5 MTCNN4Android 

 A researcher from Xiamen University Computer Science has proposed the 

android based implementation of MTCNN face detection. Author use the pretained 

model in Google’s FaceNet project and freeze the graph with .npy files into .pb file. 

The whole project is coded on Java based platform. System is able to detect the faces 

in images on mobile phone platform and able to figure it out and find out all the 

landmark on face. 

 According to the result, MTCNN has superior power in accuracy and it is 

capable of recognizing other facial features such as eyes and mouth. MTCNN always 

include facial detail which is important to be used in a classification network. Other 

than that, MTCNN is allow developer to be invoked cross platform. This show that 

MTCNN has excellent portability which not only allow user to invoke the application 

programming interface in different development environment, but also allow lower 

specification devices like mobile phone to use this framework. 

                    

  Figure 2.5: Result of MTCNN4Android 
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The weakness of this project could be the lack of speed. MTCNN is much 

slower than other face detector such as dlib and Haarcascade. Report state that 

Haarcascade has extremely fast processing speed which is 25 images per seconds, while 

it only 3 images per second for MTCNN. Author proposed some techniques to resolve 

this problem which adjust the minimum face detection size and satisfied some small 

faces. This could be double-edged sword, this method is workable on register human 

face into system but not on real-time detection of human face. 
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2.6 OpenVINO Smart Classroom C++ Demo 

  Precise tracking of person in a video is a common application of Computer 

Vision. Intel has proposed OpenVINO and came out with some demo to guide the 

software developer to develop system using OpenVINO. This project is a demo to show 

a program to join several neural networks and detect student actions and recognize 

people by faces in the classroom environment. Project demo use Async API for motion 

and face detection which allow face detection, person detection, person recognition and 

action recognition to be done in parallel on separate model accelerator. 

Figure 2.6: OpenVINO Smart Classroom Demo 

 One of the advantages of this project is speed is greatly increased by using 

Single Shot Detector (named SSD, a single deep neural network). SSD is a architecture 

like YOLO takes only one shot to detect multiple object present in an image using 

multibox which is a branch of one shot learning, it well trained to become an observer, 

not a discoverer. Moreover, these models are using OpenVINO model optimizer to 

break the model’s graph representation to intermediate representation form (*.xml + 

*.bin, xml file will carry the architecture of the model and bin file will carry the bias 

and weight of the models.) and loaded into OpenVINO inference engine to make the 

inference stage significantly faster in speed and high accuracy face detection algorithm. 
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Chapter 3: System Methodology 

3.1 Design Specifications 

 

In today's technology, there are two ways to complete face recognition. Training 

a neural network model (preferably a ConvNet model) is one of the methods. Training 

a neural network model can classify faces accurately but a classifier to be trained well, 

it needs millions of input data. It is not feasible to collect so many images from 

employees thereby this method seldom works. One-shot learning technique is another 

way to perform face recognition. One-shot learning aims to learn information about 

object categories from one or several training images. The model still needs to be 

trained on millions of data, but the dataset can be any that lie on same domain. 

Developers can train models with any dataset and use them to build our own model, 

and now the number of images from employees is very small. 

3.1.1 Hardware and software involved 

 

1. Ubuntu 16.04 Long Term Support (LTS) 

In this project, Ubuntu 16.04 LTS will be used due to ubuntu is a free 

and open-source software operating system that runs from the desktop, to the 

cloud, to all internet connected things. Which may help us to lower the cost of 

the whole system and don’t need to bother about the license of the operating 

system. Other than that, LTS version will make sure that development of the 

operating system will still running and developer’s code won’t get expired 

specification so that developer may freely develop on it. 

 

 

  

Figure 3.1: Ubuntu 16.04 LTS 
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2. Python3 Programming Language 

In this project, Python will as the main programming language to be 

used to program the whole system. Python will be used to configure the 

inference engine of OpenVINO and invoke the ie_core of inference engine. 

Other than that, most of the popular library such as shutil, socket and OpenCV 

is built on python which mean that python will have absolute advantage 

compare to other language like Java.  

 

 

3. Intel OpenVINO 2019R2 toolkit 

OpenVINO is a free toolkit that can help optimize deep learning models 

from the framework and deploy them on Intel hardware using the inference 

engine. The toolkit has two versions: the OpenVINO toolkit supported by the 

open source community and the Intel(R) release version of the OpenVINO 

toolkit supported by Intel. OpenVINO was developed by Intel. The toolkit is 

cross-platform and can be used free of charge under the Apache License Version 

2.0. OpenVINO is build on C++, but they also provide the python wrapper to 

use the inference engine in python code. In this assignment, python code will 

be used to invoke the OpenVINO inference engine. 

 

 

  

Figure 3.2: Python Programming 

Language 

 

Figure 3.3: Intel OpenVINO 
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4. 2 x Camera 

There will be two cameras in smart factory, one for register visitors’ face 

and another one for servant capture the visitors’ face in any location within 

factory. These cameras will connect to each intel up square board to capture the 

image. 

 

 

 

5. 2 x Intel UP board 

The Intel UP board is a computer board for professional manufacturers 

and industrial applications. The wide range of features included in UP make it 

an ideal solution for applications such as robotics, drones, machine vision, smart 

home, education, digital signage, smart cars, and IoT solutions. The embedded 

board is based on the Intel Atom® processor 1.92GHz X5 Z8350 which 

compatible with OpenVINO. In this project, two UP board is required, one for 

running face registration program and other for running face reidentification 

program. 

 

 

Figure 3.4: Camera 

Figure 3.5: Intel UP Board 
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6. OpenCV 

OpenCV is a programming library for real-time computer vision. It was 

originally developed by Intel and later supported by Willow Garage and Itseez. 

The library is cross-platform and can be used free of charge under an open 

source BSD license. OpenCV will be used to visualize the camera frame and 

draw the result on the captured frame. 

 

 

 

7. Python Tkinter 

Tkinter is a binding between Python and the Tk GUI toolkit. It is the 

standard Python interface of the Tk GUI toolkit and the de facto standard GUI 

of Python. Tkinter is included in the standard Python installations for Linux, 

Microsoft Windows and Mac OS X. Tkinter is free software released under the 

Python license. 

 

 

 

  

Figure 3.6: OpenCV 

Figure 3.7: Python Tkinter 
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8. Pretrained model 

Pretrained model is in intermediate representation form. For using this 

model, two files will be loaded (*.bin + *.xml) to OpenVINO inference engine, 

so that the inference engine is able to read the model. Developer may easily get 

these models by using “downloader.py” which included in the OpenVINO 

installation package. In case you want to use your own model, you may use the 

“model_optimizer.py” to break the freeze graph into intermediate 

representation form, so that OpenVINO is able run on the model. Below is the 

list of used models in this project.  

 

a. face-detection-retail-0004 model 

 

 

 

 

  

Figure 3.8: face-detection-retail-0004 IR files 

Figure 3.9: face-detection-retail-0004 network architecture 
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b. landmarks-regression-retail-0009 pretrained model 

 

 

 

  

Figure 3.10: landmarks-regression-retail-0009 IR files 

Figure 3.11: landmarks-regression-retail-0009 network architecture 
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c. face-reidentification-retail-0095 pretrained model 

 

 

 

 

  

Figure 3.12: face-reidentification-retail-0095 IR 

files 

Figure 3.13: face-reidentification-retail-0095 network architecture 
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9. Python Socket Programming 

This module provides access to the BSD socket interface. It is available on all 

modern Unix systems, Windows, MacOS and possibly other platforms. The Python 

interface is a direct transliteration of Unix system calls and library interfaces. It is used 

to convert sockets into Python's object-oriented style: the socket function returns a 

socket object, and its methods implement various socket system calls. The parameter 

type is higher than the level in the C interface. In this project,  

  

Figure 3.14: Python Socket Programming 



28 
Bachelor of Information Technology (Honours) Computer Engineering 

Faculty of Information and Communication Technology (Kampar Campus) 

3.1.2 System Development Method 

 

In this project, Prototyping Model will be used as systems development method 

in project. (Margaret Rouse,2005) A prototype is built, tested, and then reworked as 

necessary until an acceptable prototype is finally achieved from which the complete 

system or product can now be developed. 

 

 

3.1.3 Verification Plan 

 

In this phase, evaluation from the user will be collected and confusion matrix 

will be implemented to statistically calculate face reidentification system accuracy and 

precision based on the results that I will test.(GeeksforGeeks,2019) In the field of 

statistical classification and machine learning, confusion matrix (also known as error 

matrix) which is a table, usually used to describe the performance of the classification 

model on a set of test data with known real values. It allows visualizing the performance 

of algorithms. 

Table 3.1 Confusion Matrix 

 Class 1 Predicted Class 2 Predicted 

Class 1 Actual TP FN 

Class 2 Actual FP TN 

 

  

Figure 3.15: Prototype 

Model 
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Positive (P): Positive Observation. 

Negative (N): Negative Observation. 

True Positive (TP): Positive Observation, and is Positive Prediction. 

False Negative (FN): Positive Observation, and is Negative Prediction. 

True Negative (TN): Negative Observation, and is Negative Prediction. 

False Positive (FP): Negative Observation, and is Positive Prediction. 

Confusion Matrix allows easy identification of confusion between classes e.g. 

one class is commonly mislabelled as the other. Most performance measures are 

computed from the confusion matrix such as accuracy, recall, precision and f-measure. 

Below are equations: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑜𝑡𝑎𝑙 𝐶𝑎𝑠𝑒𝑠
 

Accuracy is defined as the ratio of the total number of cases that is correctly 

predicted to the total number of all condition examples. In vernacular, it means “How 

often is the classifier correct”. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Recall is defined as the ratio of the total number of positive cases that is 

correctly classified to the amount of positive cases. High recall mean that system is 

correctly recognize every class. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

Precision is defined as the ratio of the total number of correctly classified 

positive samples divided by the total number of predicted positive samples. 
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High Recall, low precision means that most positive examples can be correctly 

identified, but there are many wrong examples. At the same time, "low recall" and "high 

precision" mean many positive examples, but those that are predicted to be positive are 

indeed positive. 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 

F-measure is always having close distance to Precision or Recall. F-measure helps to 

make measurements that represent both of them. F-measure uses the harmonic mean 

which because F-measiure penalizes the extreme value more.  
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3.1.4 Expected System Testing and Performance 

Table 3.2 Testbench 

Test Case Testing Description Input Expected Output 

Image Capture 

Registration system is 

correctly getting the name 

and face image. 

 

A user use 

registration 

system to 

register face. 

 

 

Directory “gallery” 

contain registered 

face image and 

collected name is 

created. 

 

Face Detection 

 

1) Load face-detection-

retail-0004 model 

 

2)Get possible faces’ 

position in image. 

 

Any frame that 

contain human 

face. 

Region of interest 

will be output as 

[image_id, label, 

conf, x_min, 

y_min, x_max, 

y_max]. 

Landmark 

Detection 

 

1) Load landmarks-

regression-retail-0009 

model. 

 

2) Get possible 

landmark’s position in the 

human face 

 

Human face’s 

image 

Will output five 

landmarks 

coordinates which 

is left eye, right 

eye, left mouth, 

right mouth and 

nose’s position. 

 

Face 

Reidentification 

 

1) Load face-

reidentification-retail-

0095 model. 

 

2) Get embedding feature 

vector of input face 

image 

 

 

Human face’s 

image, region 

of interest and 

landmark 

coordinates 

 

256 face 

embedding feature 

value will be ouput 

Transportation 

between 

Registration 

System and 

Reidentification 

System 

1) New start up face 

reidentification will 

register IP address at face 

registration system 

 

2)Registered Face 

Gallery will send to every 

face reidentification 

system 

1) New face 

reidentification 

will be setup 

and check it IP 

in face 

registration 

system 

 

2) Gallery 

folder will be 

created and 

send it through 

TCP socket 

1) IP address of 

face 

reidentification 

system will be 

found in face 

registration system 

 

2) Gallery folder 

contain image will 

be found in face 

reidentification 

system after sent 
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Calculate the 

Accuracy of 

Face Detection 

4 Scenario will be gone 

through: 

1) 1 Face 

2) 2 Face 

3) 3 Face 

4) 4 Face 

 

Calculate the Accuracy of the 

model within 1000 captured 

frame 

 

1 – 4 face will 

real-time 

capture and 

feed into testing 

program 

 

Testing 

program will 

prompt user to 

enter the 

number of faces 

to be detected 

 

Accuracy will 

display out 

Calculate the 

Speed of Face 

Detection 

Calculate the speed execution 

of the 4 scenarios of face 

detection 

 

1 – 4 face will 

real-time 

capture and 

feed into testing 

program 

 

Speed will 

display out (in 

term of fps) 

Calculate the 

accuracy of 

true positive 

face 

reidentification 

Go through the same 4 

scenarios stated above and 

calculate the accuracy 

 

Calculate the Accuracy of the 

model within 1000 captured 

frame 

 

1 – 4 face will 

real-time 

capture and 

feed into testing 

program 

 

Testing 

program will 

prompt user to 

verify the face 

correctly 

reidentified 

 

Accuracy will 

display out 

Calculate the 

speed of true 

positive face 

reidentification 

Calculate the speed execution 

of the 4 scenarios of face 

reidentification 

 

1 – 4 face will 

real-time 

capture and 

feed into testing 

program 

 

Speed will 

display out (in 

term of fps) 
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3.2 System Design / Overview 

 Below is the whole reidentification system’s process flow. Software Developer 

may easily design out the reidentification system based on the image shown. 

 

Figure 3.16: Simply Draft on Face Reidentification Process Flow 

In this project, three pretrained model will be used which are face-

reidentification-retail-0095, face-detection-retail-0004 and landmarks-regression-

retail-0009. Intel OpenVINO provided these models in Open Model Zoo which 

published on OpenVINO official website and OpenVINO official Github site. 
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3.2.1 face-detection-retail-0004  

 SqueezeNet light is being used as a backbone in this model with a single SSD 

for indoor or outdoor scene shot. This SqueezeNet has AlexNet-level accuracy and less 

than 0.5 megabytes model’s size which consist fire modules to reduce the amount of 

calculation. Models’ single SSD head from the 1/16 scale feature map has nine cluster 

priority boxes. This model’s source framework is Caffe with 83% of Average Precision 

(AP) with 1.067 gigaFLOPS (10^9). AP is defined as the area under precision/recall 

curve.  

Input of the model should be an image with colour order BGR and has the shape 

1x3x300x300 in term of BxCxHxW. B is batch size, C is number of channels, H is 

image height and W is image width. When we deal with the model, we can found that 

model output shape is 1x1xNx7 where N is the number of detected bounding boxes. In 

every detection will have the format image_id, label, conf, position (x_min, y_min) and 

size (x_max, y_max) respectively. For example, outputs[0][0][i] will give the i-th box 

and each box has 7 numbers which has the format stated above. 

Unfortunately, every predicted box should have false positive case which mean 

that confidence threshold value is needed to be set (Only the bounding boxes above this 

threshold will be accepted) to make sure the system will not get the unnecessary 

bounding boxes (BB with no face). 
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3.2.2 landmarks-regression-retail-0009 

 OpenVINO toolkit provide two type of landmarks regression model which are 

landmarks-regression-retail-0009 and facial-landmarks-35-adas-0001. The differences 

between these two models are first model provide 5 points of face and second model 

provide 35 points on face. For face reidentification, 5 points of face is enough to be 

used and 5 points will absolute faster than 35 points which may allow embedded board 

to run the face reidentification faster. 

 Landmarks-regression-retail-0009 is a lightweight landmarks regressor which 

has a classic convolution design (3x3 convolution, normalization, activation and 

merging function). Models predict five facial landmarks which are left eye, right eye, 

left mouth, right mouth and nose. This model’s source framework is PyTorch with mean 

normed error value is 0.0705 and the gigaFlops is 0.021 which is very good to be used 

on low computation embedded board. Below is the equation of Normed Error (NE) for 

i-th sample: 

 

Where N is the number of landmarks, p-hat and p are the prediction and ground truth 

vector of the k-th landmark of the i-th sample, and di is the eye distance of the i-th 

sample.  

 Input of the model should be an image with colour order RGB and has the shape 

1x3x48x48 in term of BxCxHxW. B is batch size, C is number of channels, H is image 

height and W is image width. Model’s output shape is 1x10 which contain 10 floating 

point values for five landmarks coordinates in term of (x0,y0, … , x5,y5). All 

coordinates are rescaled into range 0 to 1.  
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3.2.3 face-reidentification-retail-0095 

 The model is based on MobileNet V2, which uses PReLU instead of ReLU6 

activation. The network applies a global depth pool and uses 1x1 convolution to create 

a 256 face embedding vector. These face embedding vectors are generated for 

comparison in cosine distance. Similar faces will become closer, while different faces 

should be far away. 

 

 

Figure  3.17: Model Structure of face-reidentification-retail-0095. Network consists of 

a batch input layer and a deep CNN followed by SoftMax function, which results in the 

256 face embedding value. 

This model’s source framework is PyTorch with LFW accuracy 0.9947 and 

gigaFlops 0.588 which has low computing requirement and suitable for embedded 

board. If the input face is on the front and aligned, the model result will be best obtained. 

Input of the model should be an image with colour order BGR and has the shape 

1x3x128x128 in term of BxCxHxW. B is batch size, C is number of channels, H is 

image height and W is image width. The input face image should be tight aligned crop 

and the five keypoints are located in the following points in range of [0-1,0-1]. 

 

Model’s output shape is 1x256x1x1 which contain 256 floating point values Output of 

the model is comparable in cosine distance. 
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For Single SSD process, SSD process used multi-box to predict the face which 

belong to one-stage. SSD is knew as faster and more accurate than Yolo. SSD uses 

CNN to perform detection directly instead of performing detection after fully connected 

layers like Yolo. In fact, direct detection of convolution is only one of the differences 

between SSD and Yolo. There are two important changes. One is that SSD extracts 

feature maps of different proportions for detection. Large feature maps can be used to 

detect small objects, and small feature maps can be used to detect large objects. The 

second is a priori box that uses different ratios and aspect ratios for SSDs. The 

shortcomings of the Yolo algorithm is that it is difficult to detect small targets and 

inaccurate positioning, but these important improvements enable SSD to overcome 

these shortcomings to a certain extent. Below we explain the principle of the SDD 

algorithm in detail, and finally show how to use TensorFlow to implement the SSD 

algorithm. 

 

Figure 3.18: SSD default boxes at 8x8 and 4x4 feature map 
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3.3 Methodology 

So far, we have understood the various models and architectures. Therefore, we 

may use these models to design the framework of the face recognition process. Below 

is a draft of the face reidentification process. 

 

Figure 3.19: Face reidentification using one-shot learning 

 

 Face reidentification can be easily perform by comparing facial embedding 

instead of traditional training of limited face which require absolute less image of 

registered face than traditional training. 

 

Figure 3.20: Comparing Facial Embedding 
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3.4 Project Milestone 

3.4.1 FYP1 Milestone 

Table 3.3: FYP1 Milestone 

  

Task 
Project Week 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 

Revised Proposal                             

Define project objective and scope                             

Collection of data 
 

                          

Analysis for Literature Review 
 

                          

*Report with supervisor current 

progress 
                            

Determine functional requirements                             

Define technologies involved                             

Determine system development 

model 
                            

*Report with supervisor current 

progress 
                            

Planning the system architecture                          

Initializing Environment                             

Building the system                        

Refining Prototype              

Documentation                        

*Report with supervisor current 

progress 
                            

Presentation of FYP 1                             



40 
Bachelor of Information Technology (Honours) Computer Engineering 

Faculty of Information and Communication Technology (Kampar Campus) 

3.4.2 FYP2 Milestone 

 

Table 3.4: FYP2 Milestone 

  

Task 

Project Week 

1 2 3 4 5 6 7 8 9 
1

0 

1

1 

1

2 

1

3 

1

4 

Build Classification System               

Applied OpenVINO into 

Classification System 
              

*Report with supervisor current 

progress 
              

Build the TCP connection 

between face registration system 

and face reidentification system 

              

Testing the system               

Debug the system               

Import Testing Data               

*Report with supervisor current 

progress 
              

Fixed error of system               

Documentation               

*Report with supervisor current 

progress 
              

Presentation of FYP2               

Figure 3.18: Flow Chart of Registration System 
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Chapter 4: System Design and Implementation 

4.1 System Flow (Software Architecture) 

 

 

Figure 4.1: System Flow of registration and reidentification system 

Both registration and reidentification system will have based on this basic 

system flow and work on it. Face registration system will have to used model to 

inference and check exist on Face databases. After that, face registration system will 

send the registered faces to all face reidentification system and make sure that face 

identification is able to reidentify registered person and unauthorized person on the spot.  
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4.2 Functional Modules in the Basic Structure 

4.2.1 Visualizer 

 This module is mainly use OpenCV to create a visualize window which display 

the detected data that processed by Frame Processor on the captured frame. This module 

will draw the instruction of system, hardware status, detected region of interest, 

detected face label, detected landmark on the frame and display it on monitor. 

 

4.2.2 Frame Processor 

 Frame Processor built the communication between every module and make sure 

the flow of the reidentification is fluently launch. This module act like a manager which 

manage every inputs and outputs of Face Detector module, Landmark Detector module, 

Faces Database module and Face Identifier module.  

 

4.2.3 Face Detector 

 In this module, every face will be detected by the model. When a detected region 

has confidence threshold level is less than 0.5 will be eliminated. That mean the 

detected region is not likely a true face. At the end, a list of high confidence detected 

region of interest will be generated and pass it to the Frame Processor for landmark 

detecting. 

 

4.2.4 Landmark Detector 

 This module is to detect the position of five key points which are left eye, right 

eye, nose, left mouth, right mouth which to be ready to input into face identifier for 

generate 256 face feature embedding. 
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4.2.5 Faces Database 

 Faces Database is used to generate a database which contain all the 256 face 

feature embedding and the label. Face Database generate these data based on the face 

contained in gallery folder which mean that only registered face will occur in the gallery 

folder. Otherwise, the person will be mark as unauthorize. 

  

4.2.6 Face Identifier 

 This module is used to generate the 256 face feature embedding based on the 

detected landmark. These values may be compared in cosine distance which is a 

measure of the similarity between two non-zero vectors in the inner product space. The 

calculated value will be in range from 0 to 1 and the  
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4.3 System Flow Micro View 

 

 

 

Figure 4.2: Basic System Data Flow 
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Figure above clearly state out the architecture and interaction between each 

module which are Visualizer, FrameProcessor, FaceDetector, LandmarkDetector, 

FaceIdentifier and FacesDatabase. All the input and output data are clearly stated out. 

The face registration system and face reidentification system will continue work based 

on this basic structure. The system will go further on this structure. 

Note: 

IENetwork retains the information about the model network read from 

intermediate representation and allows further modifications to the network. After 

necessary processing, it feeds the network to IECore, which creates an executable 

network. Hence, IECore is required during using OpenVINO to run the model network. 

IENetwork module definition can be found in OpenVINO official GitHub account. 

Other than that, some layer of model is still remaining unsupported for CPU. 

We have to include the CPU extension from the OpenVINO installation folder. The 

extension named “cpu_extension_avx2.dll” is in the inference_engine folder which 

include in deplotment_tools folder. If CPU extension is not included, system might get 

error notification and force you to include the extension to support some layers of the 

model. 
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4.4 Hardware Connection (Hardware Architecture) 

 

 

Figure 4.3: Hardware Architecture of system 

 

 This is the hardware architecture of the whole system. All intel up board connect 

to the router and DHCP will automatically assign the IP address to every system. It is 

recommended to configure static IP for face registration system such as 192.168.0.254 

with subnet mask 255.255.255.0. The most recommended way is to configure the static 

IP table which may arrange these systems easily. Due to mine management’s internet 

connectivity problem, I can’t show the static IP table here. Developer may find the 

tutorial configuration of static IP table through online. The face registration system is 

act like server and face reidentification system act like client which can be multiple 

devices. 
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4.5 Flow Chart of Face Registration System 

 

Figure 4.4: Flow Chart of Face Registration System  
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 As mentioned above, face registration system is built on the basic flow of the 

face reidentification flow. Concern about parallel properties will be required. Hence, 

two thread is created which are main thread and thread_1. Main thread is mainly used 

to manage the visualizer which has the graphical to interact with user. Main thread will 

always show the result frame and waiting for user to press the key Q and S. Once user 

press the key Q, the system will release the contained camera input and output stream 

channel and finally terminate all the thread and close the program. When key S is 

pressed, the program will flow into save progress which will pop out a window to let 

user to key in the name of the detected face. This progress will have two scenarios 

which are: face is registered and face is not registered. When program flow into face 

registered, program will pop out a message dialog to ask user continue save or save as 

a new face although it might lead system to confusing. Another scenario will directly 

prompt user to enter the name. After that, system will compress and send the gallery 

folder which containing the registered faces to all face reidentification system through 

TCP connection at port 5000 by reading the IP adderss from the “DevicesList.json” file.  

 Thread_1 is used to create the TCP socket and listening at port 5001. Once a 

connection from face reidentification system is request to connect. System will perform 

three-way handshake to establish the connection and getting the IP address of the face 

reidentification system and create a device instance, parse it into json type and finally 

append it to the “DevicesList.json” file.  
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4.6 Flow Chart of Face Reidentification System 

 

 

Figure 4.5: Flow Chart of Face Reidentification System  
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 Face reidentification system is some sort like face registration system which is 

a further version of the basic structure. Face reidentification system will also have two 

thread to run parallel which are: Main thread and Thread_1. Main thread is same like 

face registration system which mainly focus on manage visualizer. The little bit 

modification is program will register the IP address to the face registration system 

through TCP connection at port 5001 at the beginning. 

 Thread_1 of the face reidentification system will also create a TCP socket and 

listening at port 5000 to waiting for face registration system to send compressed gallery 

folder. Once the compressed folder received, program will automatically unpack the 

archive and replace the existing gallery folder. After that, program will send a flag to 

main thread to force the main thread close the visualizer for updating the faces database. 

 

4.7 Refining Prototype 

After evaluation, the face reidentification system has to redesign based on the 

primary output such as the calculated accuracy is low, the speed of getting result is slow 

or anything else. After the changed, the second output will be evaluated in the same 

manner as was the primary output. These steps are reiterated persistently, till the users 

are satisfied with the output. 
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4.8 Final Product 

The inference step will be repeated many times until all potential users of the 

system are satisfied that the prototype represents the desired final product and the final 

system will only be built based on the final prototype. The final system is fully 

evaluated and tested. Prevention of large-scale failures and minimize downtime will be 

carried out on a continuing. 

 

Figure 4.6: Hardware Configuration of Face Registration System  

and Face Reidentification System 

 

 Red frame is the face registration system and green frame indicate face 

reidentification system. These systems supposed to be connected to router, but due to 

limitation of resources, point-to-point network is connected through CAT7 Ethernet 

Cable which has same function as router.   
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4.8.1 Development Environment Setup 

First and foremost, installing operating system is the most important step to do. 

Operating system Ubuntu 16.04 LTS installed as the below figure shown. 

 

Figure 4.7: Ubuntu 16.04 LTS Version 

After that, python3 should be upgrade and download the necessary module 

through commands “pip3 install xxx”or “python3 -m pip install xxx”, where xxx is the 

module name. 

 

Figure 4.8: pip3 command   
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Python Tkinter is needed to build up the face registration GUI. Tkinter is 

included with standard Linux, Microsoft Windows and Mac OS X installs of Python 

thereby developer may directly use “import tkinter” to use in python program.  

 

Figure 4.9: Tkinter Version 

Besides that, OpenCV is also needed to invoke the driver of camera and use the 

camera to capture the frame of user’s face.  

 

Figure 4.10: OpenCV (OpenVINO) 

The needed module can be installed via the requirement.txt that prepared. 

Command “sudo pip3 install -r requirement.txt” can help to recursively install the 

correct version of module. The requirement.txt as the below figure shown.  

 

Figure 4.11: Content of requirement.txt 
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Other than that, installation of OpenVINO is an important way. OpenVINO can 

be download from the Intel OpenVINO official website. The installation way for ubuntu 

is different with window. For window user/developer may go through online search for 

installation way for window.  

 

Figure 4.12: Folder hierarchy of OpenVINO 

User and developer should download and install the needed dependencies of the 

OpenVINO by “sudo -E ./install_openvino_dependencies.sh” and set the variables 

(source /opt/intel/openvino/bin/setupvars.sh) to ~/.bashrc file. 

 

Figure 4.13: Result of OpenVINO Verification Script 

 After installation and configuration, make sure the inference pipeline 

verification script file (./demo_security_barrier_camera.sh) in the folder 

“/opt/intel/openvino/development_tools/demo” is runnable. If not, please check with 

the Intel OpenVINO official website. 

Note: 

 Squeezenet model is not included in the folder. Please download the model file 

from OpenVINO Github. 
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Figure 4.14: Successful of installing OpenVINO 

 If configuration is correct, an image display resulting frame will be displayed. 

This mean that OpenVINO had successfully installed and all the necessary tools exists 

and welcome to the OpenVINO world. 
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4.8.2 Face Registration System  

 

Figure 4.15: Folder hierarchy of Face Registration System 

Figure show that the files contained in face registration system. Program has an 

entry point which is “main.py”. User or developer may use “python3 main.py” to 

launch the program. “face_registration.py” is the program that create visualizer, frame 

processor, face detector, landmark detector, face reidentifier and faces databases. 

“gallerySend.py” is the subprogram to send the gallery file to face reidentification 

system when a new face is saved. Other than that, “IP_controller.py” is an extra 

program designed for debugging purpose which let developer check, add and remove 

the recorded IP address. 

 

Figure 4.16: Registered Face Image in gallery folder 

 

Figure 4.17: Registered Face Image in gallery folder 2 
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Figure above showed the files that contained in gallery folder. Face reference 

image may be found in this folder. This folder act like a face database which provide a 

platform to let program compare the cosine distance with each image. 

 

 

Figure 4.18: IP_controller.py 
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Although “IP_controller.py” is an extra program, we still need to ensure this 

program will work smoothly and deal for any exception. This figure showed the testing 

of all possible input to “IP_controller.py” which had ensured that program won’t get 

the error easily.  

After we launched the program, program will start another thread to listerning 

port 5001 to register incoming face reidentification system IP.  

 

Figure 4.19: Port Listening at 5001 

 Figure showed the system is listening port 5001 which used to register incoming 

system’s IP. 

 

Figure 4.20: DevicesList.json 

 Figure showed the system’s registered IP address of each face registration 

system’s IP. 192.168.137.14 is the IP address of the first face reidentification system. 

Face registration system will send gallery file follow the sequence of the json file.  
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4.8.3 GUI of Face Registration System 

 

 

Figure 4.21: GUI of Face Registration System 

A window will be brough to the front to display the captured and process frame 

result. User may click key “q” or “escape” to close the program or press s key to register 

and save the image into face database. 

 

 

Figure 4.22: Save Face Window 

  

 When user click key ‘s’, detected face will be scale and display out to prompt 

user to key in the name. User may direct key in name into the pop out window and 

finally click key “enter” to save the image. 
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New Face Scenario: 

 

 

Figure 4.23: New Face Detected 

 When face registration system launched, system will detect the human face, if 

the face is a new face, system will show “New Face” above the detected face’s region 

of interest. 

Registered Face Scenario: 

 

 

Figure 4.24:  Registered Face Detected 

 If the face is registered in system, “Face Reidentify as XXX” will appear above 

the detected face’s region of interest.  
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Figure 4.25: Duplicated Face Image Save 

 

 System will ask your choice for adding second image or create a new identify 

for the face when you click the key S to save the detected face image.  

 

 

Figure 4.26: Duplicated Face Image Save as new identity 

 The worst-case scenario of the system is you reidentify as some other person, 

this mean that your face is similar to that person based on the model’s algorithm. If 

keep adding your face into system may result in the person reidentify as you and you 

being reidentify as that person.  
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Multiple Face Scenario: 

 

 

Figure 4.27: Multiple Face at Face Registration System 

 

The registration system will detect the number of faces in the frame, it will 

automatically stop reidentify person when the number of faces is larger than two. If the 

face registration is register more than two face to one person, system will go confuse 

and will not be able to reidentify these two people anymore.  
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4.8.4 Face Reidentification System  

 

 

Figure 4.28: Folder hierarchy of Face Reidentification System 

As the figure showed, face reidentification system will also have an entry point 

which is “main.py”. User and developer just need to type in “python3 main.py” to bring 

up the program.  

4.8.5 GUI of Face Reidentification System 

 

 

Figure 4.29: GUI of Face Reidentification System 

 

 GUI of face reidentification system is same like GUI of face registration system 

but less from the save key to press. Face reidentification no much work to do, it only 

need reidentify person.  
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Register IP Scenario: 

 

 

Figure 4.30: Register IP Window 

 Once the system brough up, system will prompt user to enter the IP address of 

the face registration system. This step is to register IP address of face reidentification 

system to face registration system. 

 

Registered Face Scenario: 

 

 

Figure 4.31: Registered Face Detected 

 The detected face will go through comparing process which compare with each 

face images in faces database in cosine distance. Result of the comparation will be get 

and output to the visualizer to display it out.  
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Unauthorized Face Scenario: 

 

 

Figure 4.32: Unauthorize Face Detected 

 When some unauthorized person’s face is captured by camera, system will draw 

it with red rectangle and showing “Unauthorize” label above the detected region of 

interest. If required, developer may easily add their Telegram bot into code to notify 

the manager that “there are some unauthorized person go into factory”.  
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4.9 Use Cases 

 

Figure 4.33: Use Case of Face Reidentification System 

Figure above is the operating concept of whole system. When a new visitor is 

requesting to go into the factory, face registration is required. As mentioned above, face 

registration will send to all face reidentification system though TCP connection. That 

mean every face reidentification system will update the faces databases at the same time. 

There is no require to capture the visitor’s face million time and only 1 face image 

required to reidentify the person. As the concept mentioned, Unauthorized Person will 

be detected as Unauthorized and the colour of the region of interest will go red. If 

require, developer may further code on the face reidentification system that may notify 

the manager through Telegram. Telegram bot may be built up through Telegram Bot 

API and developer may find the tutorial through its official documentation. The person 

who registered will be reidentify and the name of the person will appear above the 

region of interest. The colour of the region of interest will also go green.  



67 
Bachelor of Information Technology (Honours) Computer Engineering 

Faculty of Information and Communication Technology (Kampar Campus) 

Chapter 5: System Evaluation and Discussion 

 In this chapter, verification plan that designed before will be carried out. 

Different scenarios will be tested such as 1 face, 2 face, 3 face and 4 face. First will test 

for accuracy of the face detection model within 1000 frames and face reidentification 

will also be tested within 1000 frames. 

The accuracy of the face detection can be calculated by the equation: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝑓𝑎𝑐𝑒 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛) =  
1 −  

|𝑌(𝑥) − 𝑥|
𝑥

1000
 𝑥 100% 

, where x is the ground truth of number of detection face. 

 

Other than that, speed of the face detection is calculated by the equation: 

𝑆𝑝𝑒𝑒𝑑 (𝑠/𝑓) =
∑ (𝑇(𝑓(𝑖 + 1)) − 𝑇(𝑓(𝑖)))999

𝑖=0

1000
 

, where f is frame and T is time. 

 

The accuracy of the face reidentification is some sort like face detection’s accuracy 

equation: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝑓𝑎𝑐𝑒 𝑟𝑒𝑖𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑐𝑎𝑖𝑡𝑜𝑛)

=  
 (1 −  

|𝑌(𝑥) − 𝑥|
𝑥 ) (

𝑥
𝑥 + 𝑦) + (1 −

|𝑌(𝑦) − 𝑦|
𝑦 ) (

𝑦
𝑥 + 𝑦)

1000
 𝑥 100% 

, where x is the number of known persons, y is the number of unknown persons. 

 

The speed equation of face reidentification is same as face detection.  
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5.1 Face Detection 

For calculating the accuracy and execution speed of the face detection. A script 

is needed to calculate the accuracy.  Below is the script flow to detect the accuracy and 

speed. 

 

 

Figure 5.1: Flow Chart of Face Detection Verification Script  
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5.1.1 Face Detection – 1 Face 

 

Figure 5.2: 1 Face Detection 

  

Figure 5.3: Accuracy of 1 Face Detection 

Figure showed that face detection model has 99.7% accuracy when detecting 1 

face and around 0.238 second to process 1 frame.  
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5.1.2 Face Detection – 2 Face 

 

Figure 5.4: 2 Face Detection 

 

Figure 5.5: Accuracy of 2 Face Detection 

Figure showed that face detection model has 96.7% accuracy when detecting 2 

faces and around 0.213 second to process 1 frame.   
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5.1.3 Face Detection – 3 Face 

 

Figure 5.6: 3 Face Detection 

 

Figure 5.7: Accuracy of 3 Face Detection 

Figure showed that face detection model has 95.6% accuracy when detecting 3 

faces and around 0.238 second to process 1 frame.   
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5.1.4 Face Detection – 4 Face  

  

Figure 5.8: 4 Face Detection 

 

Figure 5.9: Accuracy of 4 Face Detection 

Figure showed that face detection model has 98.0% accuracy when detecting 4 

faces and around 0.244 second to process 1 frame.   
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5.1.5 Face Detection Test Result 

 

Figure 5.10: Relationship between accuracy and no of faces in face detection 

 

Figure 5.11: Relationship between execution speed and no of faces in face detection 

Based on the data collected, a graph is plot out as the figure showed. From the 

graph, we knew that accuracy of the face detection model is going down when faces 

become more but the accuracy increases at faces equal to 4. This indicated that number 

of faces is not the only limited to decrease the accuracy. The other possible attribute to 

limit the accuracy of the model could be the complexity of the frame. The more 

transition of colour change of frame might affect the accuracy of model. Besides that, 

the average execution time of the face detection model has no huge differences. Hence, 

more face might not affect the model.  
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5.2 Face Reidentification  

For calculating the accuracy and execution speed of the face reidentification 

system. A script is needed to calculate the accuracy.  Below is the script flow to detect 

the accuracy and speed. 

 

Figure 5.12: Flow Chart of Face Reidentification Verification Script  
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5.2.1 Face Reidentification – 1 Face 

  

Figure 5.13: 1 Face Reidentification 

  

Figure 5.14: Accuracy of 1 Face Reidentification 

Figure showed that face reidentification system has 99.6% accuracy when 

reidentifying 1 face and around 0.208 second to process 1 frame.   
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5.2.2 Face Reidentification – 2 Face 

 

Figure 5.15: 2 Face Reidentification 

  

Figure 5.16: Accuracy of 2 Face Reidentification 

Figure showed that face reidentification system has 98.0% accuracy when 

reidentifying 2 face which is 1 registered face and 1 unregister face. System have 

around 0.286 second to process 1 frame.   
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5.2.3 Face Reidentification – 3 Face 

 

Figure 5.17: 3 Face Reidentification 

  

Figure 5.18: Accuracy of 3 Face Reidentification 

Figure showed that face reidentification system has 96.30% accuracy when 

reidentifying 3 face which is 2 registered face and 1 unregister face. System have 

around 0.345 second to process 1 frame.   
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5.2.4 Face Reidentification – 4 Face 

 

  

Figure 5.19: 4 Face Reidentification 

  

Figure 5.20: Accuracy of 4 Face Reidentification 

Figure showed that face reidentification system has 99.0% accuracy when 

reidentifying 4 face which is 3 registered face and 1 unregister face. System have 

around 0.4 second to process 1 frame.  
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5.2.5 Face Identification Test Result 

 

Figure 5.21: Relationship between accuracy and no of faces in face reidentification 

 

 

Figure 5.22: Relationship between execution speed and no of faces in face 

reidentification 

 Based on the graph above, we knew that accuracy of face reidentification system 

is going down when faces become more and accuracy increase at 4. This could be the 

same problem met in the face detection model. Hence, complexity of frame could be 

the key point that limited accuracy of face detection model. Other than that, average 

execution time of face reidentification system is going longer while the face become 

more. This noticed that number of faces will affect the execution times of face 

reidentification, high computation computer is required for more person reidentification. 

In a result, limited persons of reidentification is no problem for embedded board. If the 

number of people continues to rise, the board will take longer to reidentify every 

person’s identity. If the person is limited to maximum 4 faces, up board with 

OpenVINO did very well already.  
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5.3 Limitation and Future Enhancement 

 

 The limitation and weakness of the system could be the up-board’s computation 

power. Although up board is higher computation power compare than other low-end 

embedded board, up board is still not enough power to deal with more people 

reidentification at the same time. If possible, please change the embedded board to other 

embedded board with Intel CPU which is able to run the OpenVINO. The other way to 

solve this problem could be implement the GPU extension to OpenVINO. But this way 

will no have much differences from CPU based on current’s Intel’s GPU performance. 

If Intel’s GPU performance becomes better in the future, user or developer could try to 

add the GPU extension of the OpenVINO to the code. If user and developer have high 

speed internet connectivity, user and developer could try to build OpenVINO in server 

and provide the application programming interface for client to connect. Then every 

face reidentification system could have low computation usage which send the frame 

to the server for reidentification purpose, and then send the processed frame back to the 

client for displaying purpose. This method is on the premise that the server is based on 

Intel architecture. 

 Other than that, this system also got another problem is required to be solve. 

When face reidentification system receives the update face database signal from face 

registration system, face reidentification system will destroy the visualizer and reopen 

to update the faces database due to camera is occupy the channel, faces databases cannot 

be updated. This is a little bug and needed to be solve.  
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Chapter 6: Conclusion 

 

With the rapid changes of technology, people are increasingly focusing on 

accuracy, speed and confidentiality of a system. These performances are directly 

proportional to the success rate and the amount of true positive cases. An optimized 

model of neural network model is become more and more important to solve the 

problem stated above. Therefore, developer have to implement some latest technology 

in this project to optimized the model and make the inference and prediction of neural 

network become faster. Intel as the leader of the technology, they release the latest 

technology which is OpenVINO. OpenVINO is highly possible to speed up and 

improve the accuracy of pretrained model, so that developer may easily perform the 

face reidentification in any field and place. 

Other than speed and accuracy, almost all of the current IoT devices are not 

compatible to perform inference to classify the image due to lack of GPU. An GPU 

may cost thousands of ringgits and even more. Hence, OpenVINO is now released and 

allow developer to use Intel UP Squared board to perform inference, meanwhile, a 

system with lower cost may be developed easily and only one GPU needed in system. 

Though this project is face reidentification in smart factory by using OpenVINO, 

but this project is more like a demonstration to guide developer to perform face 

reidentification in any filed even in an unremarkable house to prevent thief invasion. 

This project guide developer to develop a system which has some function like capture 

face, pre-processing to captured face (adjust the brightness of captured faces, rotate the 

image to make different view from captured faces), real time face recognition and 

applied OpenVINO to make inference stage become faster. 

Although the project looks perfect, there are still some possible improvements 

that could be done in future, such as higher-end of Intel CPU can be applied for faster 

speed of inference on IoT devices or latest neural network architecture like SSD-

MobileNet V3 can be trained lead into low memory usage and high-performance result. 
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The proposed system in this project make face recognition system faster, more 

accuracy and confidentiality. In the future, face recognition system using OpenVINO 

will have more advantages in any SME. These may help SME to track their employees, 

visitors and machines thereby lower their cost to build a smart factory. Other than that, 

SME is able to retrieve visitors’ information and location anywhere and anytime. 
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