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ABSTRACT 

Conferencing/meeting is an activity that is inevitable in almost every workplace 

because it acts as a prominent role for determining the future of business operations.

most of the existing systems are developed upon 

occupancy analysis technique, which are just aimed to detect the presence of occupants 

in a meeting room instead of the on-going activities. Event detection in meeting rooms 

is critically important as one may misuse the conference room by occupying it merely 

for irrelevant purposes. To ensure that everyone is utilizing company resources in a 

proper way, this project delivers a web-based Smart Conference Room System for 

classifying the happening events in meeting rooms. In order to achieve this, some 

human action recognition techniques would be applied for capturing and understanding 

the motion information of the occupants.  

In this project, the R(2+1)D with variant of 34 layers architecture  (Tran et al. 2018) is 

proposed as the network architecture and it will be built within a two-stream framework 

for capturing the spatiotemporal features of a video. The model is pretrained on the 

Kinetics Human Action dataset before finetuning with the Conference Dataset collected 

from meeting rooms in company X. The raw footages collected from Company X are 

being preprocessed through in-depth data annotation and labelling based on the on-

going activities in different meeting rooms.  

After the successful attempt of acquiring the pretrained model, the learned features and 

weights are then transferred for finetuning the newer model that is based on the 

preprocessed Conference Dataset. Consequently, the newer model is integrated into a 

web-based system in order to handle event detections in a meeting room. Apart from 

that, one of the approaches for object detection, You Live Only Once, also known as 

YOLO, will be incorporated into this system to act as an object counter for providing 

extensive information. Additional analytics are delivered in this system for companies 

to gain insights into the usage of meeting rooms.  
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CHAPTER 1 INTRODUCTION 

1.1 Project Background 

form great atmosphere for companies to welcome 

clients in addition to build up their confidence towards the companies.

 

 

There also
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As 

soon as the space is being reserved by someone, it is then off-limits to all other users. 

 

Perhaps some of the employees would utilize large spaces just to conduct a small-

grouped meeting. For instance, a meeting room built for 30 people is being utilized by 

only a team of 3 people.

 

As the world becomes more and more digital, a number of applications such as face 

recognition systems, object detection, augmented reality and video surveillance system 

has been introduced to the world for improving life quality. In order to conduct a more 

effective and efficient meetings, different types of smart conference room technologies 

have been launched to foster collaborations among employees. To illustrate, an 

artificially intelligent speaker that is built on top of NLP, is designed to streamline 

meetings in a meeting / conference room. Sitting at the middle of a meeting table, the 

speaker will respond to individuals who provide instructions via voice commands. The 

audio inputs received will first be decoded into a series of tasks via a speech recognition 

model. After interpreting the messages, the system would then perform the tasks 

correspondingly without any delay. As such, a smarter workplace could be created by 

simplifying meeting room experiences for employees. 

It is undeniable that the building energy use is mainly dominated by heating, cooling 

and lighting, whereby lighting dominates the most in terms of energy usage. Thus, a 

smart conference room with the application of lighting control system (Afshari et al. 
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2015) is established for brightness controls, vacancy detection and personal controls. 

The system could automatically activate different lights based on acoustic events 

identified in the room, which then reduces energy costs in the enterprises.  

Apart from that, there are some smart meeting room systems, whereby multiple type of 

sensors is used to monitor room occupancy (Saralegui et al. 2019). As such, the issue 

g could be eradicated as well as if no one is being detected within 

certain minutes after the scheduled time, the system will automatically update the room 

status, making it accessible to other employees. However, in spite of scheduling and 

managing meeting room resources, these existing smart conference room systems are 

incapable of identifying human activities on-the-go in the meeting rooms. Thus, 

companies are unable to ensure that all the rooms are being utilized appropriately with 

proper use cases. 

Having discovered why meeting rooms are often the go-to place for many employees, 

it actually could be deduced by saying that the insufficient number of meeting rooms is 

not the key of these problems. I

 

1.2 Meeting Event Detection for a Smarter Meeting Room 

Despite that there are already numerous systems built and integrated for SCR, there are 

still limited attempts on utilizing human action recognition task in conferencing 

environment.  

 

Human action recognition (HAR) is a technique that 



CHAPTER 1 INTRODUCTION

BCS (Hons) Computer Science  4 
Faculty of Information and Communication Technology (Kampar Campus), UTAR 
  

 

 

 

Figure 1.1 Empty meeting room 

 

Figure 1.2 Meeting is on going 
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Figure 1.3 Room hogging 

By detecting the presence of occupants and the activities they are carrying out in the 

meeting room, different types of meeting analytics could be generated.
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1.3 Project Scope and  

 

 

I.  

In order to build a system integrated with 

human action recognition, deep models such as ConvNets are required for performing 

video analysis and making predictions. In this case, the video inputs will be convolved 

over multiple CNNs in order to extract spatial and motion features for on-going event 

detections in conference rooms. The implementation details will be discussed later. 

II.  
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III.  

By 

 As such, it could aid in 

producing analytics for

This information is vital for deducing if the 

conference room is abused or underused. 

 

1.4 Work Distribution 

Owing to the reason that this 

project is conducted within a group of two persons, a series of tasks are discussed and 

distributed in a fair and equal manner, whereby each of us shared the equivalent amount 

of contributions to this project. The distributed tasks are as follow: 

No. Task(s) Member 

1. 

Data preparations including data cleaning, data 

annotations and data preprocessing (200 hours of 

footages) 

Belinda, Yi Jian  

(100-hours-footages for 

each person) 

2. 
Implementation of optical flow stream within two-

stream framework 
Belinda 
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3. 
Implementation of RGB stream within two-stream 

framework 
Yi Jian 

4. Fusion of two-stream network Belinda, Yi Jian 

5. Implementation of YOLOv3 as an object counter Belinda, Yi Jian 

6. 
Web application (user interfaces) for system 

administrator mode 
Belinda 

7. Web application (user interfaces) for developer mode Yi Jian 

Table 1.1 Tasks distribution 
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CHAPTER 2 LITERATURE REVIEW 

Several types of SCR Systems are introduced to resolve the issues stated above. The 

features of SCR Systems include automated lighting control, voice assistant and so on. 

This chapter will be divided into 3 sections, which are Section 2.1, 2.2 and 2.3 

respectively to discuss about the existing SCR systems, techniques used for 

implementing Human Action Recognition and Object Detection. 

2.1 Smart Conference Room Systems 

In this section, a product review on two commercial SCR Systems is performed. In 

Section 2.1.1, an NLP-based smart conference system called Alexa is introduced. Then, 

Section 2.1.2 reviews an IoT-based conference system which uses an array of sensors 

to detect meeting activities.  

2.1.1 Alexa for Business 

Alexa for Business (Amazon Alexa 2017) is a service provided by Amazon to improve 

ns and increase productivities in the workplaces. It is built 

based on Natural Language Processing, usually known as NLP, which deals with the 

interactions between human natural languages and computers. To illustrate, when users 

make requests from Alexa, i

corresponding words. After interpreting the requests from information gathered, Alexa 

then responds to the users by speaking or performing the requested activities.  

 

Figure 2.1 2017) 

Alexa provides many intelligent features based on NLP technologies, which 

is considered a new and excellent platform to bring voice interactions to businesses and 



CHAPTER 2 LITERATURE REVIEW

BCS (Hons) Computer Science  10 
Faculty of Information and Communication Technology (Kampar Campus), UTAR 
  

corporations. First of all, Alexa allows a meeting room to be voiced control where users 

issue instructions, e.g., turning on and off devices, by means of voice commands. A 

proprietary speech recognition model is used to decode voice commands into built-in 

functions. The model is built on the Amazon's cloud platform and is relying on their 

device, Amazon Echo speakers, for streaming audio inputs from users for further 

processing. As such, it effectively eliminates all the necessities for users to manually 

handle the equipment in a conference room. With Alexa for Business, working 

operations can be made much more efficiently using voice commands regardless of 

where the employees are in the workplace. It eventually builds a smarter workplace 

which simplifies meeting room experiences for the employees.  

Apart from that, Alexa supports customized voice commands based on the need of 

individual users through a development kit. Using the development kit, people are 

allowed to build their personalized functions for enhancement of device capabilities as 

well as for richer user experiences. For example, while integrating with personal cloud 

calendar, Alexa could be utilized as an intelligent voice assistant by allowing users to 

manage personal schedules, update to-do lists and set reminders by means of voice 

commands. This could be achieved as Alexa is built on top of cloud-based intelligence 

where natural language understanding, text-to-speech processes and complex automatic 

speech recognition are impressively handled in the platform. Thus, this aids users in 

streamlining their tasks with a faster and simpler way.  

It is undeniably that Alexa benefits a great number of companies owing to its 

outstanding competences in handling voice commands. However, data privacy and 

security issues are always the major concerns due to the always-on microphone 

associated. Collections of personal information would be processed and stored in 

Amazon cloud regularly as long as the microphone is turned on. Thus, people may gain 

access to the information and monetize it in the form of targeted advertisements.  In 

addition, Alexa is unable to handle any visual inputs. For instance, Alexa is uncapable 

of recognizing face, detecting number of people and monitoring their activities in the 

conference room. Hence, it is unable to identify on-going events in the area. It only 

works from a general perspective which is to help users in solving problems through 

the standard voice commands from users. As a result, it is unable to react appropriately 

according to the surrounding situation of the conference room.  
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2.1.2 Wireless IoT-based Occupant Detection in Smart Conference Room  

Recently, Internet of Things (IoT) devices are getting famous in the aspects of sensing 

and actuating. They are enhanced with the capabilities to converse with one another 

and perform different tasks for themselves via the connection to the local network. One 

of the fields which has acquired great impacts from IoT is the smart building system, 

owing to the reason that most people spend their time inside a building. For instance, 

their home, restaurant, office, library and so on. Equipping with various sensors and 

connecting up with multiple objects, these devices are able to collect real-time 

information in certain environment and perform certain tasks in a timely manner. To 

illustrate, for smart home or conference room, the information can be used to regulate 

the air-conditioning temperature and turn on / off electrical devices. 

As buildings are one of the entities that consuming high power resources, it is a 

necessity to deploy a power monitoring system in buildings to avoid power wastage. 

On top of that, it is proven that human behaviour is the main dominance of energy usage 

in a building. For example, turning on / off lights or air-conditioner. Thus, to reduce the 

overall energy consumption of buildings, (Saralegui et al. 2019) proposed a system 

which is based on a technique namely Model Predictive Control (MPC). The predictive 

models are developed to control HVAC systems while satisfying the requirements and 

occasions happened in a real building. A wireless interconnected sensing network is 

deployed in four meeting rooms in a company for monitoring human presence and 

changes in thermal behaviors. The network is based on six different types of sensors 

such as relative humidity, temperature, vibration, ultra-violet radiation, motion and 

light sensors. These sensors are installed in each meeting room for detecting changes 

and transferring data collected among each other. Later, the information gathered would 

be extracted into usage patterns and would be utilized for posterior predictions of room 

usage.  

Specifically, four of the connected nodes in this network would aggregate their data 

and establish communication among each other via a microcontroller device. The 

microcontroller device collects all the data from every room via wireless 

communication and explicitly stores them into a database so that people can access the 

data via API. The information obtained will be fed to Model Predictive Control 

strategies, so that it would be possible to predict future human room occupancy and 
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conserve energy by efficient lighting control. Besides, the data gathered can be used as 

room usage analytics in order to discover patterns, which could be useful in estimation 

of energy consumption as well.  

 

Figure 2.2 Overview of deployed IoT sensing equipment (Saralegui et al. 2019) 

Since the multi-sensors do not provide occupancy information directly, an automatic 

data modeling process is used to convert the raw data collected into binary occupancy 

data with an interval of 5 minutes. For every 30 minutes, multiple 5-minute information 

would be averaged to obtain more representative value in order to avoid misreading. 

For instance, misreading will occur when the occupant has no moving actions in the 

meeting room.  

One of the main advantages of this system is that the efforts and costs in deploying such 

a complex network is significantly reduced by integrating wireless IoT equipment in 

the system. Only four nodes along with a microcontroller which is responsible for data 

collection, storage and data accessibility is used. This allows quick and easy 

installations which is such a huge improvement in terms of scalability and flexibility. 

Besides, this work completely eliminates the needs for people to explicitly interact with 

the system. The automation process can cut down the operational cost and energy. For 

instance, if there is no any human presence detected in a meeting room, the 

microcontroller will immediately switch off all the lights and equipment in the 

particular room, which eventually reduces the energy consumption. 

The limitation of this work is that the system may fail in functioning correctly in the 

rooms that are larger than the detection range of the sensors. Despite the fact that this 

could be resolved by deploying more PIR sensors, it may become cost-ineffective and 
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may require more efforts for multiple sensors installation. Other than that, if the size of 

the room is not large enough, sensors like CO2 sensors and sound are practically 

infeasible due to the reason that the measurement of sound and CO2 may fluctuate 

wildly. As a consequence, the system may provide false positive or negative results. 

Furthermore, PIR sensors are only able to capture the presence of people instead of 

their actions. Thus, the system is unable to distinguish whether the rooms are utilized 

appropriately with proper use cases. 

Based on the consideration of these issues, in order for a system to work more reliably, 

the system must be able to reflect on visual inputs. This is due to the reason that 

occupancy analysis-based systems are restricted to merely detect the occupancy 

conditions without considering the context of human activities. Hence, this project is 

developed based on a more robust technique such as human action recognition 

technique in order to detect event in conference room based on the motion information. 

2.2 Action Recognition in Videos 

Automatic understanding of human activities and his/her interactions with the physical 

environment have been one of the popular research areas in recent years. Due to its 

wide variety of potential applications in the real-world environment, many researchers 

have worked on designing various kinds of deep learning and hand-crafted approaches 

in order to improve accuracy and performance for action recognition. Unlike image 

classification, the feature representation of human actions in video describes not only 

the human appearance the spatial form, but also motion among the image sequences 

which could only be extracted via temporal changes. Hence, tasks of interpreting what 

is happening in a video could be extremely challenging compared to image 

classification. 

This section will be divided into 2 sub-sections where Section 2.2.1 describes one of 

the popular hand-crafted approaches in handling action recognition and Section 2.2.2 

presents several deep learning systems including C3D, I3D and R(2+1)D network 

architecture, which are superior towards the field of video processing and recognition. 

2.2.1 Hand-crafted Methods 

Before the deep learning era, action recognition in videos are mainly performed through 

traditional hand-crafted representation-based approach. These methods focus on local 
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feature or holistic feature detectors and descriptors which are being designed through 

experience. Generally, a hand-crafted method is made up of three main phases such as 

foreground detection, hand-crafted feature extractions and classification accordingly. 

After developing a feature descriptor based on self-experience, useful features are 

extracted from sequences of frames. Later, a common classifier, e.g., Support Vector 

Machine (SVM) is trained for performing classification. Some of the popular hand-

crafted approaches on performing action classification are Scale Invariant Feature 

Transform (SIFT), Space Time Interest Point (STIP) and Improved Dense Trajectories 

(IDT). Since iDT (Wang & Schmid 2017) had achieved the state-of-the-art at the 

moment prior to this work. 

Owing to the tremendous expansion of the real-world video data in terms of its size and 

complexity, more and more challenges have gradually emerged in the field of video 

recognition. To illustrate, there might be diverse ways and time intervals required for 

different people to perform certain actions. This might lead to intra-class variations and 

it may be confusing for models in learning the features. Similar to image recognition, 

the problematic issues like background clutters and obstructions might still happen in 

video recognition. Moreover, the moving background objects which lead to camera 

motion and motion clutter, may result in the variability of learning patterns, which then 

turn down the performance in solving the tasks. Low quality of video data which is 

induced by noises from sensors, countless video decoding artifacts and camera jitter, 

might be one of the key challenges as well. Furthermore, high computational cost is 

required for solving such complicated tasks due to the heavy processing of large-scaled 

datasets. 

In order to solve the issues aforementioned above, (Wang et al. 2013) proposed an 

approach based on dense trajectory features in order to densely sample the feature 

points on numerous spatial scales. Making it possible on tracking the feature points 

reliably, the points located in similar areas are suppressed, and this could be done by 

median filtering in a dense OF field introduced by (Farneback 2003). This approach is 

shown to be efficient in representing motions by tracking them based on the 

displacement information gained via dense OF algorithm. Subsequently, inspired by 

the achievement of dense sampling in handling motion information, (Wang & Schmid 

2017) proposed a network architecture, iDT, which robustly estimates human motions. 

This could be achieved by tracking the dense points using displacement information 
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obtained from dense OF. The implementation of this work is almost comparable with 

the one mentioned earlier. 

Additionally, an explicit camera motion estimation is established by extracting features 

point that matches between sequences of frames by using  dense optical 

flow and SURF descriptors. An adequate yet corresponding candidate matches are 

generated and used as homography estimation. Figure below shows the visualization of 

homography estimation. The red arrows correspond to dense optical flow matches 

while green arrows are from SURF descriptors. 

 

Figure 2.3 Visualization of candidate matches of homography estimation 

 (Wang & Schmid 2017) 

Since human motion is not consistent with camera motion estimation, a robust human 

detector (Prest et al. 2012) which combines several part-based detectors, is applied in 

this work for extractions of different parts of human features. By doing so, the possible 

outlier matches could be eliminated during camera motion estimation, making the 

system to be more powerful. In other words, the global background motions could be 

eliminated as the background trajectories are already removed. 

 

Figure 2.4 Estimated homography with and without human detectors 
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To sum up, the proposed system had significantly outperformed the state-of-the-art 

video representation and solved action recognitions task efficiently.  

However, there might be several drawbacks for the traditional approaches in 

performing action recognitions. For most of the hand-crafted methods, they require an 

accurate human modeling and tracking, which still remains as a difficult problem up to 

this time. In addition, some of them are significantly computational expensive and time-

consuming than modern techniques as feature detectors and descriptors are manually 

engineered by the researchers. If there are many classes of objects or events for 

detection and recognition, a great number of descriptors are needed to be designed for 

them one by one in order to extract diverse features, and this is impossible due to the 

time constraint. Thus, deep learning systems are introduced recently with the concept 

of end-to-end learning where machines would discover the underlying patterns of each 

specific class of objects automatically without any manual intervention. 

2.2.2 Deep Learning Systems 

In recent years, the research community has significantly drawn lots of attentions to 

video analysis due to its complex structure. Unlike static image classifications, both 

spatial and temporal information are essential for video analysis and high accuracy 

action recognition. Temporal features extracted from video could provide additional 

information as video consists of more frames compared to image, whereby the motion 

patterns can only be exploited from these successive number of frames. In light of fact, 

majority of hand-crafted procedures are actually unable to extract high-level distinctive 

information from raw frames due to various problems like high complexity and noises. 

While deep learning has significantly grown with the digital era that has brought about 

big data in all forms, it has attained great attentions among researchers for solving 

various video analysis tasks. 

Deep networks such as Convolutional Neural Networks (CNN) have found to be one 

of the outstanding methods for feature extraction in such a large and complex data. 

They have yielded impressive results in performing action classification on videos. 

Several deep models are able to outperform the performance achieved by iDT. For 

instance, Convolutional 3D (C3D) (Tran et al. 2015), two-stream Inflated 3D ConvNet 

(I3D) (Carreira & Zisserman 2017) and R(2+1)D. Each network architecture will be 

discussed in detail in the following. 
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C3D Network Architecture. 

Prior to the invention of 3D convolutions, several works are proposed to solve video 

classification tasks by using 2D convolutions. This is due to the reason that 2D 

convolutions are proven to be an effective approach to extract features from images. 

Therefore, researchers attempted to reimplement the 2D convolutions into the video 

classification domain. For example, (Karpathy et al. 2014) proposed to perform feature 

extraction on the rescaled frames of the video independently using 2D CNNs. However, 

the performance of 2D-based approaches became irrelevant and obsolete rapidly as it 

failed to capture the complex motion information from the video inputs. (Tran et al. 

2015) solved this issue by proposing a novel architecture known as Convolutional 3D 

(C3D). In this work, deep 3D convolutions that are efficient in capturing spatiotemporal 

information, are proposed as the main framework for complex feature learning.   

3D convolutions, also known as 3D ConvNet, are able to accurately handle automated 

recognition of human actions. This could be achieved by repetitively convolving 3D 

kernels over stacked adjacent frames in order to extract spatial and temporal 

information from the streams. In other words, the feature maps generated in each layer 

are connected to the one in the previous layer, thereby capturing the complex motion 

information. Similar to 2D convolutions, each 3D kernel can only extract a single 

feature since the kernel weights are identical across the entire stack of frames. Thus, 

multiple 3D convolutions with different kernels are required to be implemented in order 

to extract distinct features across the frames.  

Owing to the outstanding achievement of 3D ConvNets in modelling spatiotemporal 

information, (Tran et al. 2015) further extended this knowledge by implementing it as 

C3D. In this architecture, homogeneous convolutional kernels with a size of 

and 3D pooling of size  are applied at each layer. Such settings are 

believed to be the best option for spatiotemporal feature extractions after several 

experiments. As such, the temporal information in the early phase could be preserved. 

The network architecture is as shown below. 

 

Figure 2.5 C3D architecture (Tran et al. 2015) 
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One of the interesting ideas in this architecture is the way how it retains the temporal 

information across the contiguous frames. Using deconvolution method, the 

visualization of the internal learning process of C3D is as shown in the figure below. 

 

Figure 2.6 Visualization of C3D, using the method of deconvolution  

(Tran et al. 2015) 

It could be clearly seen that C3D filters selectively focus on both appearance and 

motion by concentrating the appearance in the first place, and then tracing the 

noticeable motion in the next frames. Apparently, it differs from standard 2D ConvNet 

which focuses only spatial information. Thus, it is great in representing distinct video 

features for various video-related tasks such as event detection and action localization. 

In the domain of action recognition, the features of C3D are extracted and evaluated on 

UCF101 dataset which consist of around 13k videos of 101 human actions classes. A 

simple multi-class linear SVM is used for training the model. Owing to the efficiency 

of C3D in capturing high-level sematic information from videos, it has outperformed 

iDT and achieved the state-of-the-arts.  

I3D Network Architecture.  

Over the years, training on top of a pretrained model has been consistently shown to 

significantly outperform models that are trained from scratch. Other than reducing the 

training time for a model, it also performs better on specific problems, thanks to the 

great achievement of the pretrained model. While image representation architectures 

have grown rapidly, there is still no clear front-runner for video classification tasks back 

in the days. Thenceforth, there is no top-performing pretrained 3D-model for solving 

video recognition tasks at that particular moment. 
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Instead of doing numerous painstaking trial and error attempts on building a 3-D model 

for video classification, I3D (Carreira & Zisserman 2017) performs the inflation of 2D 

filters that are trained from the ImageNet, which then allows it to make use of a 

pretrained 2D model for building a 3-D model. This could be accomplished by 

expanding all the filters and pooling kernels from 2D ConvNets into 3D ConvNets by 

means of adding an additional temporal dimension. To illustrate, the 2D filters with a 

dimension of  are just converted into 3D filters with a dimension of . 

Since many of the deep image classification models like VGG-16, Inception and 

ResNet has gained notable achievements while using ImageNet pretrained model as 

their subcomponents, (Carreira & Zisserman 2017) also attempted to use the pretrained 

model as the backbone architecture of I3D. With transfer learning, the weights and 

biases of an Inception-v1 model which has been implicitly pretrained on ImageNet, is 

loaded for better initialization. The novel architecture is believed to be an extremely 

deep network due to the nature of Inception-v1 network architecture. The overall 

architecture of Inflated Inception-v1 is as shown below. 

A sequence of video is generated by a repetitive duplication of single image input. This 

could be achieved by iterating the 2D filters weights times along the dimension of 

time, and rescaling them by a division of . As such, the overall network response 

could be identical with the one on the original single image input.  

 

Figure 2.7 Inflated Inception-v1 on the left and its detailed inception submodule 

on the right (Carreira & Zisserman 2017) 
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Besides, in order to obtain more sense of recurrence and more accurate results, two 3D 

streams are used, whereby one is trained on RGB inputs, and another is on the optical 

flow inputs.  The predictions from both networks are averaged in the end. 

 

Figure 2.8 Two-Stream I3D architecture (Carreira & Zisserman 2017) 

In actual fact, I3D currently holds the best results in action recognition. Since two-

stream I3D has acquired the best performance among the state-of-the-art, this project 

will be implemented based on the two-stream network configuration for obtaining 

better results. However, the replacement of the network architecture will be made 

owing to the nature of this project which requires a real-time performance, and the 

details of the architecture will be discussed later.  

R(2+1)D Network Architecture. 

Although CNNs have been widely used for feature construction due to its superior 

performance on visual objects, 2D CNNs are incapable of capturing temporal and 

motion information. Unfortunately, temporal and motion information are considered as 

primary components of video analysis. By performing 3D CNNs over the 

spatiotemporal video volume, the features of both spatial and temporal dimensions 

could be acquired. However, there are some primary downsides that should be reflected 

for this network. In contrast to 2D CNNs, 3D CNNs require a higher computational 

cost and more excessive memory consumption during the training process. In other 

words, it necessitates a greater number of parameters during the training process, which 

results in an increased complexity of the optimization process.  

To overcome the aforementioned problems, (Tran et al. 2018) proposed a novel 

architecture, which is R(2+1)D, whereby it factorizes 3D convolutional filters into two 

separate operations which are a 2D and a 1D convolution. Full 3D convolutions are 

likely to be more convenient and cheaper by breaking down 3D convolutions into 
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separated tasks. They trained the model proposed on both RGB and OF inputs using 

two-stream framework which would be discussed later, then combined the prediction 

scores generated by each stream through average fusion.  

 

Figure 2.9 (2+1)D convolution (Tran et al. 2018) 

Instead of using a full 3D convolutional filter with a size of N × t × d × d, they 

substituted it by using a Mi 2D spatial convolutional of size N × 1 × d × d and Ni 1D 

convolutional filter of size Mi × t × 1 × 1, given by: 

  (1) 

whereby Ni represents the filters number applied on i-th convolution block, t depicts 

temporal extent and d represents the height and width. In such circumstances, the 

formula of Mi is made to ensure the number of parameters used in (2+1)D block is 

closely equivalent to the one in full 3D convolution block as well as to obtain a 

compact-sized model in the end. Besides, if any striding is involved in the 3D 

convolution, the striding will be correspondingly decomposed into its spatial or 

temporal dimensions as well.  

In the work, homogeneous spatiotemporal residual blocks are used where they 

eliminated bottlenecks such as vanishing gradients. Each block consists of 2 

convolutional layers and the ReLU activation function is applied after every 

convolutional layer in the block. After convolving over multiple convolutional blocks, 

a global average pooling is applied on the final output of last convolutional layer in 

order to generate a fixed-size representation to feed the FC layer for final classification 

output. 
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Figure 2.10 R(2+1)D which are ResNets with (2+1)D Convolutions 

Owing to the fact that the additional ReLU activation function is applied at each 1D 

and 2D layers, R(2+1)D is capable of representing more complex functions as it offers 

an additional non-linear rectification without modifying the number of parameters used 

in 3D convolutional block. Furthermore, it yields a lower training and testing error 

compared to a full 3D convolution. Thus, the optimization on (2+1)D blocks could be 

done easier compared to full 3D blocks. In short, the proposed architecture, R(2+1)D 

achieves a superior result compared to the state-of-art performance in human action 

recognition. 

Modality and Temporal Fusion. 

Video can be instinctively broken down into two components, which are the spatial and 

temporal components. The spatial part carries information about the relationship 

between scenes and objects portrayed in a video in the form of static and individual 

frames. On the other hand, the temporal part conveys the movement and interactions 

between multiple objects and its environment in the form of motion across multiple 

frames. Thus, (Simonyan & Zisserman 2014) proposed a two-stream architecture to 

divide video classification architecture into two streams such as Spatial Stream and 

Temporal Stream, whereby each of the streams is being implemented using a deep 

ConvNet and the class-scores are combined using average fusion or SVM. 
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Figure 2.11 Two-stream architecture in video classification  

(Simonyan & Zisserman 2014) 

For Spatial Stream ConvNet, it processes the static raw frames of the video individually 

to perform action recognition from 2D images as they believed that most actions are 

strongly associated with certain objects. On the other hand, Temporal Stream ConvNet 

mainly focuses on the motions between multiple video frames, whereby it receives 

stacked optical flow-based frames as inputs and extracts motion information as its 

output. Based on the paper, it could be deduced that training a temporal ConvNet using 

optical flow-based frames yields a better accuracy than training on raw stacked frames.  

2.3 Object Detection 

In previous years, there has been a speedy and tremendous expansion in the domain of 

object detection due to the advancement of deep learning. Unlike image classification 

or object localization which only predicts the class of an object or locates the presence 

of objects in an image, object detection combines both of the tasks mentioned earlier. 

In other words, it comprises of localizing and classifying one or more objects presented 

in an image. Various innovative deep learning researches and algorithms have been 

established for implementing efficient object detection.  

In this project, object detection will be implemented as a real-time object counter for 

monitoring 

A number of recent top-performing deep-learning-based object detection techniques 

will be presented in this section including RCNN, Fast-RCNN, Faster-RCNN and 

YOLO. 
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RCNN-Family. 

Due to the success of CNNs in the tasks of image classification, researchers have started 

to employ CNN for object detection to a greater extent. Region-Based Convolutional 

Neural Network (RCNN), which was proposed by (Girshick et al. 2014), is one of the 

state-of-the-art object detection approaches that is built based on CNNs. RCNN 

algorithm requires the extraction of region proposals which are bounding boxes that 

potentially contain objects via Selective Search. Each region is then being reshaped as the 

input size for CNN before passing to the network and the features extracted for each region 

could be classified using SVM. Meanwhile, a bounding-box regression algorithm will be 

applied to refine the location of bounding boxes for each identified region. However, it is 

highly computational expensive and time-consuming as it has to extract features in each 

candidate region on every single image.  

Fast-RCNN (Girshick et al. 2015) solved this by integrating ROI Pooling layer at the 

end of deep CNN for feature extractions on the generated activation map. However, the 

inference time for Fast-RCNN is still dominated by the time to generate the region 

proposals. In addition, it is still made up of multi-stages, thus leading to slow training 

process.  

Faster-RCNN (Ren et al. 2016) truly performs end-to-end training where a separate 

network namely Region Proposal Network, or RPN, is designed for extracting the 

object proposals, along with an objectness score for each proposal. In this network, the 

idea of K anchor boxes has been introduced for dealing with the variations in scale and 

aspect ratio of objects. However, it still falls short of a real-time detection performance 

due to huge time consumption for generating different object proposals. 

YOLOv3. 

Up to the present, all the methods discussed above are made up of two stages where a 

set of object proposals will be generated first before sending to classification or 

regression heads. These methods are time-consuming and difficult to be optimized as 

multiple models have to be trained separately before making predictions. Thus, a single-

staged model, namely You Live Only Once (YOLO) which was proposed by (Redmon 

et al. 2016), had unified some benefits over the traditional ways of object recognition. 

YOLOv3 will be selected as the main architecture for object detection in this project 

due to its rapid detection speed and decent accuracy. In fact, YOLOv3 deals with object 
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detection in a different way compared to RCNN family. It is an object detector that uses 

feature learned from deep CNN to detect and classify objects.  

Instead of typical region proposal method, YOLOv3 takes the entire image as an input 

and makes predictions on the class probabilities and coordinates of each bounding 

boxes. This is achieved by the concept of dividing the image into  grid cell. Each 

particular grid cell will be responsible for detecting objects, depending on the location 

of the object center. Anchor boxes are being applied in this architecture via K-Means 

clustering. Later, several bounding boxes from each grid cell would be retrieved from 

the anchor boxes generated. The network will then perform predictions on each 

bounding box to acquire its objectness score and offset values such as , ,  and 

, where the equations for each offset are as shown in the diagram below. 

 

Figure 2.12 Bounding boxes with location prediction and dimension priors 

(Redmon et al. 2016) 

Based on the diagram, , , ,   represents the x, y center coordinates, width and 

height of the prediction in a bounding box respectively. The center coordinates are 

predicted using a sigmoid function. Then, the network outputs are denoted as , ,  

and  respectively, whereas ,   are anchors dimensions for the box. 

In fact, YOLOv3 makes predictions at 3 different scales, which have been generated by 

downsampling on the input image with strides of 32, 16 and 8 respectively. A  

kernel is applied on 3 different sized feature maps in order to acquire the final outputs 

for detection. Hence, predictions will be made on a total of 9 anchor boxes (3 scales 

and 3 anchors). The eventual output of the network would be a feature map which has 

similar size as the previous feature map. It contains  entries, where  
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denotes the number of bounding boxes for predictions,  represents the objectness 

score and 4 bounding box offset values, and C is the number of classes for detections.  

In addition, by replacing the final classification layer with independent logistic 

classifiers such as logistic regression, YOLOv3 is able to perform multilabel 

classification in a more efficient manner. Threshold is also applied for filtering out the 

bounding boxes with lower confidence score. As such, it is able to handle more complex 

data. 

Other than that, a more powerful network, DarkNet-53, is introduced as its feature 

extractor in order to improve the detection accuracy. The network architecture is as 

shown below. 

 

Figure 2.13 Darknet-53 (Redmon et al. 2016) 

In fact, there is a total of 53 convolutional layers in the network architecture. Besides, 

batch normalization and shortcut connections are applied. The output from this 

extractor would be a tensor encoded with the coordinates of bounding box, class 

prediction score and objectness score. The new feature extractor is more efficient than 

ResNets as it is almost 2x faster than ResNets while achieving the similar proficiency 

in the domain of object detection. As a conclusion, YOLOv3 is able to outperform the 

two-staged object detection models due to its rapid detection speed and decent detection 

accuracy.  
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CHAPTER 3 MEETING ROOM EVENT DETECTION 

3.1 System Overview  
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A mountable surveillance camera (Raspberry Pi camera) could be placed in several 

strategic points of ceiling or walls throughout the meeting rooms. Several cameras are 

ideal to be placed independently on different location, in order to record videos from 

different angles in the wide area. Connected to a Raspberry Pi 3B+, the footages are 

transferred and stored in a database server which are then being fed to the Smart 

Conference Room (SCR) Module and the details of the module will be discussed later 

in Section 3.2. 

In this module, deep models which are built on CNNs, are trained to detect and classify 

human actions through video analysis. Object recognition will be implemented in order 

to calculate the number of seats and also the number of occupants presented in the 

meeting room. After identifying employ he meeting rooms, the module 

will then generate a set of results to state whether the meeting rooms are being utilized 

properly or not. For example, if an employee is discovered for not using the room 

appropriately, the module will then initiate signals to the backend server. This triggers 

the office scheduling system to immediately update and make the room available again 

in the system in order for other employees to proceed with ad-hoc bookings. Besides, 

the electricity in the room will be cut off automatically using Raspberry Pi 3B+, not 

only for raising awareness of the abuser but also for conserving and sustaining company 

resources.  

Apart from that, the system may be integrated with data analytical tool for generating 

useful analytics. This could be achieved by utilizing the information given by both 

event and object detections. All of these could be spontaneously documented in weekly 

and monthly reports by the other existing system in order for companies to gain insights 

into the underlying patterns of meeting room utilization. The reports may display who 

is using the room, what is his/her activities in the room and when did he/she use the 

room. With these analytics, companies can make informed decisions based on meeting 

room usage in order to optimize space better, improve team collaborations and enhance 

productivity. 
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3.2 Event Detection for SCR 

In this section, Section 3.2.1 will describe the targeted events to be detected in this 

system. Next, Section 3.2.2 will propose a network architecture for handling event 

detections in SCR. 

3.2.1 Targeted Events 

Recently, most of the existing SCR systems are restricted to only detect the presence of 

occupants instead of their activities, thus resulting in the wastage of company resources 

and loss of productivity. In order to ensure proper usage of meeting rooms, a smart 

conference room is developed in this project using the technique of human action 

recognition. As such, the on-going events in conference rooms could be detected and 

recognized via the motion information collected from several surveillance cameras.  

Besides, useful information could be generated for gaining in-depth analysis about the 

room usage. It may be further integrated with other system for additional functionalities. 

For instance, lighting control system can react differently based on the event detected. 

If meeting activities are detected, the lighting control system can adjust and increase 

the brightness of the lighting, not only allowing presenters to conduct presentation with 

their materials prepared, but also allowing others to see clearly. On the other hand, if 

the action class detected is non-meeting or idle, the lighting system and electricity 

power may be shut down in order to preserve the resource energy. In fact, this system 

can also be integrated with reservation scheduling system in order to keep track of the 

availability of the rooms based on the on-going events detected.  

As mentioned earlier, a large-scaled dataset which consists of multiple footages in 

conference rooms is required for training the model. However, the footages of 

conferencing activities in an organization are usually private and not publicly accessible. 

Hence, the dataset is needed to be self-generated from scratch via extensive data 

collection, data cleaning and data annotation. In this project, data collection is done in 

collaboration with Company X. Approximately, there is a total of 200 hours footages 

from 6 different meeting rooms are collected from Company X. Later, the footages are 

processed into proper dataset by exhaustive data cleaning and data annotation. The 

entire process is time-consuming as the data collected is needed to be gone through one 
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by one and labeled manually. This is due to the reason that a single video clip may 

contain multiple instances within an arbitrary time frame.  

There are 3 event classes to be detected and classified in this project. To illustrate, 

 Meeting: Consists of activities such as stand-up meetings, all-seated meetings, 

presentations and using laptops.  

 Non-meeting: Consists of activities such as 

room for privacy usage, room cleaning and equipment maintenance. 

 Empty: In the case where there is no any occupant in the meeting room. 

Initially, this project is planned to handle pas

since the set of footages provided by company X 

has insufficient instances of such activities, the system is unable to detect for both of 

the classes up to this moment. Thus, these events are considered as non-meeting 

activities for now. 

Note: The name of company X is made anonymous at the request of the company itself. 

3.2.2 Proposed Event Detection Method 

In this work, the proposed architecture for event detection is two-stream R(2+1)D 

network architecture, which is the factorization of 3D convolutional layers into a block 

of 2D and 1D convolutions in both RGB and OF stream. The network architecture is 

described as shown below. 

 

Figure 3.2 Overview of proposed model in SCR module 
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Video Snippets Extraction (Windowing). Video frames are extracted from the 

sequences of video streams to form multiple short video snippets, whereby each of the 

snippets contain  frames. Each of the video snippets are converted to RGB and 

optical flow (OF) inputs for different modalities. Farneback s algorithm is applied on 

the frames for dense OF computations. As such, RGB stream is responsible for 

acquiring information about appearance presented in videos whereas OF stream 

captures the interaction among them by comparing the displacement difference between 

the scene and objects. The frames will be rescaled into size of , then be 

further resized into  by random cropping. Eventually, the size of RGB 

frames are  while the size of OF frames are  

as the OF frames will be gray-scaled. Figure below shows the sample outputs for RGB 

and OF (horizontal and vertical) frame. 

 

Figure 3.3 RGB, OF-Horizontal, OF-Vertical frames of "Meeting". 

Feature Extraction. In SCR Module, the two-stream R(2+1)D-34 network architecture 

is implemented in order to capture motion in forms of spatial and temporal. In this case, 

the inputs of each stream would be multiple clips that consist of RGB and OF frames 

respectively in each clip. Each of the stream then produce a feature vector by 

convolving over multiple blocks of (2+1)D convolutions. 

As mentioned earlier, (2+1)D convolution is achieved by decomposing 3D 

convolutional operation into 2 successive steps, which are 2D convolution and followed 

by 1D convolution. In this network architecture, the input clips have the size of 

whereby denotes the RGB channels,  is the frame counts, and 

stands for the width and height respectively. In this project, the network architecture 

is configured using ResNet-34 instead of ResNet-18 and ResNet-152, owing to the 

consideration of its efficiency in terms of the real-time implementation and detection 

accuracy. The network configuration is shown in Figure 3.4 and Figure 3.5 
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Figure 3.4 R(2+1)D-34 architecture (Tran et al. 2018) 

 

Figure 3.5 R(2+1)D with 34 layers specifications 

In addition, downsampling is required for reducing the size of inputs, which then results 

in shorter time and lesser memory consumption while training. The implementation of 
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R(2+1)D is actually similar to the one in R3D. However, if any striding is involved in 

R3D, the striding will be correspondingly decomposed into its spatial or temporal 

dimensions, allowing (2+1)D convolutions to have the similar resulting dimensions. 

Instead of applying down sampling at every layer of this network, it has been applied 

only on the spatial layer at the first convolutional layer with convolutional striding of 

 and on the spatial layer in third, fourth and fifth block of the architecture with 

convolutional striding of respectively. The last output produced by this 

network architecture would be a convolutional tensor with size of . After 

convolving over multiple convolutional blocks, average pooling is applied to yield a 

512-dimensional feature vector. Later, modality fusion would be performed in order to 

fuse the feature vectors from both streams via averaging. The fused feature vector 

generated for each and every time step will then be fed into FC layer for final action 

class prediction.  

Temporal Smoothing. In order to smoothen out the prediction score, the Exponentially 

Weighted Moving Average (EWMA) is applied. It could be achieved by weighing the 

number of prediction scores and averaging them. Generally, it is effective for time-

series data. It holds the past values in memory buffer and constantly updates the buffer 

whenever a new prediction is obtained. The equation of EWMA is shown below: 

   

In this equation, depicts the value of moving average at time . It could be obtained 

by multiplying the previous value of moving averaging and the value of raw signal  

at the specific time step. The power of smoothing  is controlled by the parameter . 

To illustrate, if  is an extremely small value, the smoothing effect would be very 

strong, and vice versa. Thus, the abrupt changes in prediction scores could be avoided 

by implementing this algorithm. 

3.3 Dataset Generation and Preparation 

Data Collection. Collected in Company X, the conference dataset consists of at least 

200 hours of Raspberry Pi camera footages from diverse viewpoints in 6 different 

meeting rooms. For example, the camera is directly placed in front of a meeting table 

in order to capture the movement of participants clearly. Besides, some of cameras are 
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positioned at a range of around 45 to 75 degrees from a tall-sized cupboard in order to 

obtain an unobstructed viewing area. The footages are with size of  and each 

of them is approximately 3 to 6 hours long. Several events could be acquired in each 

video including Meeting, Non-Meeting and Empty. However, extensive data cleaning 

and annotation have to be conducted in order to generate a valuable yet meaningful 

dataset. Subsequently, the generated dataset is split into training, validation and testing 

sets with a percentage of 60%, 28% and 12% respectively.   

Data Cleaning and Annotation. Since some of the footages collected in Company X 

contain noises such as obstructive or corrupted videos, data cleaning should be carried 

out to eliminate the flaws. There is a total of 60GB camera footages and each of them 

were being gone through one by one in detail in order to attain the useful instances. 

After looking into the datasets successively, it is discovered that the datasets comprise 

of only less variations of activities to be classified, which is an unexpected circumstance. 

Initially, it is presumed that the events could be detected in a finer manner. For instance, 

room cleaning and equipment maintenance. Nonetheless, there are only a handful of 

samples discovered for such events. Apparently, it is insufficient for training the model. 

Hence, the final decision made is just to select several labels which are coarser, such as 

Meeting , Non-Meeting  and Empty .  

During data annotation, the selected footages with useful information are recorded in a 

csv file, along with its video_id, start_time, end_time and label.  Despite the fact that 

the tasks were fairly distributed among the team, the entire process on annotating these 

footages still costed about 5 weeks to be accomplished. In the end, the dataset generated 

consists of 2851 instances, whereby each of them is at least a 6-second clip. There are 

1146, 1128 and 577 samples for Empty, Meeting and Non-Meeting classes respectively. 

Data Preprocessing. After data annotation, the useful footages are then being extracted 

using a written python script and FFMPEG. Each of the clips are resized to . 

Subsequently, the frame rate of each videos is converted to 25 frame per second (FPS).  

In order to avoid bottlenecks, the dataset is being preprocessed before training.  

During data preprocessing, video frames are extracted from the entire video and saved 

to a sequence of RGB and OF images. The OF frames are computed using Farneback  

algorithm. After preprocessing, the data will then be used to finetune the pretrained 

model in order to extract more features and classify a number of action classes.  
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3.4 Experimental setup 

Training setup. The Kinetics pretrained model is finetuned with Conference Dataset 

collected from Company X. The learned weights and biases of the pretrained model 

will be completely transferred to the current model via transfer learning. Besides, batch 

normalization is implemented on every layer. The size of minibatch is set to 4 clips 

owing to the limited computing resources. Stochastic Gradient Descent (SGD) 

optimizer is being used and the finetuning process is set to be completed in 45 epochs 

with the initial learning rate of 0.01. The time taken for entire training process is 

presented in the diagram below. 

Modality Duration (hours) 

RGB stream 18 

OF stream 18.5 

Table 3.1 Time taken for training process 

Testing setup. During the testing process, in order to get more accurate results, the 

output scores from both RGB and optical flow streams are fused together through 

averaging. This experiment only reports top-1 clip accuracy and top-1 video accuracy, 

ignoring the conventional top-5 accuracies in video analysis task as there are only 3 classes 

to be predicted. In order to get the video top-1 accuracies, center crops of 10 clips are 

uniformly sampled from the video and the 10-clip predictions are averaged to obtain the 

final predictions. Besides, 10-crops testing method which obtains a center and 4 corner 

crops from the clip and the other 5 crops from the horizontal reflections of the clip, is 

applied at the final stage of experiments.  

3.5 Experiments 

This section discusses about various configurations on both RGB and OF stream in 

order to acquire the best performance for the Conference Dataset. The details for each 

stream are provided in Section 3.5.1 and 3.5.2 respectively. Section 3.5.3 describes the 

fusion of both streams. 

3.5.1 RGB Network Configuration(s) 

Several experiments for RGB network are conducted using different settings in the clip-

length ( ), freezing layers in pretrained model, dropout value ( ) and types of scheduler. 
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First of all, the learned weight and biases of Kinetics pretrained model are transferred 

to the current model. It is done without freezing any layers in the first place so that the 

network is able to update its parameters freely. In the experiments, the base learning 

rate of the training process is set to 0.01. The entire finetuning process is completed in 

45 epochs. Initially, the network is configured with ( ), without any freezing layers 

and dropout applied. StepLR is applied to reduce the learning rate by a factor of 10 per 

every 10 epochs. The training process is validated by visualizing the graphs of training 

accuracy and training loss over epochs, so that it could be proceeded with other settings 

for improvements. The stepLR scheduler is also visualized below.  

 

Figure 3.6 Training accuracy, training loss and stepLR scheduler 

The clip-length is tested with either  or  as they are the only feasible 

values for real-time detection speed. This is probably due to the reason that the 

Raspberry Pi used to record footages in meeting rooms is set to be 25 FPS. Thus, in 

order to acquire the highest detection speed, the clip-length selected must be lesser than 

25. Meanwhile, the freezing point of the model is set at  to investigate if the 

performance will improve if part of the weights from the pretrained models are retained. 

Instead of a plain StepLR scheduler, a smarter approach, ReduceLROnPlateau, is 

applied whereby the scheduler will only reduce the learning rate when the optimizer is 

unable to improve. The scheduler is set to wait for 10 epochs (patience). The learning 

rate will be reduced by a factor of 10 if the model does not improve for 10 epochs. It is 

visualized in Figure 3.7. 
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Figure 3.7 Comparison between two LR schedulers 

Based on the graph, it shows that 10 epochs are insufficient to warm up the model to 

train well. In addition, several data augmentations such as random horizontal flipping, 

random brightness augmentation and random color shifting on RGB channels, are 

applied as the model with only random cropping and temporal jittering are unable to 

generalize well since there are too few variations in the Conference Dataset. However, 

only random horizontal flipping could slightly improve the clip accuracy. In order to 

reduce the capacity of the model from overfitting the training data, a dropout is being 

implemented with values of  and . After several experiments for 

tweaking the performance of this network, the top-1 clip accuracy and video accuracy 

for each configuration are reported as below. 

 Freezing Point Clip-Length  Dropout Clip Acc. Video Acc. 

None 8 - 69.5% 71.3% 

None 16 - 74.9% 76.6% 

Conv2_x 16 - 78.6% 82.4% 

Conv2_x 16 0.5 83.8% 89.7% 

Conv2_x 16 0.9 82.3% 87.4% 

Table 3.2 Results of RGB network with different settings 

Based on the results shown above, it could be deduced that the RGB model with best 

performance is configured to retain the learned weights and biases at , with 

settings of   and .  
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3.5.2 OF Network Configuration(s) 

In this work, the OF network is experimented using different settings for clip-length ( ) 

and dropout values ). Initially, this network is configured with a clip-length of 

 as it is proven to be better while training the RGB network. The Kinetics pretrained 

model without freezing any layers is used by applying transfer learning. Initially, the 

learning rate is adjusted to be 0.01 and ReduceLROnPlateau is applied with a patience 

of 10. The whole training process is configured to be 45 epochs. However, it is 

discovered that the model is unable to converge, which is a situation that never occurred 

while training on the UCF101 Dataset. Hence, in-depth examinations are carried out in 

order to figure out the problems. Eventually, it is found that the low performance of OF 

computations is mainly dominated by the dataset generated, as the raw footages are 

collected with at least 100 FPS using Raspberry Pi. Thus, re-generation of the dataset 

with a sampling rate of 5 is performed in order to resolve the issue. Later, the training 

process is able to be achieved on the latest version of dataset without any problems.    

Similarly, different clip-length settings such as  and  are configured to test 

if the OF network has the same outcome as RGB stream.  It turns out to be similar with 

the one in RGB stream as expected, due to its sensitivity towards the extent in capturing 

the motion information. The freezing point is set to be  to test if it could perform 

better. In addition, several regularization techniques are applied such as dropout, 

random horizontal flipping, random brightness augmentation and random color shifting. 

Nonetheless, all of these techniques are unable to improve the model performance since 

the color and brightness shifting would not influence the OF computations. In order for 

the model to exploit the rectification non-linearities better, the inputs of the network 

should be zero-centered. In the case of optical flow, the motion vectors are already zero 

centered as the positive and negative values in the give motion vectors are equally 

distributed by nature. However, global motions are considered to be more complicated 

because it will cause the motion vectors to be dominated by a particular movement such 

as camera motion. There are various techniques can be used to compensate the effect 

caused by these movements. For example, iDT solved this by warping the optical flow 

and estimating the camera motion directly. In the case of Conference dataset, it will be 

less affected by the camera motion since the camera is set still when capturing the video. 



CHAPTER 3 MEETING ROOM EVENT DETECTION

BCS (Hons) Computer Science  39 
Faculty of Information and Communication Technology (Kampar Campus), UTAR 
  

Hence, the effects can be implicitly compensated by subtracting the flow mean on the 

motion vectors. The final results are reported as shown in the table below. 

Freezing Point Clip-length ( ) Flow Mean Subtraction Clip Acc. Video Acc. 

None 8 False 73.2% 76.8% 

None 16 False 77.8% 81.3% 

Conv2_x 16 False 71.3% 72.9% 

None 16 True 79.4% 83.7% 

Table 3.3 Results of OF network with different settings 

According to the results, it can be concluded that the OF stream with the best accuracy 

is configured with . In addition, there is no any freezing layer configured in the 

pretrained model. Thus, the model is able to update its parameters freely. Flow mean 

subtraction is also applied to obtain better accuracy.   

3.5.3 Fused Two-Stream Network 

Average fusion is applied in order to fuse the both of RGB and OF models with the best 

performance. Other than clip and video-accuracy, 10-crop testing method is used to 

further improve the inference results. After inferencing with the Conference Dataset, 

the result of the fused model is slightly improved. The final accuracies of each stream 

are as shown in Table 3.4. 

Modality Clip Acc. Video Acc. 10-crop 

RGB 83.8% 89.7% 90.8% 

OF 79.4% 83.7% 85.4% 

Fused 85.2% 90.1% 91.3% 

Table 3.4 Final performance of RGB, OF and Fused stream 

Other than that, an additional experiment is conducted to find out the limiting factor of 

-

would perform better with only Occupied  and Non-Occupied  classes.  Eventually, 

it is discovered that the accuracy is able to reach 99% on the Conference Dataset. This 

- brings down the 

model performance. Since the class distribution of dataset generated is uneven, data 

augmentation is applied to further increase the number of samples i -
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class. Still, the model is unable to generalize well due to the insufficient amount of such 

instances in the dataset. 
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CHAPTER 4 WEB APPLICATION DEVELOPMENT 

A web application namely SMARTCR has been developed in order to test the capability 

of the built model based on the experiments conducted above.  

Login Page. A simple login page is provided for system administrator or other target 

users to gain access into the application via personal credentials.  

 

Figure 4.1 Login page 

Administration Page. The user will then be directed to administration page in order to 

monitor the situations in meeting rooms. With Raspberry Pi cameras installed at 6 

different conference rooms, the recorded footages are streamed in real-time and the 

outputs will be displayed in this page on-the-fly. Instead of showing live recordings, 

this system will only show only pre-recorded conference videos which were obtained 

externally for demonstration purposes. First of all, the blinking red/green lights located 

at the top-left corner of each room panel are actually indicating the availability of rooms. 

This could directly notify users whether the rooms are occupied or non-occupied. In 

this case, green lights stand for non-occupied rooms, while red light represents occupied 

rooms. Unfortunately, performing multiple event detections at different rooms 

concurrently are impossible for now because the current system is only operated on a 

machine with GTX 1050Ti GPU. After several attempts, it is verified that only a single 

event detection and object detection could be performed at the same time before the 

GPU gets running out of memory. Thus, these pre-recorded videos are halted in the 

background. The streaming would only be initiated after any mouse-clicked operation 

on the selected room panel. 
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Figure 4.2 Administration page (Index page) 

Monitoring Page. As mentioned earlier, the event and object detection would only be 

initiated after any mouse-clicked operation on the selected room panel. This is actually 

just for demonstration purpose due to the limited computational resource. In actual fact, 

both event and object detection are able to work on-the-fly for in the real-world 

application. To illustrate, in order to acquire immediate event detection,16 frames from 

the video streams would be drawn into the system in the first place. The exponential 

weighted average is applied on the predicted scores in order to avoid sudden change of 

the class predictions. In addition, the object detection will be started on the first frame 

and will continue to make predictions for every 320 frames (10 seconds). The number 

of occupants and seats in the meeting room would be displayed on the screen via the 

prediction retrieval from object detection. The sampling rate would be set to 5 for better 

sampling after completing the first prediction. The duration would only be calculated 

 -Meetin

an ing the diagrams below. 

  

Figure 4.3 'Meeting' in room A 
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Figure 4.4 'Non-Meeting' in room B 

 

 

Figure 4.5 'Empty' in room C 

Data Analytics Page. As mentioned earlier, precise analytics or reports could be 

derived via the information provided in both event and object detections. Thus, this 

page is created just to showcase the capabilities of this system. On top of the screen, 

there is an input form to prompt user for their desired date range for the reports. Various 

reports are displayed in this page using self-generated dummy data. For example, 

 Weekly room usage: An interactive graph whereby the percentage of the 

meeting room that is occupied within the selected date range would be displayed. 

 Weekly activities: An interactive graph in which the detailed room usage is 

provided for describing the number of hours spent for each of the events 

including Meeting , Non-Meeting  and Empty .  

 Check-in rates: A graph to show the percentage of employees checking-in the 

meeting rooms on scheduled time. 

 Meeting behaviors: A graph to show the percentage of employees checking-out 

the meeting rooms on scheduled time. 

 Total meeting percentage: A graph to indicate the percentage of overall 

Meeting  cases within the selected date range. 
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 Peak occupancy hour: A graph used to indicate the peak timeslot of meeting 

room usage within the selected date range. 

 Room popularity: A pie chart to show the most popular rooms during the 

selected date range. 

 No-show rates: Statistics to indicate the percentage of occupants who are absent 

for the meeting based on the schedule.   

 

Figure 4.6 Data Analytics Page 

Developer Page. Meanwhile, there is also a page created to showcase and visualize the 

work flows of event detections in the background. In this page, the RGB, OF 

(Horizontal) and OF (Vertical) frames are visualized separately. The predicted scores 

for the RGB, OF and Fused stream are displayed accordingly. 
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Figure 4.7 Developer Page 
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CHAPTER 5 CONCLUSION 

Event detection in meeting rooms is critically important as one may misuse the 

conference room by occupying it merely for irrelevant purposes. Although there are 

plenty of existing systems developed to assist in managing the meeting rooms, most of 

them are lacking of the ability to recognize the on-going events in conference rooms, 

Hence, companies are unable to ensure the proper utilization of the conference rooms. 

In order to solve this issue, a web-based SCR system that is able to detect and classify 

the events in real-time, is delivered in this project. To perform video classification with 

higher output accuracy and speed, a robust human action recognition technique, which 

is two-stream R(2+1)D network architecture is implemented in this system. Before 

implementing the entire system, a piece of dataset is generated for training the model. 

By adopting two-stream framework in this project, both the spatial and temporal motion 

information could be captured and learned at the same time. 

In addition, a powerful object detection model, YOLOv3, is applied in this system to 

act as an object counter for occupants and seats. As such, useful analytics such as 

weekly occupancy rates would be derived via the information collected. This is vital 

for companies to gain insights into the usage patterns so that better policies could be 

imposed for managing the resources efficiently.  

However, there are several shortcomings in this project whereby the performance R(2+1)D 

is limited by the bottlenecks in temporal modelling. Thus, this project could be further 

extended by adding a temporal fusion using LSTM for modelling longer-term motion 

information. To illustrate, the outputs from both RGB and OF streams could be fed into 

LSTM layers right before the FC layer to predict action classes. However, huge and 

powerful computational resources are required for this work as both RGB and OF streams 

have to be trained in parallel before feeding to the LSTM layer. Thus, we would need to 

satisfy the memory requirement before proceeding with this implementation. We hope that 

this project could be beneficial for corporations to manage their conference rooms much 

more efficiently. 
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