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ABSTRACT

B-spline curve is important in the geometric modelling field and Computer
Aided Design (CAD) in the visualization and curve modelling. B-spline is considered
as one of the approximation curves as it is flexible and could provide a better behaviour
and local control. The shape of the curve is influenced by the control points.
Parameterization of the curve or surface is important in computer graphics as it can
improve the overall quality of the visualization. Various parameterization methods such
as uniform, centripetal, chord length and exponential had been used for the B-spline
data fitting. However, there is an issue in many fields which is to construct an optimal
curve with the given data points. Therefore, a comparison is made between the
parameterization methods in this research in order to determine the optimal method for
the B-spline curve fitting. This research is only focused on B-spline curve and four
parameterization methods. In addition, uniformly spaced and averaging knot vector
generations are used in generating the knot vector. After generating control points,
distance between the generated and original data points is used to identify the error of
the algorithm. Later, genetic algorithm and differential evolution optimization are used
to optimise the error of the curve. Based on the result produced, each of the
parameterization generated varied curve shape due to the different properties of the

datasets.
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CHAPTER 1 INTRODUCTION

CHAPTER 1 INTRODUCTION

1.1 Overview

Geometric Modelling is the mathematical approach used for modelling the object in
computer graphics. Reverse Engineering is able to reconstruct the model based on the
data points which is part of the real object. In this research, both interpolation and
approximation of B-spline curve are used for the curve fitting and study about the
differences. Parameterization is an important part of the curve fitting as it will
determine whether the B-spline curve is in a good shape. However, the parameters
obtained could not handle all types of datasets. Therefore, optimization is needed to
optimise the accuracy and minimize the distance between the data points and fitting the

curve.

In this chapter, the problem domain and motivation of this research are discussed to
ensure that the research will have improvement in solving the problem. Besides, the
objectives and the scope of the research highlight the purpose and focus of the methods
and a general flow of the research methodology. This chapter also gives an idea about
the impact, significance and contribution about the research. Lastly, the report

organization of this research is stated.

1.2 Research Background

Geometric Modelling discusses about the mathematical approach used to model objects
for the purpose of computer graphics and computer aided design (CAD) in 3D
modelling. This concept is useful in providing understanding in CAD and computing
the model for evaluation. The modelling concepts make use of the geometric object that
has part of information and structure which represent the real object. The geometric
object is constructed using curve and surface as they are easy to create the shape or

structure of real object and preserve the complex structure of object.

Reverse Engineering (RE) is an approach used to reconstruct a computer model from a
group of point data that are obtained from a part of the object’s surface. RE is important
for some situation. First situation is when the model is created using CAD. Second
situation is when there are frequent changes in design model and the initial model is

1
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CHAPTER 1 INTRODUCTION

outdated. The third situation is when there is lack of engineering drawing to construct
the essential part of product (Chouychai, 2015). The RE process normally starts from a
set of data point acquired from a scanner device and later locally modelled the points
to be either interpolated or approximated with the use of surface patches (Haron, et al.,
2012). A device such as coordinate measuring machine or laser beam is used to capture
the point cloud on the structure of the physical object. The point cloud obtained is
unstructured and later converted into triangular surface mesh. After that, the points are
used for interpolation or approximation which are the methods for curve or surface

fitting (Marini¢-Kragi¢, et al., 2018).

Curve is an essential object used in computer graphics to create a 2D model. It is similar
to line but it can form different shapes such as circle, parabola, arc and so on. Curve is
a group of points that are connected to each other and all the points have 2 neighbours
except for the endpoints. It is easier to be stored and able to be created on any resolution
and represent the real object easily. The properties of the curve are used to describe the
type of curve created and some of the properties required the understanding of the
whole curve. Local properties are essential in describing the curve without the
understanding of the complete curve. There are 3 ways to represent a curve and surface
which are implicit, explicit and parametric. Explicit representation is rarely used in
CAD as it is axis dependent and cannot represent multivalued functions effectively.
Implicit and parametric representations are commonly used in CAD. However, implicit

curve still axis dependent.

Curve fitting is a process or mathematical function to construct a curve based on the
point cloud with the existence of the constraints. The curve can be used for data
visualization, summarization of the relationships between 2 or more variables, and infer
values of function when there are no available data (Ravichandran & Arulchelvan,
2017). There are 2 methods for the curve fitting which are approximation method and
interpolation method. Approximation is stated as the evaluation of a function based on
simpler function and Interpolation is considered as the evaluation of the function based
on the identified values of the function (Lee, et al., 2008). The curve generated using
approximation method does not pass through all the data points but pass near to the
points whereas the curve produced using the interpolation method passes through all
the data points (Ueda, et al., 2018). However, both of the methods stated have respective

benefits and problems. For approximation method, the operational time will be longer

2
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CHAPTER 1 INTRODUCTION

and not efficient if the process of finding the minimum allowable error and have a large
number of data points. This method minimises the impact of noise when constructing
the curve and suitable for irregular data points. For interpolation method, the
construction of the curve is affected by the noise exists in the data points and the curve
produced will not be smooth and consists of distortion. This method is used for those

data points which are smooth and accurate (Yang, et al., 2017).

Polynomial curves are a suitable choice for the curve or surface fitting due to their
mathematical properties. In most of the industries nowadays, use free-form parametric
curves such as Bezier, B-spline and Non-Uniform Rational B-spline (NURBS) as they
are flexible and can represent the shape of efficiently by using less parameter to do the
computation (Iglesias, et al., 2015). These curves are affected by the parameter of the
curves. In this research, the curve will be modelled using B-spline curve. B-spline had
become a standard in the industry for data representation because of the advantages in
terms of flexibility and control (Kumar, et al., 2003). Local control can be made to the
control points of the B-spline curve to change the shape of a section of the curve. The
B-spline is one of the effective curve representation because of its’ spatial uniqueness,
continuity and boundedness, local shape controllability, and property of invariance to
affine transformation (Liu, et al., 2014). B-spline curve express blending function value
to be nonzero for all the parametric value by just passing near those control point and

the sum of the function will always be 1 and the slopes between the curves are constant.

Parameterization of the curve or surface point cloud is important in the CAD application
for the curve and surface fitting in order to improve the visual quality of the model. The
examples of the applications are texture mapping, typography, remeshing, and curve or
surface fitting (Haron, et al., 2012). The method is used to decrease the number of
control points that are used to compute the design of the model. There are quite a
number of parameterization methods that can be used in B-spline curve and is assumed
as an approach of reverse engineering the parameters of the model. A suitable

parameterization method used is important in order to generate a good curve fitting.

There are no parameters that could handle various types of data points such as collinear
and consecutive points with large distance (Roslan & Yahya, 2016). Manufacturers and
industrial corporations usually faced the problems to optimize the processes in order to

improve the performance of the products in terms of speed and accuracy. Optimization
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CHAPTER 1 INTRODUCTION

is to select the best inputs in order to obtain a desired result. Because of the rapid growth
of modern technologies, area of optimization had become popular among the
development of software, parallel processors and artificial (Chong & Zak, 2001). There
are a few popular soft computing methods such as Genetic Algorithm (GA) and
Differential Evolution (DE) used to solve various complicated optimization problems.
In the construction of B-spline curve, the knots and parameters selection and the

acquisition of the control points are the concerns to optimize the curve fitting.

1.3 Problem Statement

B-spline is a free-form parametric curve widely used in the data representation because
of the flexibility of the curve. A smooth shape of the curve can be constructed by using
just a few parameters and this will save in terms of storage and memory. The results
generated will be greatly affected by the parameterization method. However, obtaining
a suitable parameterization and the representation of curve are difficult as the curve is
parametric and it can lead to continuous, multimodal, multivariate, overdetermined
non-linear optimization problem (Galvez & Iglesias, 2013). The control points for all
the datasets are used to generate the B-spline curve. However, not all the
parameterization methods are suitable for each of the datasets as the calculation for the
parameter and distance of the points is different. Most of the previous work are focused
on uniform, chord length and centripetal parameterization method. These problems can
lead to the undesirable result of the curve or surface generated. The accuracy of which
the distance between the discrete data points and the B-spline curve generated could

not be guaranteed (Hasegawa, et al., 2013).

Therefore, based on the problem stated above, a comparison between four
parameterization methods for the B-spline curve fitting is made. Different characteristic
of the curve will have different parameter values and different shape of the curve will
be generated. Genetic algorithm (GA) and differential evolution (DE) is used to solve
the optimization problems and improve the accuracy of the B-spline curve fitting. The
expected outcome of this research is to analyse different parameterization methods and
knot vector generation for constructing the curve, which is more accurate and fits the
data point well. The motivation of this research is to determine the optimal method that

4
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CHAPTER 1 INTRODUCTION

is the best to fit all the data points for all the dataset in this research and generate an

optimal graph to represent the dataset.

1.4 Project Objectives

Based on the problem statement, the purpose of this research is to identify the suitable
parameterization method to construct the best curve fitting of the data points based on
the different characteristic of datasets for B-spline curve. The objective of this research

is intended to accomplish:

1. To analyse different parameterization methods for B-spline curve.

2. To optimize the accuracy of B-spline curve.

1.5 Project Scope

This research is implemented using C++ programming language as this language is
simple and fast. This research developed an algorithm to identify the fittest curve using
different parameterization method. This research will focus on the B-spline curve with

four parameterization methods.

B-spline curve is chosen as it is a standard for CAD data representation nowadays. This
is because the data points and the shape of B-spline curve are able to be controlled and
the curve is considered flexible as multiple knot values is used in knot vector, type of
knot vector can be changed, and the order of degree (k) of the basis function can be
changed. The parameter values from the parameterization methods indicate the
distribution or structure of the point cloud. The parameterization methods used in this
research are uniform, chord length, centripetal and exponential methods. Most of the
previous works focus on using one or two methods that were thought to be the most
suitable. The methods results vary from one another and this depends on the algorithm
implemented in the research. GA and DE algorithm are used to handle the optimization

problems.

In the starting of the research, an analysis of literature review is done to have a further

understanding about the methods or algorithms implemented by others that are related
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CHAPTER 1 INTRODUCTION

to this research. After that, data collection is done and this research used the datasets
from (Haron, et al., 2012). Later, curve fitting process is done. In the process,
parameterization method is implemented on the data points to obtain the parameter
values and the values are used to generate knot vectors. Uniformly spaced and
averaging knot vector generation is used to generate the knot vectors. The knot vectors
are then applied in the calculation of B-spline control points and basis function. The B-
spline curve is then visualised. GA and DE algorithm are used to optimize the accuracy
of the B-spline curve fitting. Furthermore, testing process is done on the curve using
distance between original data points and generated data points to determine the

accuracy of the curve. Lastly, documentation of this research is made.

1.6 Report Organization

This research organization is described as follows:

Chapter 2 discussed about literature review. This chapter introduced the Hermite Curve,
Bezier Curve, B-spline Curve, parameterization method and the advantage and
disadvantage of each curve are discussed. GA and DE optimization is also discussed in
the chapter. Chapter 3 presented the research methodology and introduced the methods
involved to have a better view of this research. The timelines of the research are stated.
Chapter 4 presented the experimental result which consists of analysis and discussion

of the research. Chapter 5 concluded the research and some future work.
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CHAPTER 2 LITERATURE REVIEW

2.1 Overview

Reconstruction of object using curve and surface is an important task for the modern
era in many fields such as gesture recognition, medical, archaeology, robotic and
augmented reality. Surface representation of an object is popular in the CAD. Some
parametric curves such as Hermite, Bezier and B-spline are introduced for the
modelling of the object. Parametric curve is used because the curve is free form and the
shape of the curve is flexible. Parameterization method is applied to the curve to

determine the parameter value and calculate the function in order to generate the curve.

The information for the Hermite curve, Bezier curve, B-spline curve and the
parameterization methods used in the research are discussed in this chapter to provide
a brief understanding about the research. The advantages and disadvantages of the
curves and parameterization methods are stated. Some previous works related to the

topic are shown for each of the curves.

2.2 Hermite Curve

Hermite curve is known as Parametric Cubic Curve (PC-Curve). It is a 2D curve and
the fundamental of interactive curve design. The curve is an interpolation curve as it
passes through the control points. Hermite curve is geometrically determined by the
coordinates and tangent of the starting point and ending points. The shape of the curve
can be adjusted by changing the tangents after the control points is positioned (Chi, et
al., 2008). It interpolates the points P;, P, ..., P, in order to obtain a smooth function.
It has only up to C! continuity which the first derivative is continuous at the points but

the second derivative is discontinuous (Ismail, 2015).
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CHAPTER 2 LITERATURE REVIEW

Figure 2.2.1 Hermite Specification

Figure 2.2.1 shows the Hermite Specification. The following vectors are needed to
compute the Hermite curve which are: P; which is the starting point, 77, the tangent
which represent the direction and magnitude of how the curve leaves the starting point,

P> which is the ending point and 7> which is the tangent for P».

Hermite curve is represented by the x, y and z coordinates and each of the coordinates
are a cubic function with parameter value of u. Equation 1 is the general parametric
equation for Hermite Curve. Equation 3 — Equation 5 can be generalised to become
Equation 1 and Equation 2 and can be retrieved from Mortenson (2006). Equation 6

represents the matrix form of the parametric equation.

Pw) =Y3 ,aut 0<u <1 (1)
P(w) = dy + dqu+ dyu?+ dsud ()
x(w) = agy, + a, u + axu® + agud 3)
yW) = agy + agyu + azyu® +azyu’ 4)
z(u) = ag, + au+ au® + azyul ()

In matrix form:
Pw) = [U]" [C] (6)

Where P (u) represents the vector point function, a; is the vector of the polynomial
coefficient and u’ represents the parameter of the point at i. Both the variables depend
on the control point at i position, x(u),y(u) and z(u) represent the x, y and z

coordinates function of the point given the parameter u. For the matrix form, [U]" =
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CHAPTER 2 LITERATURE REVIEW

[u® u' u? u3]" shows the parameters and [C] = [ay a; a, az]" where [C] is the

coefficient vector.

Equation 1 shows that the vector function of control point of the curve is the summation
of the polynomial coefficients and the parameter value. The parameter value, u will
always be in the range of 0 to 1. Equation 2 is the expended vector from Equation 1.

Equation 3 — Equation 5 show x, y and z coordinates of the control points.

Hermite curve segment with two endpoints, Py and P; can be considered and apply the
boundary condition given that Py at u = 0 and P; at u =1. After some calculation and

substitution, Equation 7 is given as according to Ching-Shoei (2015):

2 -2 1 171[P]

D — 0 1 2 3 _3 3 _2 _1 PIO

Pw) = [u’ u' u* u?] 0 0 1 0 B, (7
1 0 0 ol|p

Where P(w) = [U]T [My] [V]

[My] is the Hermite matrix and [V] represents the geometric coefficient vectors which
consists of the control points and tangents. The equation is based on the starting and
ending control points. The combination of [U]T [My] will give the basis function for

Hermite curve. The function determines the shape and characteristic of the curve.

There some previous works that are based on Hermite curve. For the research done by
Ching-Shoei (2015), cubic Hermite curve is used in designing the image and curve. In
the research paper, a few definition and theorem of the unit circle Hermite curve are
provided. The objective is to find the medical axis transform for a certain region
bounded by the curve. Moreover, according to Ostaszewski and Kuzmierowski (2015),
they proposed and algorithm to identify the trajectory of transition of the assigned signal
line using Hermite Interpolation Method. The researchers introduced traversal time T
to solve the problem of unsatisfied trajectory generated due to high value of velocity
vector which facing a small difference between the points. Uhlmann, et al. (2016)
integrated a new model of snake based on the Hermite Spline Interpolation method to
segment the bio-images semi-automatically. The method could produce a curve with
sharp corners of the contour and could give a better guidance for the automated
segmentation. Chi, et al. (2008) presented L-OGH which is the curve length

minimization of optimized geometric Hermite (OGH). OCG is extended from standard
9
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Hermite method and is used to ensure that the Hermite curve is geometrically smooth

by optimising the magnitudes of tangent vectors.

Hermite curve is consists of linear combination of the tangent and the coordinates of
the control points for each of the parameter u. The curve can be used to generate
geometrically intuitive curve. Hermite curve is usually used for interpolation of control
points so that a smooth continuous curve is obtained. It is easy for the Hermite
interpolation to construct a smooth piecewise curve. The symmetry of the data points
in Hermite curve is important in geometric design where each of the points consists of
tangent vector. There are some limitation for the Hermite curve. The curve is global
controlled where changes in the position of a data point will affect the shape of the
curve. Besides, Hermite curve is limited to 3™ degree of polynomial. It is difficult to
identify the specification of tangents for the control points as sometime the informations
are not given. The tangent vector is a must in Hermite curve in order to calculate the

basis function. Therefore, Bezier Curve is introduced.

2.3 Bezier Curve

Bezier curve is one of the important curve in CAD application. The curve is defined by
the shape of the control polygon that consists of segment of other control points. The
curve is an approximating curve which will pass through the first and last control points
as there are multiple Bezier curve combined. The curve may interpolate or extrapolate
the control points. The basis function of a curve will determine the structure of the
control points and curve. For the Hermite curve, there are two control points which
represent the endpoints and two parametric derivatives which are the tangent vectors.
For Bezier curve, two control points is used to define the endpoints and another two
data points control the tangents in a geometric way. Paul de Castlejau was the one who
first developed Bezier curve using Castlejau’s algorithm. The curve become popular
when a French designer, Pierre Bezier used the curve in designing automobiles in 1962

(Li, et al., 2018).
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Figure 2.3.1 Bezier Curve

Figure 2.3.1 is the example of Bezier curve. Py, P;, P> and P; are the control points.
From the figure, tangent vectors are not used to determine the characteristic. This allow
the designer to observe the relationship between the control points and curve. The
points will control the characteristic polygon or control polygon. The curve will only
pass through the starting and ending points and the curve is always tangent to the first

and last polygon segment.

In the Bezier curve, Bernstein polynomials are used as the weighting function for each
of the control points. In the mathematical form, Bernstein polynomial is a linear
combination of Bezier basis function. Equation 8 represents the Berstein polynomial
function and retrieved from (Chantakamo & Dejdumrong, 2013). Equation 9 is the

Bezier basis function and equation 10 show the coefficient of the basis function.
P(w) = Yo B Bin(w) 0<u<1 (8

Bin() = C(n, Du'(1 — )™ ©)

n!

Cln, 1) = i(n-0)! (10)

Where P(u) is the control points of the curve, B;,(u) represents the Bezier basis
function, u is the parameter value, n is the number of points and C(n, i) shows the

coefficient of the function.

From Equation 8, Berstein polynomial is the summation of the Bezier basis function
with the control points given the parameter, u is in the range of 0 and 1 for n+/ data
points. The number of control points determine the order of the Bezier curve. Four

control points will always produce a Bezier curve with the order of 3. Equation 9 is the
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basis function and together with the coefficient which represented by equation 10 will
determine the shape of the curve. The point that is corresponding to u is the average

weightage of all the control points.

As shown in Iglesias, et al. (2015), they implemented a new method using bat algorithm
which is a kind of optimization method for polynomial Bezier curve fitting. This is the
first paper to use the algorithm in the field of data fitting for geometric modelling,
therefore they lack of benchmark to analyse and compare the result. The approach able
to provide a more suitable parameter of data points for the Bezier curve fitting. After
that, Chantakamo and Dejdumrong (2014) use Progressive Iterative Approximation
(PTA) method to convert the rational Bezier curve into polynomila Bezier curve by
calculating a new control point. It is proven to be more efficient than other algorithms
in terms of computational time because of the simpler algorithm. Bezier curve is used
by Song, et al. (2015) to track path without any comand. The curve always pass through
the first and last control point and there are tangent to the line connecting the control
points. The researchers studied on the parameter and factors that will affect the
efficeincy of Bezier curve in path tracking and predict the future path. The previous
work done by Mohanty, et al. (2015) used Bezier Curve Interpolation method to remove
noise from the image while maintaning the structure of image. Firstly, they find out the
4 control points from the uncorrupted pixels of the image and the location of the
corrupted pixels. Next, they used Bezier Curve Interpolation to restore and preserve the

edge of the image with the corrupted pixels matrix.

There are some improvements over the Hermite curve. First derivatives which represent
the tangent vectors are not used to construct the Bezier curve. The shape of the curve is
determined by the control points. The degree of the Bezier curve can up to n'" degree
curve which is related to the number of data points, n+1. Because of the higher-order
derivatives, Bezier curve is considered smoother. The conection between the control
points will form a control polygon which ensure that the Bezier curve is contructed
smoothly in the polygon following the control points. The curve is also invariant to
translation and rotation. However, Bezier curve is difficult to construct a complicated
curve which is a very high-order polynomial. The curve requires a lot of control points
and this will slow down the computational time of the construction. Bezier basis

function have global support over the entire curve. Movement of a control point will
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affect the shape of the whole curve. Therefore, B-spline curve is introduced to

overcometh problems faced.

2.4 B-spline Curve

B-spline method is generalised from the Bezier curve in order to solve the difficulty
faced while modifying the control point. The curve is more complex than Bezier curve
and requires more information about the curve such as degree of curvature and knot
vector. It consists of n+/ control points. The basis function for the curve is non-negative
for all the parameter value and the summation of the value is 1. B-spline curve is more
flexible than Bezier curve as the basis function and curves are controlled by the knot
vectors, the k value and number of position of control polygon vertices. B-spline curve
is a polynomial function that use less amount of control points to provide local
approximations to curve (Liu, et al., 2014). This means that changes in a control points
will only affect in the range of knot vectors. It has the ability to increase the number of
control points without increasing the degree of curve. B-spline curve able to join several
Bezier curve of lower degree however it is tedious and difficult to maintain the
continuity of the desired order at the control points. B-spline equation is recursive.
Equation 11 is the B-spline curve function with parameter u. Equation 12 is the B-spline

basis function.

C(u) = lrl:o p; Ni,k(u) 0<u <uUpgx (11)
Nipe@) = —=— Nyeoq () + =22 Ny @) (12)
i+k-17ti i+k™ ti+1
Where
— 1' lftl Su < ti+1
Nige () = {0, otherwise
and

0, i<k
ti:{i—k+1, k<i<n
n—k+2, i>n
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Where C (u) represents B-spline curve function, P; is the control point at i position,
N; ;(u) is the normalised B-spline basis function, u is the parameter with the range

from 0 to umax, £ is the order with degree, ¢ is the knot value.

Equation 11 shows that the B-spline curve is the summation of the control points and
B-spline basis function for n+/ data points. The summation of every points of the curve
is equals to 1. Equation 12 is the basis function defined using the Cox-de Boor
algorithm. The parameter £ is independent to the number of control points and is used
to control the degree of curve (k-1). The denominators for the equation can be 0 and
that section will be presumed as 0. The knot value, ¢ can be defined using equation 14.
It is used to determine the non-periodic or open curve knots. The relation between the
parameter shows that a minimum of two, three and four control points are needed to
construct respective B-spline curve. Normally, cubic B-spline curve is sufficient for

most of the applications.

Some previous works used B-spline curve for their research. As shown in Ravari and
Hamid (2016), they implemented adaptive group testing to find out the salient point in
the B-spline curve fitting problem and update the curve model. The researchers repeated
the process of updating the B-spline model until it reached the Akaike Information
Criteria (AIC). Besides, an interpolation and approximation methods using iterative
geometric algorithm was introduced for the B-spline data fitting. They made a
comparison between the iterative geometric-based interpolation and approximation
methods and the standard curve fitting methods. The proposed method had a better
performance and local control over the B-spline curve however it difficult to fit the high
quality data and was slower if the data points were sparse (Kineri, et al., 2012). As
shown in Yang, et al. (2012), they applied evolutionary algorithm to the B-spline curve
fitting process and reverse control point process. They select the optimal control point
for the curve and used them in the B-slpine curve fitting to obtained the optimal fitting
curve. The researach done by Wu and Tao integrated geometric constraints for the
shape modification of B-spline curve. The control points of the curve were adjusted

using constrained optimization.

B-spline composed of several connected polynomial curves. Each of the segments of
the curve are affected by the k degree of control points and each of the control points
will affect the k£ segment. The degree of the curve is defined by the designer and is
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independent to the number of contol points. The curve is located inside the convex hull
which is similar to Bezier curve and it is symmetric. Therefore, B-spline curve is
smooth. Local modification can be done where by changing the control points will only
affect the local neighbour in the knot vectors. B-spline curve is considered flexible
because the curve can be controlled by many methods. The methods are changing the
knot vector type, changing the k of the basis function, adjusting the number and postion
of the control points, using multiple polygon vertices and also including multiple knot
values in the knot vector. However, B-spline curve is polynomial curve and is difficult
in representing many useful and complex curves. Thus, NURBS which is a
generalization of B-spline is required. For this research, B-spline curve will be the focus.
Figure 2.4.1 shows the step for the B-spline curve fitting. There are four processes with

different steps in the research. The flowchart is adapted from Lim and Haron (2014).

Insert data points of dataset ]'— Data Acquisition
v -

Perform parameterization

Parameterization and
v Knot Vector Generation
Generate knot vector

¥

Perform basis function cal culation

v Basis Function, Control
Perform control points cal culation — Points ar'ld Curves Data
Calculation

v

Peiform curves data calculation

v

Perform curves error calculation :I'— Curves Error Calculation

Figure 2.4.1 Flowchart for B-spline curve approach

Data Acquisition

The data used for this research is from (Haron, et al., 2012) which consists of six
datasets with different number of data points. In this research, only five datasets are

focused. The data points are in 3D coordinates which are x, y, and z coordinates. Each
15
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of the datasets will undergo parametrization and knot vector generation and then

proceed to the calculation to obtain the basis function, and control points.

Parameterization and Knot Vector Generation

Four parameterization methods is used to define the length of the parametric interval
and model the B-spline curve. Different parameterizations are implemented in this
research to identify the arrangement between the knots. The 3D data points are the input
in this process. Throughout the process, the parameters for each of the data points are
obtained. The parameters values are then used to generate the knot vectors. The knot
vectors are calculated using the uniformly spaced and averaging knot vector generation.
Different from parameter values, knot vectors require each of the value to be

incremented. Then the knot vectors for each of the data points are calculated.

Basis Function, Control Points and Curves Data Calculation

Once the parameter values and the knot vectors are obtained, the B-spline basis function,
N, (u) is computed using the values obtained. Each of the data points have respective
basis function and the function are performed separately. After the basis functions are

calculated, the values are used to compute the control points of the curve.

Curves Error Calculation

Least-squares method will be applied to calculate the control point for each of the data

points by using Equation 13.
min 7, (C(y) — Q)% (13)
Where
C (uj) is the B-spline function and Q; is the data points at j™ position.

This method can approximate the curve well if it is a smooth curve (Dung &
Tjahjowidodo, 2017). With the generated results, a new curve data is computed. A
comparison between the original and new data could be made in the next process.
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2.5 Parameterization Method

Parametrization of the 2D or 3D data points is the important process needed for the
curve fitting. The core of parameterization is to create a one-dimensional equation.
Later transforms the equation into the extended power flow equation with the equation
generated before the parameterization. Parameter is a unique value of the coordinate
that are located on the curve or surface. It shows the distribution of the points. In general,
a curve consists of many data points and parameter is the one that transforms the data
points into the curve. There are some previous works that worked on various
parameterization method such as uniform, chord length, exponential, universal,
centripetal and hybrid methods. Most common parameterization methods used are

uniform, chord length and centripetal parameterization (Wan & Yin, 2014).

Equation 14 represents the mathematical formulation for uniform method. Equation 15
shows the calculation for chord length method. Equation 16 is about the centripetal
parameterization method (Wan & Yin, 2014). Equation 17 which represent the
exponential method is retrieved from Ammad and Ramli (2019) if the a value is equal

to 0.8.

TG=0a,==,(=23.,n-1),T=1 (14)

u—1=0,171= Up—q + |Ql_ Qi_ll,(i=2,3,...,n—1),ﬂ=1 (15)
TG=07=u7+/10i— 0ql (=23 .. n—1a=1 (16
L= Y1010 — Qi—1D* (17)

Where
i, = ith parameter variable, Q; = ith data point, i = knot interval

All the parameterization methods have respective advantages and disadvantages. For
the uniform parameterization, the parameter values can be calculated easily as the knot
spacing is uniformly distributed. Nevertheless, this method only can be used for the
model which has same length at both side and may cause some random stretching
during the rendering. This is because the interpolation of the curve is not the best fit.

The advantage of chord length parameterization is the adjustment of the textures will
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be minimised. This method considers about the distance between data points which is
|Q; — Q;_1]|. It able to handle the disadvantage of uniform method in representing the
data points. However, the control polygon generated have a huge bulge and the data
points are twisted. In certain situations, smoother curve is produced using centripetal
parameterization. This is due to the evenly spacing of the control points of the curve for
texture mapping results. Small loop on the curve may be created if the data points are
collinear. For exponential parameterization, designers are able to choose the resulting
curve which is a generalization of uniform, chord length and centripetal
parameterization methods. The suitable parameter values are difficult to obtain to
construct a better curve. (Haron, et al., 2012). In this research, only four commonly
used parameterization methods are used such as uniform, chord length, centripetal and

exponential method.

As shown in Wan and Yin (2014), they integrated a new parameterization which
applied point selection methods on the data points for the curve fitting in 3D. In their
research, they explained the uniform, chord length and centripetal parameterization.
Three of the parameterization methods have own disadvantages, therefore they
proposed the dynamic parameterization method. The curve constructed by the methods
proposed was the same as using chord length parameterization if the data points are
collinear. If there are points of deflection, the curve will be the same when using
centripetal parameterization. The point cloud used for the curve fitting were dense and
not suitable for other distributed points. Based on the previous work done by (Haron,
et al., 2012), they introduced a new parameterization method for the B-spline curve
fitting. The researchers enhanced the hybrid parameterization method by implementing
the exponential parameterization method at the beginning. They made a comparison
between their proposed parameterization method and the other methods. The proposed
method able construct a better curve which the data points are collinear and have a far
distance between two successive data points. Suszynski & Swita (2017) used chord
length, uniform and centripetal parameterization for the approximation of B-spline
surface. The researchers use the B-spline to filter the thermal images. They made a
comparison between the three methods. They claimed that chord length

parameterization method produced better result with less overhead of computation.

As discussed in the previous section, they focus on identifying the best parameterization

methods for curve fitting which is similar to the objective of this research. They stated
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that designer is the one to determine the optimal parameterization method for the curve

at that situation.

2.6 Knot Vector Generation

In order to construct B-spline curve, knot vector is needed to calculate the basis function
of the curve. Knot vectors are the one which determine the shape of the curve. There
are 2 types of knot vectors which are periodic and non-periodic (open). For periodic
knots, the first and the last knots are not duplication. The example of the periodic knots
is (0, 1, 2, 3). The curve does not interpolate through the endpoints. Periodic knots are
usually used to create closed curve where the first and last control points are the same.
For non-periodic knots, the first and last values for the knots are repeated for k times.
The example is (0, 0, 0, 1, 2, 3, 3, 3). The curve will pass through the endpoints. The
knot vectors are located in one of the two categories which are uniform and non-
uniform. Each of the individual knot vector is evenly separated such as (0, 1, 2, 3, 4).
After that the values are normalized into the range of 0 and 1 like (0, 0.25, 0.5, 0.75,
1.0). With the uniform B-spline, the shape of the curve can be adjusted by a few ways.
First is by moving the control points. If there is a need to pass through the control point,
multiple control points are placed at the adjacent points so that the curve can pass
through the point. Next is by increasing the order k and joining the ends of the curve to
create a closed loop. For non-uniform B-spline, there may have multiple knot vectors

and the spaces between are not equal. For example, is like (0, 1, 2, 2, 4).

There are two types of knot vectors generation which are the uniformly spaced knot
vector generation and averaging knot vector generation. Parameters of the curve of each
data points are needed to calculate the knot vectors. For uniformly spaced knot vector,
this method is simple and not affected by the parameters. Equation 18, 19 and 20 is the

calculation for the uniformly spaced knot vector.

u0: ul = eee — up:() (18)
uj+p:n+p+1 forj=1,2,..,n—p (19)
Upp = Up—pt1 == Uy =1 (20)
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Where

p = degree of curve

n = numbers of parameters
m = numbers of knots

For the B-spline curve that have degree p, n + I parameters are needed to calculate the
knot vector with m + [ knots. The number of knots, m is calculated withm =n +p +
1. The curve is clamped as the first p + [ knots are 0 and the last p + [ knots are 1
which is represented in the equation 18 and equation 20. For the remaining » — p knots,
the knots are uniformly spaced so that could satisfy certain desired condition. Equation
19 shows that each of the position of the parameters is divided by the difference of
number of parameters and the degree of curve. However, this method has an issue
which the linear equation of the system would be singular if the method is used together

with the chord length parameterization method of the global interpolation (Liu, 2003).

Another famous method is the averaging knot vector generation which is suggested by

de Boor. The following equation is the computation of the knot vector:

U= U = =1uU=0 @h)
1 @j+p— :

Ujrp = 52{3 "t forj=12,.,n-p (22)

Un—p = Un—p+1 = "= Un = 1 (23)

Where

p = degree of curve

n = numbers of parameters
m = numbers of knots

The equations are quite similar to the uniformly spaced knot vector as the first p + 1
and the last p+7 knots are 0 and 1 respectively. The main difference is the calculation
of the remaining n — p knots which is represented in equation 22. The equation is the

summation of the parameters of the internal knots (Shene, 2014).
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2.7 Optimization

In this research, two optimization techniques are used to improve the performance in
terms of accuracy of the B-spline curve fitting which are Genetic Algorithm (GA) and
Differential Evolution (DE). Different methods will produce different results as the
algorithm performed are different. In year 1975, John Holland introduced the GA which
is according to the principle of genetics and evolution which is used to describe the

growth of the populations associated with the problems (Lim & Haron, 2013).

GA is considered as one of the popular computational paradigms for the optimization
and search problems among other methods. The algorithm is a powerful tool to solve
some of the complex optimization problems in modern days. In the GA operations, the
populations are prepared as abstract representations or so called chromosomes of an
individual or phenotypes to an optimization problem. The chromosomes will be divided
into several group of genes. The evolution of the operation begins with randomly
generated individuals in a populations and this happens in generations. In each of the
generation, the fitness or quality of every individual in the populations is evaluated by
using the objective function. The function is used to test the strength of chromosomes
against the problems (Lim & Haron, 2013). The fitness values obtained will be used to
select the parent in most of the selection operation techniques as the best genetic
materials are carried forward to next generation. In an ideal situation, the algorithm is
likely to evolve into a better solution throughout the time although it could not be
assured that the algorithm convergence to global optima (Galvez, et al., 2012). New
generation of chromosomes will replace old generation chromosomes if the fitness
value is better than the parents. GA is used because of the objective function as it is
multimodal and the number of variables changes according to the number of knots.
Besides, the objective function is difficult to differentiate by knots because the knots
are nonlinear variables for the function and the number of the knots are not known in
advance. The following figure 2.7.1 is the general steps of GA represented in

(Yoshimoto, et al., 1999).
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| Creation of Initial Population l

Figure 2.7.1 Flow of Genetic Algorithm

At the beginning of the algorithm, initial population of the will be created and the
chromosomes will be evaluated using the fitness function to identify the fitness or
strength. The fittest chromosomes will be selected in the selection operation so that
better genetic materials will be carried forward to next generation. In the crossover
operation, the genetic materials will be merged and generate a new generation. After
that, in mutation operation, new genes will be added into the chromosome. Each of the

iteration shown is considered as a generation.

In year 1997, Storn and Price introduced DE. This algorithm is a stochastic direct search
method which represents population-based search strategy for mathematical
optimization for multidimensional functions. It is simple for implementation compared
to other algorithms and has fast convergence characteristic (Hasegawa, et al., 2013).
The algorithm improves the population of individuals for several generations through
the operation of mutation, crossover and selection for global optimization. The genes
for the chromosomes are generated by using random function and the fitness of the
chromosome is evaluated using the fitness function. DE is considered unique because
of the differentiation which realized the differences between individuals in a fast and
simple linear operator. The algorithm is widely used to solve many optimization
problems such as Representation of Multi Sensor Fusion, Optimization of Industrial
Compressor Supply System and Non-Imaging Optical Design. The performance of DE
is evaluated based on size of population, strategy and parameter setting in order to
produce trial vectors and replacement scheme (Hasan, et al., 2018). Figure 2.7.2 is the

general step of the DE algorithm (Pandunata & Shamsuddin, 2010).
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Initialization = Mutation 1 Crossover — Selection

Figure 2.7.2 Flow of Differential Evolution

For the initialization phase, population for each of the generation will be generated with
random values. In the mutation phase, new vectors or populations will be created using
the process between two elements of the population and later merge with the third
element characteristic. Crossover is where the process of adding the mutation vectors
into the population and remain some of the original vectors. The last phase which is the
selection will determine the best vector for the next generation using the objective

function.

2.8 Summary

Different previous works were discussed and studied in order to determine and
understand the focus of this research. B-spline curve is chosen for this research is
because of its good characteristic and local control. B-spline curve is better compared
with the Hermite and Bezier curve as the curve able to handle the difficulties faced by
both of the curve. The calculation is more complex and the curve requires more
information such as the degree of curve and knot vector. The shape of the curve is
controlled by the control polygons. Besides, four parameterization methods are used in
this research which are uniform, chord length, centripetal and exponential. These four
methods are widely used by previous researcher because of the simple and similar
calculation. The other parameterization such as universal, foley and hybrid method are
not used because of the complexity of the calculation which involve basis function and
angle. For the knot vector generation, both uniformly spaced and averaging knot vectors
are used to compare the differences between them and the results produced. General

concepts and the flow of GA and DE algorithm were discussed.
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CHAPTER 3 RESEARCH METHODOLOGY

3.1 Overview

This chapter discussed about the research methodology involved in this research. A
brief description about the methodologies of the research is explained. The overview of
the research is about comparing the parameterization methods among the four
parameterization methods chosen to construct a smooth B-spline curve and fit the data

points well. The phases of the methodology are further discussed.

3.2 Research Methodology
3.2.1 Methodologies

Analysis Literature
Review and Problem
Definition

|

Data Collection and
Definition

|

Curve Fitting
Process

|

Optimization

|

Testing

}

Documentation

Figure 3.2.1.1 Research Framework
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Figure 3.2.1.1 represents the research framework of this research. The framework is
based on the waterfall model. There are some modifications made to suit this research.
The model is an example of plan-driven process which the processes are needed to be
planned and schedule before starting the research. Theoretically, one phase is needed
to complete in order to continue to the next phase. However, there will be iteration
between the stages when it is practically done (Sommerville, 2011). The outcome of
this research is to determine the ideal parameterization methods for B-spline curve
fitting. This can be done by comparing different parameterization methods that can fit
the data points in the datasets used for the curve. Optimization will be carried out to
optimize the accuracy of the curve fitting. Algorithm will be made and testing will be

performed.

Analysis Literature Review and Problem Definition

For the first phase of the research framework, analysis literature review and problem
definition are done. In this phase, different types of curves such as Hermite, Bezier and
B-spline curves are studied. To have a better understanding of the curves and determine
the advantages and disadvantages of those curves, some reviews on the related previous
works are carried out. This research focused on the curve which is the foundation of the
surface. B-spline curve is chosen because the curve supports local control and is flexible.
The reviews on the parameterization methods are done to explore the four methods used
in this research and identify the advantages and disadvantages. GA and DE will be used
in the research to handle the optimization problems. After reviewing the previous works,

the project objective and scopes are defined.

Data Collection and Definition

The datasets used in this paper are the dataset from (Haron, et al., 2012). There are six
datasets used where each of the datasets consists of 3D data points which are the x, y
and z coordinate. Only five datasets are focused in this research. Each of the datasets
have their own characteristic which will later generate different structure of curve.
There are no collinear and consecutive data point in Dataset 1 as only consists of simple
data points. Dataset 2 consists of data points which has large distance and can form a
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straight line. The data points at the start and end are collinear in dataset 3. Dataset 4 is

the combination of the previous datasets. The characteristic of data points of dataset 5

is similar to dataset 2 but with the existence of the collinear points. Table 3.2.1.1 —

Table 3.2.1.5 show the graph and the data points for each of the dataset provided. The

details of the dataset will be shown in Appendix A.

X y z
0.58072 2.08688 0
3.50755 2.05734 0
5.36585 3.24051 0
7.64228 6.74273 0
9.40767 7.79716 0
Table 3.2.1.1 Dataset 1
X y z
1.83761 1.33271 0
0.726496 | 2.6504 0
4.82906 7.40482 0
5.12821 7.15185 0
8.4188 1.62069 0

Table 3.2.1.2 Dataset 2
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X y z
0 9 0
0 5 0
0 3 0
0 1 0
1 0 0
Table 3.2.1.3 Dataset 3
X y z
32 14 0
34 10 0
36 9 0
38 12 0
38.2 11.7 0
Table 3.2.1.4 Dataset 4
X y z
1.40152 | 2.75472 0
4.84848 | 8.41509 0
4.84848 94 0
6.21212 | 7.0566 0

5 4.22642 0

Table 3.2.1.5 Dataset 5
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Curve Fitting

In the curve fitting process, various operations are carried out such as the
parameterization, knot vector generation, basis function and control points calculation.
Figure 2.4.1 is the flow in this process. With the input of the data points obtained, the
parameters and knot vectors are computed. There are four parameterization methods
used which are uniform, chord length, centripetal and exponential methods. Uniformly
spaced and averaging knot vector generation are used to calculate the knots using the
parameters. The values acquired will be used for the next few phase such as basis

function and control points calculation.

Optimization

There are two optimization methods that are used in this research which are Genetic
Algorithm (GA) and Differential Evolution (DE) to optimize the error. In GA
optimization, there are selection, crossover and mutation operation involved. Firstly,
chromosomes in each population are initialized within the given range. Next, the
chromosomes are evaluated using the fitness function. After the evaluation, tournament
selection is used in the selection operation. According to Lim, et al. (2018), tournament
selection is better compared to other methods such as random and roulette wheel
selection. This is because of more chromosomes are involved in the selection operation.
Therefore, there is a higher chance for the chromosomes which have higher fitness
value to be selected. After that, one random number is generated and compared with
the crossover probability. If the random number is smaller, crossover operation is
performed with the input in selection operation. Next is mutation operation. Similar to
previous operation, one random number is generated and compared with the crossover
probability. If the random number is smaller, mutation operation is performed to
produce the children chromosomes. The children chromosomes are evaluated using the
same fitness function. For the replacement operation, weak parent replacement is used
to replace the lower fitness value parent with higher fitness value children. The
operations are repeated if the termination criteria which refer to the generation is not

achieved.

For DE optimization, the sequence of selection, crossover and mutation operation is

difference from GA optimization. Firstly, chromosomes in each population are
28
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initialized within the given range. Next, the chromosomes are evaluated using the
fitness function. Next is the mutation operation. Three chromosomes are randomly
selected to generate mutant vector. After that is crossover operation. One random
number is generated. Trial vector is generated in this operation if the random number
is smaller than the crossover probability. The trial vector is evaluated using the fitness
function. The following operation is selection operation. The fitness value for the trial
vector and target vector are compared and the vector with smaller fitness value is
selected. The operations are repeated if the termination criteria which refer to the

generation is not achieved.

No Parameter Value
1. Number of generation 1000
2. Population size 40

3. GA crossover probability 0.7

4. GA mutation probability 0.01
5. DE crossover probability 0.8

6. DE differential weight 0.3

7. Number of testing 10

Table 3.2.1.6 Parameters setting for GA and DE

Table 3.2.1.6 shows the parameters setting in GA and DE optimization. The parameters

are referred to the research done by Lim, et al. (2013).

Testing

The error is tested using the difference of the distance between the original data points
and generated data points.
Error = Xi_1(IDo — Dgl) (23)

It is also used to quantify the performance of the algorithm.

Documentation
After all the phases are done, documentation will be carried out. Report of the research

will be done so that others could have an understanding about what had been done.
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3.2.2 Hardware and Software Requirements
In this research, several tools, hardware and software are used so that it can be
successfully carried out. The details of the software are stated below and the hardware

specification is shown in Table 3.2.2.1.

Hardware

The hardware specification is based on the laptop that will be used in this research.

Hardware Description

Operating System Window 10 64-bit

Processor Intel®Core™ i5-6200U CPU @ 2.30GHz
RAM 8GB

GPU Nvdia GeForce 940M

Table 3.2.2.1 Hardware Specification

Software
Microsoft Visual Studio Community 2017

Microsoft Visual Studio Community 2017 is an integrated development environment
(IDE) created by Microsoft. The software usually used to develop computer programs.
Visual Studio consists of code editor which can support different programming
languages such as C++. It includes many library functions which is useful for the

research.

Microsoft Excel 2016

Microsoft Excel is a spreadsheet program of Microsoft Office. It is used to perform
some tabling and calculation. The tables presented consists of rows and columns which
have values for mathematical manipulation. Microsoft Excel offers some other features

in addition to the standard features such as extensive graphing and charting capabilities.
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3.3 Timeline

Figure 3.3 shows the timeline of FYP1 and FYP 2

.n

Complete project execufion 39 days

Analysis Literature Revigw and Problem Definifon 9days
3 Review related previous research 6 days
4 Study on the research topic and mathematical formufa 3days
5 Data Collection and Definition 1day
§  Prepare dafaset 1day
7 Curve Fitting 16 days
8 Setup relevant software and environment 1day
9 Inputand Qutput of dataset 1day
10 Perform parameterization 6 days
1 Generate knot vector 3 days
12 Output the resufis 1 days
13 Check the cormeciness of the resufts 4days
14 Documentafion 13 days
15 Plotgraph of dataset 3days
16 Plot graph of the resuts obtained 3days
1T Field preparafions and digging 7days
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Figure 3.3.1 Gantt chart of FYPI
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1 Complete project execution

2 Curve Fitting

3 Calculate basis function

4 Calculate control points

5 Calculate error

6  Optimisation

7 Study on genetic algorithm (GA)

8  Perform GA on given input

9 Study on differential evolution (DE)
10  Perform DE on given input

11 Check the correctness of the results
12 Documentation

13 Record the results in table

14 Plot the graph

15 Update the report

3.4 Summary

82 days
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Figure 3.3.2 Gantt chart of FYP2

In this research, C++ language is used as the programming language to create the

program using Visual Studio Community 2017. The research have six phases which are

analysis literature review and problem definition, data collection and definition, curve

fitting process, optimization, testing and lastly documentation.
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CHAPTER 4 ANALYSIS AND DISCUSSION

4.1 Overview

This chapter presented the analysis and discussion on the results. Different type of

parameterization methods and knot vector generation are analysed and discussed to

have an understanding about the differences between each of the methods. The

comparison on original data points and generated data points are included. The error

distance for each parameterization methods using different knot vector generation and

error after using GA and DE optimization are analysed and discussed.

4.2 Analysis and Discussion

After some of the calculation, the results of the parameterization and knot vector

generations are obtained. Table 4.2.1 — Table 4.2.10 are the results generated from the

calculation for each of the dataset.
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Parameterization
methods
Uniform Chord Length Centripetal | Exponential
Number of
data point
1 0.00000 0.00000 0.00000 0.00000
2 0.11111 0.12339 0.11797 0.12142
3 0.22222 0.21627 0.22032 0.21815
4 0.33333 0.39236 0.36126 0.37953
5 0.44444 0.47905 0.46014 0.47108
6 0.55556 0.55472 0.55253 0.55319
7 0.66667 0.68291 0.67277 0.67837
8 0.77778 0.77540 0.77491 0.77479
9 0.88889 0.88860 0.88791 0.88812
10 1.00000 1.00000 1.00000 1.00000
Table 4.2.1 Parameterization of Dataset 1
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Uniform Chord Length Centripetal Exponential
A B A B A B A B
0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000
0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000
0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000
0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000
0.14286 | 0.22222 | 0.14286 | 0.24401 | 0.14286 | 0.23318 | 0.14286 | 0.23970
0.28571 | 0.33333 | 0.28571 | 0.36256 | 0.28571 | 0.34724 | 0.28571 | 0.35625
0.42857 | 0.44444 | 0.42857 | 0.47538 | 0.42857 | 0.45797 | 0.42857 | 0.46794
0.57143 | 0.55556 | 0.57143 | 0.57223 | 0.57143 | 0.56181 | 0.57143 | 0.56755
0.71429 | 0.66667 | 0.71429 | 0.67101 | 0.71429 | 0.66674 | 0.71429 | 0.66879
0.85714 | 0.77778 | 0.85714 | 0.78230 | 0.85714 | 0.77853 | 0.85714 | 0.78043
1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000
1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000
1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000
1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000
A = Uniformly Spaced
B = Averaging
Table 4.2.2 Knot Vector Generation of Dataset 1
Parameterization
methods
Uniform Chord Length Centripetal | Exponential
Number of
data point
0.00000 0.00000 0.00000 0.00000
2 0.16667 0.08670 0.13292 0.10462
3 0.33333 0.40258 0.38665 0.39894
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4 0.50000 0.42229 0.45002 0.43092
5 0.66667 0.74603 0.70688 0.73108
6 0.83333 0.77762 0.78712 0.77773
7 1.00000 1.00000 1.00000 1.00000

Table 4.2.3 Parameterization of Dataset 2

Uniform Chord Length Centripetal Exponential

A B A B A B A B

0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000

0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000

0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000

0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000

0.25000 | 0.33333 | 0.25000 | 0.30386 | 0.25000 | 0.32320 | 0.25000 | 0.31149

0.50000 | 0.50000 | 0.50000 | 0.52363 | 0.50000 | 0.51451 | 0.50000 | 0.52031

0.75000 | 0.66667 | 0.75000 | 0.64865 | 0.75000 | 0.64800 | 0.75000 | 0.64658

1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000

1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000

1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000

1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000

A = Uniformly Spaced
B = Averaging

Table 4.2.4 Knot Vector Generation of Dataset 2
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Parameterization
methods
Uniform Chord Length Centripetal | Exponential

Number of
data point

1 0.00000 0.00000 0.00000 0.00000

2 0.14286 0.22970 0.18440 0.21130

3 0.28571 0.34455 0.31479 0.33266

4 0.42857 0.45939 0.44518 0.45401

5 0.57143 0.54061 0.55482 0.54599

6 0.71429 0.65545 0.68521 0.66734

7 0.85714 0.77030 0.81560 0.78870

8 1.00000 1.00000 1.00000 1.00000

Table 4.2.5 Parameterization of Dataset 3
Uniform Chord Length Centripetal Exponential
A B A B A B A B
0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000
0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000
0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000
0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000
0.20000 | 0.28571 | 0.20000 | 0.34455 | 0.20000 | 0.31479 | 0.20000 | 0.33266
0.40000 | 0.42857 | 0.40000 | 0.44818 | 0.40000 | 0.43826 | 0.40000 | 0.44422
0.60000 | 0.57143 | 0.60000 | 0.55182 | 0.60000 | 0.56174 | 0.60000 | 0.55578
0.80000 | 0.71429 | 0.80000 | 0.65545 | 0.80000 | 0.68521 | 0.80000 | 0.66734
1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000
1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000
1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000
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1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000
A = Uniformly Spaced
B = Averaging
Table 4.2.6 Knot Vector Generation of Dataset 3
Parameterization
methods
Uniform Chord Length Centripetal | Exponential
Number of
data point
1 0.00000 0.00000 0.00000 0.00000
) 0.07692 0.11405 0.09718 0.10774
3 0.15385 0.17107 0.16589 0.16963
4 0.23077 0.26302 0.25315 0.26031
5 0.30769 0.27221 0.28074 0.27469
6 0.38462 0.38548 0.37759 0.38185
7 0.46154 0.45761 0.45487 0.45653
8 0.53846 0.51464 0.52358 0.51841
9 0.61538 0.67592 0.63915 0.66058
10 0.69231 0.73295 0.70786 0.72246
11 0.76923 0.84699 0.80504 0.83021
12 0.84615 0.89799 0.87003 0.88680
13 0.92308 0.94900 0.93501 0.94340
14 1.00000 1.00000 1.00000 1.00000
Table 4.2.7 Parameterization of Dataset 4
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Uniform Chord Length Centripetal Exponential

A B A B A B A B

0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000

0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000

0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000

0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000

0.09091 | 0.15385 | 0.09091 | 0.18271 | 0.09091 | 0.17207 | 0.09091 | 0.17923

0.18182 | 0.23077 | 0.18182 | 0.23543 | 0.18182 | 0.23326 | 0.18182 | 0.23488

0.27273 | 030769 | 0.27273 | 0.30690 | 0.27273 | 0.30383 | 0.27273 | 0.30562

0.36364 | 0.38462 | 0.36364 | 037177 | 0.36364 | 0.37107 | 0.36364 | 0.37102

0.45455 | 0.46154 | 0.45455 | 0.45258 | 0.45455 | 0.45201 | 0.45455 | 0.45226

0.54545 | 0.53846 | 0.54545 | 0.54939 | 0.54545 | 0.53920 | 0.54545 | 0.54517

0.63636 | 0.61538 | 0.63636 | 0.64117 | 0.63636 | 0.62353 | 0.63636 | 0.63382

0.72727 | 0.69231 | 0.72727 | 0.75195 | 0.72727 | 0.71735 | 0.72727 | 0.73775

0.81818 | 0.76923 | 0.81818 | 0.82598 | 0.81818 | 0.79431 | 0.81818 | 0.81316

0.90909 | 0.84615 | 0.90909 | 0.89799 | 0.90909 | 0.87003 | 0.90909 | 0.88680

1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000

1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000

1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000

1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000

A = Uniformly Spaced
B = Averaging

Table 4.2.8 Knot Vector Generation of Dataset 4

37
Bachelor of Computer Science (Hons)
Faculty of Information and Communication Technology (Kampar Campus), UTAR.



CHAPTER 4 ANALYSIS AND DISCUSSION

Parameterization
methods
Uniform Chord Length Centripetal | Exponential

Number of
data point

1 0.00000 0.00000 0.00000 0.00000

2 0.20000 0.36099 0.27999 0.32885

3 0.40000 0.41464 0.38793 0.40040

4 0.60000 0.56233 0.56702 0.56127

5 0.80000 0.73003 0.75786 0.73936

6 1.00000 1.00000 1.00000 1.00000

Table 4.2.9 Parameterization of Dataset 5
Uniform Chord Length Centripetal Exponential
A B A B A B A B
0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000
0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000
0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000
0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000
0.33333 | 0.40000 | 0.33333 | 0.44599 | 0.33333 | 0.41165 | 0.33333 | 0.43017
0.66667 | 0.60000 | 0.66667 | 0.56900 | 0.66667 | 0.57094 | 0.66667 | 0.56701
1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000
1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000
1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000
1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000
A = Uniformly Spaced
B = Averaging
Table 4.2.10 Knot Vector Generation of Dataset 5
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As shown in Table 4.2.1, Table 4.2.3, Table 4.2.5, Table 4.2.7 and Table 4.2.9 which
consist of the parameterization results, the first and last parameters are equal to 0 and 1
respectively for all the parameterization method used. Uniform method generated
uniformly increment of the parameter values. For chord length, centripetal and
exponential methods, the parameter values increase inconsistently because of the
calculation which involve not only the summation of data points, but also consider the

distance between the points.

Based on equation 14 which is the mathematical formula for uniform method, starting
from second data points the parameter value is equal to the position of the data points
divide by the summation of the number of the points. Therefore, the values are
increasing equally. Equation 15 is the formula for the chord length method. This method
takes the distance of the data points into consideration. After the distance is calculated,
the result will be added with the previous value. Similar to the equation 14, the final
result will be divided by the total data points. Equation 16 shows the calculation for
centripetal method. The equation is different from equation 15 as there is an additional
square root on the distance of the data points. Therefore, the sequence is proportional

to the results of the calculation.

According to E.T.Y.Lee (1989), the equation of uniform, chord length and centripetal
can be generalised into a general formula:

—0: e
ti— ti_q = [Qi— Qi1

= ; 1<i<n 24
10— Qissl® @4

If e = 0, then the equation will become uniform method. If e = 0.5, then the equation is
for centripetal method. For chord length method, the value of e is 1. For exponential
method, the e value is 0.8 according to (Haron, et al., 2012). Between the values 0 and
1, there are still many possibilities that can be used to modify the parameter values. In
this research, the value of e will be focused on 0, 0.5, 0.8 and 1 which represents the

four parameterization methods.

Table 4.2.2, Table 4.2.4, Table 4.2.6, Table 4.2.8 and Table 4.2.10 are the results for
the knot vector generation. For the first and last four knots, the values are 0 and 1
respectively according to the equation 18 and equation 20. For the remaining knots or
so called internal knots, the calculation for both knot vector generations are different.
By using the uniformly spaced knot vector generation, the values of the knots are the
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same for all the data points. Equation 19 shows that the knot value is calculated using
the position divided by the summation of control points and the degree of the curve.
For averaging knot vector, the internal knots are computed by summing up the
parameter values and then divided by the degree of the curve. Therefore, the values for
the internal knots using the uniformly spaced knot vector are the same for four of the
parameterization methods whereas the internal knots values using the averaging knot
vector are different for each of the parameterization methods. This is because the
averaging knot vector generation consider the parameter values obtained from previous

process.

The next section is about the parameters and knots distribution for all the
parameterization methods for each of the dataset. The control points generated are
plotted together with the original data points and the errors for all parameterization

methods using both knot vector generation are also included.

Dataset 1
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Figure 4.2.1 Parameter and Uniformly Spaced Knot Distribution of

(a)Uniform, (b)Chord Length, (c)Centripetal and (d)Exponential
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Figure 4.2.2 Parameter and Average Knot Distribution of

(a)Uniform, (b)Chord Length, (c)Centripetal and (d)Exponential

The red dots in the figure represent the parameter and the blue bar represent the knot

value. Figure 4.2.1 shows the parameter and knot distribution of each of the

parametrization methods using the uniformly spaced knot vector generation. The
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distribution is similar for all the methods. Each of the range consists of at least one of
the parameters as the knot vectors are generated uniformly. Figure 4.2.2 is the
parameter and knot distribution using averaging knot vector generation. For Figure
4.2.2 (a), the second and the ninth parameters fall in the beginning and last range
whereas the remaining parameters fall on the knots generated. For other parametrization
methods, not every range of the knots consists of parameters because the parameters

were average and not equally distributed.

Parameterization Knot Vector Generation

Methods Uniformly Spaced Averaging

Uniform
}A 4 \:] : ¢ N y

Centripetal

Exponential

Chord Length

B g —and”

Table 4.2.11 Visualisation of Control Points and Data Points
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Parameterization Knot Vector Generation
Methods Uniformly Spaced Averaging
Uniform 26.44794 16.78655

Centripetal 29.17968 17.14180
Exponential 31.23465 18.04786
Chord Length 32.48294 19.14408

Table 4.2.12 Error of Four Parameterization Methods

Table 4.2.11 is the visualisation of control points and original data points for four
parameterization methods using uniformly spaced and averaging knot vector generation.
The blue dotted line is the control points and the red curve is the data points. Generally,
most of the figures as shown in Table 4.2.11 are quite similar. Table 4.2.12 is the error
results for each parameterization using different knot vector generation. From the table,
for both knot vector generation, uniform parametrization had the least error which are
26.44794 and 16.78655 respectively. Chord length parametrization method had the
highest error which are 32.48294 and 19.14408. Besides that, it is noticed that uniform
parameterization performed better compared to other parameterization methods in
dataset 1. The data points generated by averaging knot vector generation is better than
uniformly spaced knot vector generation in dataset 1. Therefore, uniform
parameterization with averaging knot vector generation is the best method in generating

the data points for dataset 1.

Dataset 2
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Figure 4.2.3 Parameter and Uniformly Spaced Knot Distribution of

(a)Uniform, (b)Chord Length, (c)Centripetal and (d)Exponential
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Figure 4.2.4 Parameter and Average Knot Distribution of

(a)Uniform, (b)Chord Length, (c)Centripetal and (d)Exponential
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Figure 4.2.3 represents the parameter and knot distribution of each of the
parametrization methods using the uniformly spaced knot vector generation. For figure
4.2.3 (a), the parameters and knot vector are equally distributed whereas for figure 4.2.3
(b), (c) and (d), the figures show that the distance of the consecutive points at the
starting and ending are far away and the distance of the parameter in the middle are
near to each other. Figure 4.2.4 shows the parameter and knot distribution using
averaging knot vector generation. For Figure 4.2.4 (a), the second and the sixth
parameters fall in the beginning and last range whereas the remaining parameters fall
on the knots generated. For other parametrization methods, it is similar to the uniformly

spaced knot vector as the distance of the consecutive points are far from each other.

The parameters which are in the same range have a closer distance.

Parameterization Knot Vector Generation
Methods Uniformly Spaced Averaging
Uniform pa o
N ! 2 y
NG | \ [
/ \ | |
Ilti;, / K /
: & ' y
. x B 3
Centripetal Pa." g
o \ / \\ /
{ , f
K , K /
A N A
. w . w/
Exponential paN i
N 7; N\
';// \\\ / \
]
|
> S ®,
| x - ) ¢
Chord Length pa. &\
5 N / ,,,’/’ 8
i\;,' ,'/ mi/
y ¥, ®,
Ny w Ny
Table 4.2.13 Visualisation of Control Points and Data Points
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Parameterization Knot Vector Generation
Methods Uniformly Spaced Averaging
Uniform 11.68430 12.14099

Centripetal 13.72661 12.66538
Exponential 13.54248 12.41007
Chord Length 13.05738 12.05698

Table 4.2.14 Error of Four Parameterization Methods

Table 4.2.13 shows the visualisation of control points and original data points for four
parameterization methods using uniformly spaced and averaging knot vector generation.
The curves constructed for each parameterization methods in the table are similar to
each other. Table 4.2.14 shows the errors of the difference in distance for the generated
data points and the original data points for various parametrization methods and knot
vector generation. From the table, uniform parametrization had the least error which is
11.68430 compared to other methods for uniformly spaced knot vector generation.
Besides, chord length parameterization had the least error which is 12.05698 for
averaging knot vector generation. Basically, uniform parameterization performed better
compared to other parameterization methods using uniformly spaced knot vector
whereas chord length parameterization performed better using averaging knot vector in
dataset 2. Overall, the data points generated using averaging knot vector generation
performed better compared to uniformly spaced knot vector generation for dataset 2.
Therefore, uniform parameterization with averaging knot vector generation is the best

method in generating the data points for dataset 2 as it had the least error result.

Dataset 3
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Figure 4.2.5 Parameter and Uniformly Spaced Knot Distribution of

(a)Uniform, (b)Chord Length, (c)Centripetal and (d)Exponential
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Figure 4.2.6 Parameter and Average Knot Distribution of

(a)Uniform, (b)Chord Length, (c)Centripetal and (d)Exponential

Figure 4.2.5 presents the parameter and knot distribution of each of the parametrization
methods using the uniformly spaced knot vector generation. For figure 4.2.5 (a), the
parameters and knot vector are equally distributed whereas for figure 4.2.5 (b), (c) and
(d), the figures show that the distance of the consecutive points at the starting and
ending are far away. The distance of the second parameter until the seventh parameter
is slightly considered as uniform. Figure 4.2.6 shows the parameter and knot
distribution using averaging knot vector generation. For Figure 4.2.6 (a), the second
and the seventh parameters fall in the beginning and last range whereas the remaining
parameters fall on the knots generated. For other parametrization methods, the
distribution of the parameters and knots value beside the starting and ending are near

to each other and far away from the starting and ending points.

Parameterization Knot Vector Generation
Methods Uniformly Spaced Averaging
Uniform
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Table 4.2.15 Visualisation of Control Points and Data Points

Parameterization Knot Vector Generation
Methods Uniformly Spaced Averaging
Uniform 9.23759 8.08561

Centripetal 12.81471 9.93196
Exponential 14.82720 11.22931
Chord Length 15.87321 12.11663

Table 4.2.16 Error of Four Parameterization Methods

Table 4.2.15 presents the curves constructed based on control points and original data
points for four parameterization methods using uniformly spaced and averaging knot
vector generation. Generally, the figures shown in Table 4.2.15 had similar shape. Table
4.2.16 presents the error results for each parameterization using uniformly spaced and
averaging knot vector generation. Based on the table, uniform parametrization had the
least error which are 9.23759 and 8.08561 for each knot vector generation. Chord length
parametrization method had the highest error which are 15.87321 and 12.11663.
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Uniform parameterization had better performance compared to other parameterization
methods in dataset 3. The data points generated by averaging knot vector generation is
better than uniformly spaced knot vector generation. Therefore, uniform
parameterization with averaging knot vector generation provides a better result in

generating the data points for dataset 3.

Dataset 4
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Figure 4.2.7 Parameter and Uniformly Spaced Knot Distribution of

(a)Uniform, (b)Chord Length, (c)Centripetal and (d)Exponential
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Figure 4.2.8 Parameter and Average Knot Distribution of

(a) Uniform, (b)Chord Length, (c)Centripetal and (d)Exponential

Figure 4.2.7 presents the parameter and knot distribution of each of the
parametrization methods using the uniformly spaced knot vector generation. For
figure 4.2.7 (a), the parameters values and knot vector values are equally distributed
whereas for figure 4.2.7 (b), (c) and (d), the fourth and seventh of the knots range
having less or none parameters. Figure 4.2.8 shows the parameter and knot
distribution using averaging knot vector generation. For Figure 4.2.8 (a), the second
and the thirteenth parameters fall in the beginning and last range whereas the
remaining parameters fall on the knots generated. For figure 4.2.8 (b), (¢) and (d),
the distributions are similar to the uniformly spaced knots which were distributed

inconsistently.
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Knot Vector Generation
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Table 4.2.17 Visualisation of Control Points and Data Points
Parameterization Knot Vector Generation
Methods Uniformly Spaced Averaging
Uniform 134.90471 74.75813
Centripetal 129.22529 99.07210
Exponential 145.38275 109.98126
Chord Length 158.32117 120.90907
Table 4.2.18 Error of Four Parameterization Methods

52



CHAPTER 4 ANALYSIS AND DISCUSSION

Table 4.2.17 shows the visualisation of control points and original data points for four
parameterization methods using uniformly spaced and averaging knot vector generation.
The shape of the graph constructed for each parameterization methods in the table are
similar to each other. Table 4.2.18 shows the errors of the difference in distance for the
generated data points and the original data points for various parametrization methods
and knot vector generation. As shown in the table, centripetal parameterization had the
least error which is 129.22529 using uniformly spaced knot vector generation. Besides,
uniform parameterization had the least error which is 74.75813 for averaging knot
vector generation. Generally, centripetal parameterization performed better compared
to other parameterization methods using uniformly spaced knot vector whereas uniform
parameterization performed better using averaging knot vector in dataset 4. Overall, the
data points generated using averaging knot vector generation performed better
compared to uniformly spaced knot vector generation for dataset 4. Therefore, uniform
parameterization with averaging knot vector generation is the best method in generating

the data points for dataset 4.

Dataset 5
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Figure 4.2.9 Parameter and Uniformly Spaced Knot Distribution of

(a)Uniform, (b)Chord Length, (c)Centripetal and (d)Exponential
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Figure 4.2.10 Parameter and Average Knot Distribution of

(a)Uniform, (b)Chord Length, (c)Centripetal and (d)Exponential
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Figure 4.2.9 shows the parameter and knot distribution of each of the parametrization

methods using the uniformly spaced knot vector generation. For figure 4.2.9 (a), the

parameters values and knot vector values are equally distributed and all the range

contain at least one parameter. For figure 4.2.9 (b), (c) and (d), the parameters tend to

gather near the middle range. The first knot range for figure 4.2.9 (b) and (d) are empty.

Figure 4.2.10 presents the parameter and knot distribution using averaging knot vector

generation. For Figure 4.2.10 (a), the second and the fourth parameters fall in the

beginning and last range whereas the remaining parameters fall on the knots generated.

For figure 4.2.10 (b), (c) and (d), the distributions are similar to the uniformly spaced

knots which were distributed inconsistently.
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Table 4.2.19 Visualisation of Control Points and Data Points
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Parameterization Knot Vector Generation
Methods Uniformly Spaced Averaging
Uniform 9.26437 11.41900

Centripetal 13.96101 15.89795
Exponential 17.35259 19.08679
Chord Length 19.31934 21.06089

Table 4.2.20 Error of Four Parameterization Methods

Table 4.2.19 is the visualisation of control points and original data points for four
parameterization methods using uniformly spaced and averaging knot vector generation.
Generally, the figures shown in Table 4.2.19 are quite similar. Table 4.2.20 is the error
results for each parameterization using uniformly spaced and averaging knot vector
generation. From the table, uniform parametrization had the least error which are
9.26437 and 11.41900 for each knot vector generation. Chord length parametrization
method had the highest error which are 19.31934 and 21.06089. Uniform
parameterization performed better compared to other parameterization methods in
dataset 5. The data points generated by uniformly spaced knot vector generation is
better than averaging knot vector generation. Therefore, uniform parameterization with
uniformly spaced knot vector generation provides a better result in generating the data

points for dataset 5.
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Knot Vector Generation

Parameterization
Dataset Methods Uniformly Spaced Averaging
Original GA DE Original GA DE
Uniform 26.44794 | 2594418 | 25.19507 | 16.78655 | 16.60393 | 15.86650
Centripetal 29.17968 | 28.24147 | 27.92184 | 17.14180 | 16.92640 | 16.16987
: Exponential 31.23465 | 30.13695 | 29.80171 | 18.04786 | 17.82270 | 16.95304
Chord Length 32.48294 | 31.39069 | 31.13509 | 19.14408 | 18.95485 | 18.13135
Uniform 11.68430 | 11.56139 | 11.12791 | 12.14099 | 12.02465 | 11.59085
Centripetal 13.72661 | 13.62629 | 13.27011 | 12.66538 | 12.57396 | 12.25383
2 Exponential 13.54248 | 13.44002 | 13.07648 | 12.41007 | 12.32746 | 12.06007
Chord Length 13.05738 | 12.96363 | 12.65604 | 12.05698 | 11.98050 | 11.74178
Uniform 9.23759 8.28460 8.53788 8.08561 6.75487 7.44312
Centripetal 12.81471 | 10.30345 | 11.91829 | 9.93196 8.27010 9.20684
. Exponential 14.82720 | 12.61257 | 13.95337 | 11.22931 | 9.18694 | 10.58145
Chord Length 15.87321 | 12.88129 | 15.03274 | 12.11663 | 8.86969 11.32366
Uniform 134.90471 | 134.52617 | 132.86375 | 74.75813 | 74.50104 | 73.52093
Centripetal 129.22529 | 128.90828 | 127.44849 | 99.07210 | 98.81697 | 97.56874
4 Exponential 145.38275 | 145.10842 | 143.75472 | 109.98126 | 109.10996 | 108.61979
Chord Length | 158.32117 | 158.06627 | 120.19056 | 120.90907 | 156.89676 | 119.84287
Uniform 9.26437 8.79423 8.83480 11.41900 | 11.05764 | 11.08478
Centripetal 13.96101 | 12.22011 | 13.44314 | 15.89795 | 14.17900 | 15.50208
: Exponential 17.35259 | 15.34906 | 16.84237 | 19.08679 | 15.06754 | 18.58727
Chord Length 19.31934 | 16.72663 | 18.81654 | 21.06089 | 18.71501 | 20.56162

Table 4.2.21 Error of Datasets

Furthermore, the error results obtained after optimization are analyse and discussed.

Table 4.2.23 is the errors for all datasets with respective parameterization, knot vector

generation and optimization methods. The results shown in the table is the original error

of each datasets and average error of GA and DE optimization on each datasets for

various parameterization methods and knot vector generation methods. The complete

results for all optimization of datasets are located in Appendix A.

As shown in the tables, with the implementation of optimization, the errors obtained

are decreased. For dataset 1, the table shows that DE further optimized the error of the

original error to 15.86650 for uniform parameterization method with averaging knot
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vector generation. Moreover, for dataset 2, the original error is best optimized by DE
for uniform parameterization with uniformly spaced knot vector generation where the
optimized error is 11.12791. From the table, GA had a better optimized error which is
6.75487 for uniform parameterization with averaging knot vector for dataset 3. For the
fourth dataset, DE further optimised the original error to 73.52093 for uniform
parameterization with averaging knot vector. Lastly, for dataset 5, uniform
parameterization with uniformly spaced knot vector has the least optimized error,
8.79423 by using GA optimization. GA performed faster than DE because in GA, the
replacement was done once per generation whereas in DE, there was update for
previous chromosomes and iterated through the population to compare the trial vector.
Overall, DE performed better having lower error results but sometimes GA performed
better when the data points are lesser. The operations in both optimizations depend on

the probability given.

Dataset Graph Explanation

1 4 A DE with uniform
parameterization method
} X and averaging knot vector

# L generation

DE with uniform

\
\
—~———

parameterization method
and uniformly spaced knot

vector generation

o

58
Bachelor of Computer Science (Hons)
Faculty of Information and Communication Technology (Kampar Campus), UTAR.



CHAPTER 4 ANALYSIS AND DISCUSSION

ireeanea———

W

GA with uniform
parameterization method
and averaging knot vector

generation

GA with uniform
parameterization method
and averaging knot vector

generation

GA with uniform
parameterization method
and averaging knot vector

generation

Table 4.2.22 Visualisation of Control Points and Data Points

Table 4.2.22 is the visualisation of the optimized control points and original data points

with the explanation which stated the best parameterization, knot vector generation and

optimization methods. The graphs are plotted according to the minimum results which

is placed in the Appendix A. As this research is about interpolation curve, the number

of control points and number of data points are similar so this lead to similar graph.

Based on the table, uniform parameterization is the best among four parameterization

methods for all the datasets. Averaging knot vector generation had better performance

for most of the datasets except dataset 2. With the input data points, parameters are

generated through parameterization method. After that, the parameters are used to
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calculate the knot vector. From equation 24, uniform parameterization is formed if e =
0 and the parameters are uniformly distributed. For averaging knot vector generation,
the knot vector is generated by averaging the summation of the knots according to the
parameters. For most of the datasets, GA provided a better minimum results compared

to DE.

60
Bachelor of Computer Science (Hons)
Faculty of Information and Communication Technology (Kampar Campus), UTAR.



CHAPTER 5 CONCLUSION

CHAPTER 5 CONCLUSION

5.1 Conclusion

This research is about the B-spline curve fitting with different parametrization methods.
Interpolation of B-spline curve is generated based on the datasets given. By using the
input of dataset given, four parameterizations methods are done to obtain the parameter
values for each of the data points. After that uniformly spaced knot vector and averaging
knot vector are calculated with the use of parameters obtained previously. After control
points are obtained, GA and DE optimization are done to optimize the error between
generated data points and original data points. Analysis had been done to compare the
four parameterization methods which are uniform, chord length, centripetal and
exponential methods. Both the knot vector generation are analysed to identify the

differences between them. GA and DE are analysed and discussed.

The research is done using various datasets with different properties. Based on the
analysis, curves generated using the uniform parameterization had better results for
most of the datasets. The parameters generated by uniform parameterization are
uniformly generated. Overall, averaging knot vector generation produced better curves
compared to uniformly spaced knot vector generation. The knot vectors are averagely
calculated with the input of previous parameters results. Although DE had lower
optimized error results for most of the datasets, GA provided a better minimum

optimized error results.

5.2 Future Work

In the near future, more parameterization methods could be implemented so that able
to analyse the different results obtained. In this research, x coordinate and y coordinate
were used and the z coordinate is identical. So, z coordinate could be different to
implement later. Furthermore, modification in the operation for GA and DE could be
done to further improve the optimization. Next, combination of the optimization
method could be implemented. GA and DE could merge together to further optimise

the error results.
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APPENDIX A: DATASET AND TABLES
Appendix A shows the datasets used in this research. Each of the data points in 3D which
consists of X, y and z coordinates. Tables that present the error and performance results for

each datasets with knot vector generation after optimization are shown.
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APPENDIX B: WEEKLY REPORT
Appendix B shows the weekly report of the research.

FINAL YEAR PROJECT WEEKLY REPORT
(Brojeetd / Project 1)

Trimester, Year: Trimester 3, Year 3 | Study week no.: 1

Student Name & ID: Kheng Jia Shen 16ACB03287

Supervisor: Ts Dr Lim Seng Poh

Project Title: B-Spline Curve Fitting with Different Parameterization Methods

1. WORK DONE
[Please write the details of the work done in the last fortnight.]

Continue with the previous work. Calculation for basis function based on the input
from previous parameters and knot vector.

2. WORK TO BE DONE
Calculate the transpose, inverse function for the dataset.

3. PROBLEMS ENCOUNTERED
Not familiar with the calculation.

4. SELF EVALUATION OF THE PROGRESS
Moderate performance

4 Fhos—

Supervisor’s &ignature Student’s signature

Bachelor of Computer Science (Hons)
Faculty of Information and Communication Technology (Kampar Campus), UTAR.

B-1



FINAL YEAR PROJECT WEEKLY REPORT
(Brojeett / Project I1)

Trimester, Year: Trimester 3, Year 3 | Study week no.: 3

Student Name & ID: Kheng Jia Shen 16ACB03287

Supervisor: Ts Dr Lim Seng Poh

Project Title: B-Spline Curve Fitting with Different Parameterization Methods

1. WORK DONE

[Please write the details of the work done in the last fortnight.]

Continue with the calculation to get control points. The transpose of the basis function
is done. Some basic understanding about Gauss Jordan Elimination is studied to
calculate the inverse function.

2. WORK TO BE DONE

Calculate the error for the results

3. PROBLEMS ENCOUNTERED

Less understanding about the inverse function.

4. SELF EVALUATION OF THE PROGRESS

Moderate performance

5 Fhoos—

Supervisor’s signature Student’s signature
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Bachelor of Computer Science (Hons)
Faculty of Information and Communication Technology (Kampar Campus), UTAR.



FINAL YEAR PROJECT WEEKLY REPORT
(Brojeett / Project I1)

Trimester, Year: Trimester 3, Year 3 | Study week no.: 4
Student Name & ID: Kheng Jia Shen 16ACB03287
Supervisor: Ts Dr Lim Seng Poh

Project Title: B-Spline Curve Fitting with Different Parameterization Methods

1. WORK DONE

[Please write the details of the work done in the last fortnight.]

Had some update on the previous inverse function. The previous results are incorrect
and modification had been done so that the calculation can be completed.

2. WORK TO BE DONE

Calculate errors of the results and proceed to optimization.

3. PROBLEMS ENCOUNTERED

There is some logic of the flow that are confusing which will lead to incorrect results.

4. SELF EVALUATION OF THE PROGRESS

Moderate performance

4§ Fhor—

Supervisor’s \signature Student’s signature

B-3
Bachelor of Computer Science (Hons)
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FINAL YEAR PROJECT WEEKLY REPORT
(Brojeett / Project I1)

Trimester, Year: Trimester 3, Year 3 | Study week no.: 6

Student Name & ID: Kheng Jia Shen 16ACB03287

Supervisor: Ts Dr Lim Seng Poh

Project Title: B-Spline Curve Fitting with Different Parameterization Methods

1. WORK DONE

[Please write the details of the work done in the last fortnight.]

The correctness of the errors is tested and record in table. Start off with studying the
concept for GA optimization as this field is an unknown knowledge.

2. WORK TO BE DONE

Perform GA optimization

3. PROBLEMS ENCOUNTERED

Flow of the GA method and the operation.

4. SELF EVALUATION OF THE PROGRESS

Moderate performance

3( Fhoos—

Supervisor’s \signature Student’s signature

Bachelor of Computer Science (Hons)
Faculty of Information and Communication Technology (Kampar Campus), UTAR.
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FINAL YEAR PROJECT WEEKLY REPORT
(Brojeett / Project I1)

Trimester, Year: Trimester 3, Year 3 | Study week no.: 7

Student Name & ID: Kheng Jia Shen 16ACB03287

Supervisor: Ts Dr Lim Seng Poh

Project Title: B-Spline Curve Fitting with Different Parameterization Methods

1. WORK DONE

[Please write the details of the work done in the last fortnight.]

Start to work on the coding for GA. Initialization of the population and selection
operation are done. With the input control points, the chromosome in population are
initialize and selection is done.

2. WORK TO BE DONE

Continue with other operation in GA

3. PROBLEMS ENCOUNTERED

None

4. SELF EVALUATION OF THE PROGRESS

Moderate performance

4 Fhoor—

Supervisor’s si\gnature Student’s signature

Bachelor of Computer Science (Hons)
Faculty of Information and Communication Technology (Kampar Campus), UTAR.
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FINAL YEAR PROJECT WEEKLY REPORT
(Brojeett / Project I1)

Trimester, Year: Trimester 3, Year 3 | Study week no.: 8

Student Name & ID: Kheng Jia Shen 16ACB03287

Supervisor: Ts Dr Lim Seng Poh

Project Title: B-Spline Curve Fitting with Different Parameterization Methods

1. WORK DONE

[Please write the details of the work done in the last fortnight.]

Continue mutation, crossover and replacement operation in GA. After the operation,
checking of the correctness of the results is done. Furthermore, some basic concept and
the flow of DE is studied for understanding.

2. WORK TO BE DONE

Perform DE optimisaton.

3. PROBLEMS ENCOUNTERED

None

4. SELF EVALUATION OF THE PROGRESS

Moderate performance

)&/ Fhoos—

Supervisor’s tignature Student’s signature

B-6
Bachelor of Computer Science (Hons)
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FINAL YEAR PROJECT WEEKLY REPORT
(Brojeett / Project I1)

Trimester, Year: Trimester 3, Year 3 | Study week no.: 9

Student Name & ID: Kheng Jia Shen 16ACB03287

Supervisor: Ts Dr Lim Seng Poh

Project Title: B-Spline Curve Fitting with Different Parameterization Methods

1. WORK DONE

[Please write the details of the work done in the last fortnight.]

Further reviewed on the operation in DE. Some coding is done on some operation in
DE such as crossover, selection and mutation.

2. WORK TO BE DONE

Continue with the other operation in DE. Check the correctness of the results.

3. PROBLEMS ENCOUNTERED

None

4. SELF EVALUATION OF THE PROGRESS

Moderate performance

ﬁ( Fhoor—

Supervisor’s §‘ignature Student’s signature

Bachelor of Computer Science (Hons)
Faculty of Information and Communication Technology (Kampar Campus), UTAR.
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POSTER

B-SPLINE CURVE FITTING WITH DIFFERENT
PARAMETERIZATION METHODS '

. SUPERVISOR: DR LIM SENG POH

Introduction Problem Statement

Optimization problems
Accuracy could not be guaranteed

. Parameterization methods Lould not. handle all
types of data points

. Project Objective i ; ’

B-spline curve is important in the geometric
modelling field and CAD in visualization and curve
modelling. B-spline is flexible and could provide a
better behaviour and local contrel. However, there is
an issue in many fields which is to- construct an
optimal curve with the given data points. Therefore,
in this research, a comparison is made between the
parameterization methods to determine the optimal
method for the B-spline curve fitting. Uniformly
spaced and averaging knot vector ‘generations are
used and analysed. - After ‘applying the
parameterization method,. genetic algorithm -and
differential evolution = optimization are used to
optimise the accuracy of the curve fitting. - i

. To analyse different parameterization methods
for B-spline curve.
. To optimize the accuracy of -B-spline curve-

G o »

Projevct Scope

[

Research Methodologies
: y C++ language

B-spline curve

Four Parameterization Methods

Genetic Algorithm (GA) and Differential
Evo]unon (DE)

Analysis

Analysis Literature
Review and Problem

Definition ;
l Insert data points of dataset
v

Data Collection and :
Definition

Perform parameterization |
v

Generate knot vector |

Curve Fitting | ¥
Process

\ Perform basis function calculation I

: v
Optimization I Perform control points calculation

v
| Perform curves data cal culation |

v

‘ Perform curves error calculation ‘

DE with uniform
parameterisation method
and averaging knot vector
generation

Knot Vector Generation
Uniformly Spaced Averaging
264794 1678655
2917968 17.14180

Documentation

3123465 18.04786
3248294 19.14408

Conclusion

This research is about the B-spline curvefitting with different parametrization methods. By using the input of
dataset given, four parameterizations method were done to obtain the parameter values. After that, uniformly
spaced knot vector and averaging knot vector generation were calculated with the use of parameters obtained
previously. GA and DE were used for optimisation. Analysis had been done to.compare the four parameterization
methods which are uniform, chord length, certripetal and exponential methods. Both the knot vector generation
and optimisation were analysed to identify the differences between them.

Proposed by: Kheng Jia Shen 16ACB 7

U I / R Bachelor of Computer Science (Hons)
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