
 

 

ACTION DETECTION SYSTEM FOR ALERTING DRIVER 

USING COMPUTER VISION 

BY 

KHOO CHIA HONG 

 

 

 

 

 

A REPORT 

SUBMITTED TO 

Universiti Tunku Abdul Rahman 

in partial fulfillment of the requirements 

for the degree of 

BACHELOR OF COMPUTER SCIENCE (HONS) 

Faculty of Information and Communication Technology 

(Kampar Campus) 

 

JANUARY 2020  



ii 
 

UNIVERSITI TUNKU ABDUL RAHMAN 

 

REPORT STATUS DECLARATION FORM 

 

 Title:  Action Detection System For Alerting Driver Using Computer Vision__  

    ______________________________________________________ 

    __________________________________________________________ 

 

Academic Session:  JAN 2020 

 

 I   __________________KHOO CHIA HONG______________________ 

(CAPITAL LETTER) 

 

 declare that I allow this Final Year Project Report to be kept in  

 Universiti Tunku Abdul Rahman Library subject to the regulations as follows: 

1. The dissertation is a property of the Library. 

2. The Library is allowed to make copies of this dissertation for academic purposes. 

 

 

   Verified by, 

 

 

 _________________________  _________________________ 

 (Author’s signature)               (Supervisor’s signature) 

 

 Address: 

 _2A-3-7 E-Park,____________ 

 _Jalan Batu Uban,__________  ____Lau Phooi Yee, PhD_____ 

 _11700 Gelugor, Pulau Pinang._                Supervisor’s name 

 

 Date: ____20 April 2020______  Date: ____20 April 2020_____ 



iii 
 

 

 

ACTION DETECTION SYSTEM FOR ALERTING DRIVER 

USING COMPUTER VISION 

BY 

KHOO CHIA HONG 

 

 

 

 

 

A REPORT 

SUBMITTED TO 

Universiti Tunku Abdul Rahman 

in partial fulfillment of the requirements 

for the degree of 

BACHELOR OF COMPUTER SCIENCE (HONS) 

Faculty of Information and Communication Technology 

(Kampar Campus) 

 

JANUARY 2020  



iv 
 

DECLARATION OF ORIGINALITY 

 

I declare that this report entitled “ACTION DETECTION SYSTEM FOR ALERTING 

DRIVER USING COMPUTER VISION” is my own work except as cited in the 

references. The report has not been accepted for any degree and is not being submitted 

concurrently in candidature for any degree or other award. 

 

 

 

Signature  : _________________________ 

 

Name   :            Khoo Chia Hong______ 

 

Date   : _______20 April 2020_______  



v 
 

ACKNOWLEDGMENTS 

 

First and foremost, I would like to express my sincere thanks and appreciation to my 

supervisor, Dr. Lau Phooi Yee who had given me this opportunity to engage in this project  

related to ADAS (Advanced Driver Assistance System). It is my first step to establish a 

computer vision and real-time development field. A million thanks to you. 

 

Besides that, I would like to thank all my friends for support and giving me idea me during 

the project development. Finally, I would also like to thank my family for their love, 

support and continuous encouragement throughout the entire course especially my father 

who keep helped me in both financial and academic problem throughout the entire course. 

 

  



vi 
 

ABSTRACT 

Nowadays, the increasing number of careless drivers on the road had resulted in more 

accident cases. Driver’s decisions and behaviors are the keys to maintain road safety. 

However, many drivers tend to do secondary task like playing with their phone, adjusting 

radio player, eating or drinking, answering phone calls, and worse case is reading phone 

text.  

In previous efforts, many kinds of approaches had been introduced to try to solve the task 

to recognize and capture potential problem related to careless driving inside the car. In this 

project, the work will mainly focus on the driver secondary tasks recognition using the 

action detection method. A camera will be set up inside the car for the real-time extract of 

driver’s action. The video will undergo a process to extract out the human pose frames 

without background called human pose estimator framework. Inside this framework, raw 

image will be input into a CNN network that compute human key points activation maps. 

After that key points coordinate will be computed using the output activation maps and 

drawn on a new blank frame. Then the frames will be input into Pose-based Convolutional 

Neural Network for the action classification. If an action performed by driver is considered 

a dangerous secondary task, alert will be given.  

The proposed framework was able to achieve a higher speed compare to others people 

framework if it is being run on Raspberry Pi CPU. It is able to detect 10 different driver 

actions where only talking to passengers and normal driving will not trigger the buzzer to 

give alert to driver.  
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CHAPTER 1: INTRODUCTION 

1.1 Problem Statement 

Nowadays, most of the traffic accidents were reported to be caused by secondary tasks 

performed by the driver while driving at the roadside. Cdc.gov (2019) report that in 2012, 

421,000 people face traffic accidents due to distracted drivers. Drivers usually tend to play 

their mobile phone while driving at the roadside such as texting to a smartphone, answering 

phone calls, surfing internet, and using social application such as Facebook, Instagram, 

Twitter, and etc. It is because most of the driver especially officers need to keep contact 

with their customer even though they are not in their working hour. Moreover, adjusting 

car radio also consider a dangerous act which will also catch attention of driver away from 

primary driving task (Lee et al., 2018). Furthermore, a driver might consume food and take 

a drink while driving which is also one of the causes of a traffic accident. The accident risk 

had increased when eating during driving after simulation with some participants. 

Nowadays, most of the fast-food restaurants featuring the welcoming drive-thru windows 

all around the part of the world. Most of the driver choose not to waste their time looking 

for eateries hence drive-thru becomes their major choice, and this led to many drivers 

choose to consume their food on the way to go, especially highway drivers which are more 

dangerous compared to normal drivers as the driving speed can reach 110KM/H. Rolison 

et al. (2018) report that young female driver had 71.57% involve in traffic accident due to 

distraction driving.   
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1.2 Background and Motivation 

According to Malaymail.com (2019), 281,527 road accidents had been recorded in 

Malaysia within the first six months of 2019, which had been increase by 2.5 per cent 

compare to last year. Besides Malaysia, according to Who.int (2018), about 1.35 million 

people die due to road traffic crashes annually. And one of the factors that cause road 

accident was distracted driving, whereby the distraction caused by smart phone is the most 

critical part among all driving distraction. But the distracted driving is difficult to track 

since most of the driver will not admit that they are performing secondary task (Lawrence, 

2018). 

Human action recognition is a computer vision technique that has the ability to identify, 

recognize, and classify an action done by a human. Human action recognition from video 

is one of the most popular subjects of research nowadays due to the emergence of deep 

learning. Normally, a frame of video which is the image will be extracted out to obtain its 

meaningful features such as body, head and hand movement. After that, those features will 

be used to perform some kind of classification to determine the action performed by human 

based on the features. 

Basically, human action recognition technique had become one of the most popular 

research that is interested in many system designer and researcher. It is because nowadays, 

design a system that implements to the camera which could help to monitor human 

activities is far more efficient than hiring some people to monitor through close-circuit 

television (CCTV). In this era, high-quality camera and computer hardware are very 

popular around this world with low cost, hence it is easy to get even for low salary worker 

and implement with system to bring better quality of life. Human life quality can be 

improved by implementing many convenience systems in many areas. Human action 

detection work had been explored in the past few years within video. For example, Wang 

et al (2016) propose RGB difference and warped optical flow modalities for the human 

action recognition.  

Nowadays, most people will own their personal vehicle and get to the road. However, due 

to the improvement of the technologies, smartphone plays an important role in our daily 

life whereby people keep interact with their mobile phone even though during driving. The 
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interaction with smartphone during driving information as secondary task which might 

draw driver attention away from driving primary task, hence it increases the number of 

traffic accident. According to Motus (2018) stated that the number of traffic accident had 

increased 12.3 per cent due to smartphone working during driving.  

However, the development of Advanced Driver Assistance system (ADAS) had shown 

potential to help people to avoid from getting themselves involved in unnecessary traffic 

accident by assist driver in different kind of ways. This system not only can provide vital 

information to driver but also can monitor driver fatigue and distraction of driver to give 

alert. 

Nowadays, most of the vehicle provide more useful features to the driver to reduce their 

workload on driving such as a built-in Wi-Fi hotspot and camera that can show outside the 

vehicle. However, most of the vehicle does not implement the system that can recognize 

driver action and give alert to the secondary task performed. In most of the system even 

through automated vehicle, this feature does not include as part of the vehicle function. 

Hence, monitoring a driver’s action is important to make sure that they are always ready 

for the driving task. In these few years, most of the system developed is more concern on 

the driver’s fatigue by monitoring their face. Thus, a driver’s action monitoring system was 

required to make sure that not only the face but the driver secondary task is also a point to 

give monitor.   
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1.3 Objectives 

The main objective of this project is to design and develop a real-time driver action 

monitoring system as it will recognize driver’s tasks performed and give alert to driver 

when the tasks performed are considered as secondary tasks to decrease the car accident. 

This project’s objectives can be divided into following sub-objectives: 

1. To record down driver action in real-time through the camera. 

• The camera should be able to keep taking the frame of driver clearly to observe 

the driver activity. 

 

2. To do the classification of driver’s action accurately in real-time. 

• The system should straight do the recognition of driver’s action from the frame 

taken from the camera with high accuracy. 

• The system should be able to classify driver secondary tasks perform such as 

texting on smartphone, answering phone calls, eating, adjusting radio player, 

and makeup. 

 

3. To give alert to the driver when tasks performed is dangerous. 

• The system should give alert to driver by buzzing the buzzer when the 

secondary tasks performed is too long or is consider dangerous that will 

influence to the traffic safety.   
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1.4 Report Organization 

There are seven chapters included in this report, whereby introduction is the first chapter, 

followed by literature review, system design, system analysis, implementation, system 

testing and also conclusion. Chapter 1 which is introduction of the proposed project. The 

problem domain that is related on this topic, some background information and motivation 

towards this project, as well as the objectives that is going to be achieve in this project was 

included in chapter one. While chapter 2 consist of all literature reviews regarding on the 

previous works that are similar or may be helpful for this project. Next, chapter 3 will 

present the design of the proposed system. It will briefly describe in details how to rebuild 

the system by explain in details the system design, hardware and software requirement as 

well as the method to setup the system. 

Besides that, chapter 4 will describe some analysis regarding to the system for example 

like setting up the camera in different location and train different model to do the analysis 

for selection the model that proposed in chapter three. Chapter 5 will consist of 

implementation, where the system is conducted inside the vehicle and the process and 

output from each block of system design will be explained. The purpose of this chapter is 

to shown clearly the output that is going to be obtain from each block step-by-step by 

reaching the final output.  

Chapter 6 which will conduct some system testing for this proposed system to test out its 

accuracy and performance. Lastly, the last chapter which is conclusion will summarize of 

all over the project and further development that can be made.  
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CHAPTER 2 LITERATURE REVIEW 

2.1 Driver Action Recognition using Convolutional Neural Network 

The ever-growing traffic density nowaday caused number of road accident increase a lot. 

This paper proposed a convolutional neural network (CNN) architecture to represent and 

recognize driver action, whereby this architecture aims to build a high-level feature 

representation from low-level input, whereby the high-level feature will be extracted from 

raw input image (Yan et al., 2016). This proposed approach was evaluated on SEU dataset 

as well as Driving-Posture-atNight and Driving-Posture-inReal datasets that created 

purposely using UWISH UC-H7225 infrared camera to solve different read conditions. 

The architecture of this proposed paper is shown in Figure 2.1 below. 

 

Figure 2.1: Architecture of Proposed CNN Network Contains Three Stages (Yan et al., 

2016) 

The CNN architecture consists three convolution stages with three fully connected layers 

that end up with softmax layer to classify four different classes. The final results obtained 

an accuracy of 99.47% on SEU dataset, 99.3% on Driving-Posture-atNight and 95.77% on 

Driving-Posture-inReal dataset. This prove that the overall results obtained were better 

than approaches that using hand-coded features.  
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2.2 Skin-Like Regions  

In another paper, skin-like regions from an image are extracted by Gaussian Mixture Model 

(GMM) and pass to a CNN model which is called region-convolutional neural network 

(R*CNN) to classify driver’s action (Yan et al., 2016). In the beginning, the full image will 

be pass to GMM which had been trained with different skin samples. After that, skin-like 

regions will be generated and pass as the second region for the conventional R*CNN which 

are more informative compared with selective search in R*CNN. Lastly, the R*CNN will 

process the first region which is the full image together with second region to do the 

classification. Figure 2.2 shows the flow of image going through these processes. 

 

Figure 2.2: Implementation of Gaussian Mixture Model for Skin Modeling (Yan et al., 2016)  
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2.3 Merge Multiple Layer Output in CNN 

Figure 2.3 shows the trainable deep framework of DedistractedNet that proposed by Pang 

et al (2018) used to recognize the driver behaviors from an image which directly profiles 

the features from the input image based on CNN. DedistractedNet consists of five sets of 

convolutional layer, after performing each layer, the subsequent max-pooling layers will 

be conducted to offer invariance to decrease the resolution of activation maps. Feature 

maps from convolutional layer and max-pooling layers will be associate to train the 

DedistractedNet. 

The output from P3 and P4 will merge together with output from C2 and C4 to become a 

new input to 5th convolution layer which this method can further improve the accuracy. At 

last, after output from P5, first fully connected layer will have 512 neurons whereby at the 

last stage which is Softmax will classify the driver action in one out of 8 classes. 

 

Figure 2.3: Framework of the proposed DedistractedNet (Pang et al., 2018) 
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2.4 Six-Axis Motion Processor 

Apart from that, Zhang et al (2019) propose a method to recognize vehicle driving behavior 

based on six-axis motion processor. Since the sample size is small and easy to achieve 

overfitting, hence a joint data augmentation (JDA) scheme is proposed with a multi-view 

convolutional neural network model (MV-CNN). The experimental system includes data 

acquisition and receiver, data augmentation, and deep neural network model structure. In 

the data acquisition module, it uses the MPU-6050 which is a six-axis sensor to transfer 

the data through Wi-Fi. In the data augmentation processing, multi-axis weighted fusion 

algorithm, background noise fusion algorithm, and random cropping algorithm that come 

together to form the JDA are processed.  

In the last part, the features will go into MV-CNN for the recognition of driving behavior. 

First, the feature map is sliced from different views which consist of H, W, and C that stand 

for the number of rows, columns, and channels respectively. Down and Up module split 

into H slices while Right and Left split into W slices. The feature maps with size of H x W 

x C extracted from four views are next concatenated with the original input to compile a 

new feature map having H x W x 5C size. Then the new feature maps will pass through the 

CNN, flatten it into vector, fully connected layer (FC), as well as the SoftMax function to 

do the classification. Figure 2.4 shows the structure of MV-CNN. 
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Figure 2.4: Structure of MV-CNN (Zhang et al., 2019) 
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2.5 Action Detection Using Pose Estimation 

Huang et al (2018) proposed a paper by computing temporal pose features with a 3D CNN 

model to action recognition from videos. The pose estimation result will be generated from 

multi-person pose estimator, then some pre-processing procedure is proposed to utilize the 

multi-channel human joint position maps. After that, they the extent of optical flow 

stacking CNNs to human-joint-part stacking CNNs to better capture both spatial and 

temporal clues. Figure 2.5 shows the flow diagram of pose-based 3D CNN model. 

 

Figure 2.5: Flow diagram of pose-based 3D CNN model (Huang et al., 2018)  
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2.6 Optical Flow and SVM Classifier 

Jagadeesh and Chandrashekar (2016) propose a method to recognize the human action 

inside the video whereby the model is trained using Kungliga Tekniska Hogskolan (KTH) 

dataset. At the beginning, the frame will be extracted from video and follow by Lucas-

Kanade for optical flow computation. Optical flow is used to describe how an object or 

person between two consecutive frames from a video change due to the motion between 

scene and the camera. The next step is converting the data obtained from optical flow into 

binary image to allow histogram of oriented gradient (HOG) descriptor to process the next 

step which is feature extraction. The features will encode local shape information from 

regions inside an image which can be used for classification. Lastly, the extracted features 

will fit into the trained support vector machine (SVM) model for classification of action. 

Figure 2.6 show the block diagram of the proposed framework. 

 

Figure 2.6: Block Diagram of Human Action Recognition using Optical Flow and SVM 

(Jagadeesh and Chandrashekar, 2016)  
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2.7 SURF Key Points 

In this paper, an approach is proposed to deal with the distracted driving tasks using the 

speeded up robust features (SURF) to detect the key points, follow by histogram of gradient 

(HOG) to extract the features and k nearest neighbor (KNN) to do the classification using 

the extracted features (Jegham et al., 2018). The flow of the proposed framework is shown 

in Figure 2.7.  

First of all, the safe driving frame will first be captured and keep to compare with later 

frame. After that, the frame contains the driver next action will be acquired. The SURF key 

points will then be detected from the first safe driving frame and the next frame capture 

from camera. Then, the common key points of both frames will be detected by comparing 

the similarity. After getting the common key points, it will then eliminate those points from 

the distracted driving frame which left only the points that will be consider as distracted 

action key points.  

Now it will filter the key points such that strongest metrics points will be remain and other 

will eliminate as noise. The body part segmentation will be done based on the filtered key 

points. From the segmented image, histogram of oriented gradient (HOG) will be applied 

to extract the features and the extracted features will be fit into KNN model for 

classification.  

 

Figure 2.7: Flow of Driver Action Classification using SURF Key Points (Jegham et al., 

2018)  
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2.8 Skeleton Motion History 

This paper will propose a system to classify human action in three parts (Phyo et al., 2019). 

In the first part, the system first generates skeleton image whereby the human parts are 

generated using Microsoft Kinect V2 sensor. The sensor will first generate 25 body parts, 

using the part, the system can link all the parts together to form pairs which describe as 

skeleton image.  

After that, the system will take 4 frames before and after the current frame, which sum up 

all together having 9 frames to perform binary OR-operation to create Skl MHI. All frames 

will generate the skeleton image first before perform the operation. After that, the skeleton 

region will be extracted and normalized into 62 x 62 size. Figure 2.8a show the flow of 

creating the Skl MHI. 

 

Figure 2.8a: Flow of Create Skl MHI (Phyo et al., 2019) 

After getting the Skl MHI, it will be used to do the prediction using deep learning model 

called 2D-DCNN whereby the model architecture is shown in Figure 2.8b. The parameter 

and output of all hidden layers is shown in Table 2.8. This CNN model achieves 

classification accuracy of 97.82%, which is consider performs very well. 
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Figure 2.8b: Model Architecture of 2D-DCNN (Cho Nilar, Thi Thi and Tin, 2019) 

Table 2.8: Parameter and Output of Hidden Layers (Cho Nilar, Thi Thi and Tin, 2019) 

Layer Filter Size Filter Type Feature Maps 

C1 7X7 Gabor 3 

MP1 2X2 - 3 

C2 5X5 Gaussian 10 

MP2 2X2 - 10 

C3 3X3 Gaussian 15 

MP3 2X2 - 15 
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2.9 Human Pose Estimation  

OpenPose framework which is a multi-person pose estimation will be used to help for 

generate the human pose frame (Cao et al., 2017). The architecture for the proposed model 

is shown in Figure 2.9a. First of all, it will go through the features extraction layers which 

is the VGG-19. After that, it will split the next part of network into two parts whereby these 

two branches will predict different things. The first branch will predict a set of 18 

confidence maps, since the model will estimate 18 different part of the human body based 

on the COCO dataset, hence it will come out with 18 different maps which representing 

different part on the particular human body, it is called heatmap. The outcome from the 

second branch will be 38 different output which represent the degree of association which 

is metrices that give information about position and orientation of pairs, it is called part 

affinity fields (PAF). To simplify this branch, it will show that which two parts can be 

combine to become a pair. This network is having multiple stages so each stage will refine 

the output come from previous stage.  

 

Figure 2.9a: OpenPose Model Architecture (Cao et al., 2017) 

The next step is extracting the body parts which is the local maximums in the heatmaps 

generated from branch 1. Non-maximum suppression (NMS) algorithm will be used to find 

those peaks which is the body part. After getting all the body parts, the next step is to 

connect the parts to form pairs.  
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Figure 2.9b: Line Integral Algorithm 

 

Figure 2.9c: Assignment Algorithm 

PAF generated from branch 2 will help to find which pair will give correct estimation. Line 

integral will be used to find the connection that have the highest value. Here it will create 

a weighted bipartite graph that display all possible pairs between each two parts from each 

humans and record down the score for each connection as shown in Figure 2.9b. For the 

connection have the highest value which means that pair have the strongest bond, which 

that pair will be selected and eliminate others. To achieve this, sort each connection by 

score from maximum to minimum, greedy approach will be applied to find maximum for 

each of the pair as shown in Figure 2.9c. 

The last step will get all different pairs which can be used together to create the human 

skeleton. Consider that each connection belongs to different human, then in the merge will 

try to see if both pair having one common vertices then it will be considered as same human 

and merge both set of humans into one human and remove another one. The merging 

algorithm is shown below. 
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After finishing all the step stated, the output will be the collection of human sets whereby 

each set consisted of detected key points coordination. The final step is to link all the key 

points with a line based on the key points pair for example like shoulder will link to elbow. 

The human pose is generated based on the connection of key points on a new blank frame. 

Figure 2.9d show the overall pipeline of OpenPose. 

 

Figure 2.9d: OpenPose Pipeline (Cao et al., 2017)  
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2.10 Human Action Detection Using Raspberry Pi 

In this paper, two different stages of tasks of approach for implementation of activity 

recognition using 3D-Convolutional Neural Network (3D-CNN) (D’Sa et al., 2019). In first 

stage, the work for activity recognition will be done and for second stage, the work will be 

further extended into Raspberry Pi. First of all, background subtraction using static 

reference image with no moving objects to identify the moving objects in foregrounds. 

Next, it will be pass to 3D-CNN network to make classification of human activity. Figure 

2.10a show the architecture for activity recognition system. 

 

Figure 2.10a: System Architecture for Activity Recognition System (D’Sa et al., 2019) 
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The next stage is to extend the implementation by applied it on Raspberry Pi that can acts 

as mobile device for the task. The video of actions will be recorded using a camera module 

with specific time length, after that the input will be processed such that background will 

be subtracted. After that, few frames will be concatenated to be input for 3D-CNN network. 

Figure 2.10b show the framework for activity recognition in Raspberry Pi. 

  

Figure 2.10b: Raspberry Pi Based Framework for Activity Recognition (D’Sa et al., 

2019)  
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Chapter 3: SYSTEM DESIGN 

3.1 Proposed System Framework 

 

 

Figure 3.1: Flow Diagram of Proposed Framework 
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This framework needs to be done by using Raspberry Pi development board loaded with 

Raspbian-OS, the device will be setting up inside the car with the Pi Camera, power supply 

is provided from car. This framework system is built using Python languages. The 

framework started when the Raspberry Pi is booted. First of all, 4 threads will be loaded 

whereby each of them will carry different models used to generate human pose frame. The 

image acquisition will be obtained from the Raspberry Pi Camera using the PiCamera 

module. After that, the image will undergo pre-processing part, whereby all the thread will 

obtain the same image for their individual process. The image will be resized and reshaped 

in order to fit into the pose generation model.  

The pose estimation framework will detect human body key points and link all the points 

on a blank image to produce a human pose frame. The next part will be action detection 

framework, whereby at this stage the human pose frame collected from previous stage will 

be used as input into a CNN classification model. This model consists some convolutional, 

batch normalization, rectified linear unit (ReLu), max pooling and lastly fully connected 

with Softmax classification. The output from this model is a numpy array which consisted 

of 10 items whereby each item represents the score for each class of action, use it to get 

the predicted action class. The last step of this framework is to verify whether the action is 

considered as normal driving or not. If driver currently performing secondary tasks, the 

alert will be given from buzzer. The framework will get another frame from the PiCamera 

after everything had been done and the process will continue goes on. Figure 3.1 show the 

summary of the proposed framework.  
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3.1.1 Step 1: System Boot 

 

Figure 3.1.1: System Boot 

 When the system is being booted in the Raspberry Pi operating system, 4 threads will be 

setup and each of them will loaded with their respective pose estimation model. The 

purpose of doing this is because Raspberry Pi processor having 4 cores, and the Raspberry 

Pi does not have GPU. Hence it might be difficult for this development board to run a deep 

learning model in faster speed. That is the reason to load different model in different core 

whereby each model with smaller size can used to classify certain work using CPU. 

Although this method might not as fast as use GPU, but it can solve the problem of time 

consuming on a single CPU. 

Thread 1 will be used as main function for this framework, where the action classification 

and PiCamera module will be loaded and setup at. After all the threads had been setup 

properly, thread 1 will started to read a frame from PiCamera module. Figure 3.1.1 show 

the flow of system boot. 
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3.1.2 Step 2: Image Acquisition 

This section will obtain the video input from Pi Camera, make sure to enable to camera 

support in the Raspberry Pi to use the camera. The Pi Camera will first be set up inside the 

car, the camera will keep on capturing the video of driver action. Unlike OpenCV, Pi 

Camera require picamera library to obtain the frame from camera. First the camera needs 

to be initialized and grab a reference to camera capture via PiRGBArray. After that, the 

image can grab from the camera, the image can obtain via the camera capture’s array 

function eg. cameraCapture.array. 

 

3.1.3 Step 3: Pre-processing 

 

Figure 3.1.3: Image Pre-processing 

This section is where the image acquired by each threads and input into their respective 

model. After thread 1 obtained the image, it will put the image into a global queue. Thread 

2-4 will acquire the images from queue when queue is not empty.  

Figure above show the step for image pre-processing. After the image was obtained, it will 

first be resized into shape of (128, 128, 3) which having width and height of 128 and 

channel of 3. After that, since the model is trained using PyTorch, the image in numpy 

array type had to be convert into PyTorch tensor. Firstly, use from_numpy function from 

PyTorch to convert the numpy array into PyTorch tensor. After that, permute (2, 0, 1) to 

change the shape into (3, 128, 128) which move the channel in front. Last step was 

unsqueeze function to convert the input into (1, 3, 128, 128) to be able to input into model. 
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3.1.4 Step 4: Human Pose Estimation 

 

Figure 3.1.4a: Heatmap Generation Model 

Figure 3.1.4a above show the overview of heatmap generation model. When a processed 

image is input into the model, heatmaps being the activation maps will be produced from 

the convolutional layer. A basic CNN model consists of multiple convolutional layers, with 

activation after each convolution, batch normalization layers, flatten in order for fully 

connected layers. However, for this project, flatten and fully connected layer is removed. 

Instead, a convolutional layer will be the last layer in order to produce the heatmaps. 

Figures 3.1.4b to 3.1.4e below show the architecture of model and details of each layers. 

 

Figure 3.1.4b: Overview of Heatmap Generation Model 
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Figure 3.1.4c: Architecture of Pre Stage 

 

Figure 3.1.4d: Architecture of Initial Stage 

 



Chapter 3: System Design 

27 

BCS(Hons) Computer Science 

Faculty of Information and Communication Technology (Kampar Campus) UTAR 

 

Figure 3.1.4e: Architecture of Refinement Stage 

 

Figure 3.1.4b show the overview architecture of heatmap generation model. This model is 

trained using looking into person (LIP) dataset that provide many human images and the 

annotation is a list of human key points coordinate in that particular image. Where during 

training, the annotation will be converted into heatmaps in order to compute loss with 

output activation maps from the model. The input shape used at here is (1, 3, 128, 128). 

First of all, the input will go into the MobileNet V1 for feature extraction. At here the 

transfer learning method is applied by using the pretrained parameters of MobileNet V1. 

The MobileNet V1 will extract the features which produce deep feature maps, the output 

from MobileNet V1 is feature maps with shape of (-1, 512, 16, 16), next it will go into pre 

stage. The details of pre stage architecture is shown in Figure 3.1.4c. The purpose of this 

stage is to reduce the channel size slowly to prevent too large channel size that will cause 

the model to run slowly. The output from this stage having the shape of (-1, 128, 16, 16). 

Next is the initial stage where the detail of the architecture was shown in Figure 3.1.4d, 

there will be three convolutional layers for producing better feature maps. After that, next 

convolutional layer will used to increase the number of channels. It is because after going 

through this convolutional layer, next one will straight produce an output of shape with (-

1, 3, 16, 16). Which mean last convolutional will produce 3 heatmaps which represent 
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human key points, hence more channel can ensure the produced heatmaps having better 

quality. 

After the initial stage, it will continue follow by refinement stage. The refinement stage 

will consist three RefinementStageBlock where the architecture is shown in Figure 3.1.4e. 

The purpose of refinement stage is used to produce a better heatmaps, the architecture of 

these block is shown above. The RefinementStageBlock purpose to further refine the 

features maps, with last output should be shape with (-1, 128, 16, 16). 

Lastly, two convolutional layers with filter size of (1,1) will be used to create the heatmaps. 

First convolutional layer was just making the feature maps more deep, next layer will 

straight output it into channel size of 3 which is the human key point heatmaps. Without 

any flatten and fully connected layers, the feature maps will output to the system for further 

processing to extract out the key points axes in the next process.   

The architecture described above is consider a very small network, which it is very difficult 

to detect all human key points from a single image. Hence this framework is using 4 threads, 

whereby each thread will output a feature map of (1, 3, 16, 16). In the output feature map, 

first and second channel is represented 2 human key points. There is total of 4 different 

models in 4 different threads, all models are being trained to detect different human key 

points. Model 1 is used to detect human neck and head; model 2 detect right wrist and right 

elbow; model 3 detect right shoulder and left shoulder; model 4 detect left elbow and left 

wrist. 

 

Figure 3.1.4f: Generate Key Points Indexes 

The next step is to generate human key points axes from the output heatmaps. The summary 

of this part is shown in Figure 3.1.4f. For each heatmap, which is a type of numpy array 

will first be used to obtain the index with maximum value. The function used at here would 

be argmax from numpy, where it will return the index of the maximum value lie inside an 

array. 
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After that, unravel_index function from numpy will be used, the parameter will be the 

index return from argmax and the shape of heatmap. The purpose of using this function is 

because the heatmap having a 2-dimensional array, and specific row and column were 

needed to draw line on image. The return from this function will be (row, column) which 

is similar to the x-axis and y-axis in a graph.  

The last step for generating human pose is draw and connect the key points on the image. 

Since all key points axes already obtained, OpenCV function can be used to draw the key 

points on the image. After that, based on the pair initialize at the beginning, link all the key 

points for example like shoulder to elbow, elbow to hand wrist, head to neck and so on. 

The key points will be drawn on a blank image and this image will be used for classification 

driver action in the next step. 
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3.1.5 Step 5: Driver Action Detection 

In this step, the driver action is classified based on the human pose by input the human 

pose frame into the classification model. The classification model architecture was shown 

in Figure 3.1.5 below. This model built by 3 stages of CNN layers and 1 stages of fully 

connected layers. The dataset used to train this model is from State Farm Distraction Driver 

Detection dataset. 

First of all in the first CNN stage, the frame will go into the first layer which is 

convolutional layer. In this layer, 32 filter with kernal size of 3 x 3 is used. The activation 

function used at here is ReLu which is called rectified linear unit, the purpose of using this 

activation function is to  identify all negative values and change it into value zero to speed 

up the training. After the convolutional layer, next layer would be batch normalization to 

normalizes output of the previous layer to speed up the learning. The activation ReLu will 

be used after batch normalization. The convolution and batch normalization layers with 

same parameters will add in again again to extract more information and having a better 

representation of data. After going through two convolutions layer, max pooling layer will 

be added to calculates the maximum value in each patch of each feature map and reduce 

the spatial dimensions. 

The CNN layers stated above in stage 1 will repeat by two more times, going into deeper 

layer of convolutions, the number of filters will increase to 64 and 128. It is because getting 

into deeper layers will represent more detailed features, hence the number of filters 

increased. At the end of each stage, a dropout with value of 0.3 will be applied at the end 

of stage to prevent overfitting except for last stage whereby the dropout value used is 0.5. 

After that, flatten layer will be added to get output from the convolution layers, flatten the 

output structure to be used by dense layers for classification.  

Lastly, three dense layers will be added, these layers are fully-connected layers which is 

classification layers. In between each dense layer, a dropout with value of 0.5 and 0.25 will 

be added respectively to prevent overfit. A batch normalization will be added after first 

dense layer also.  
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Figure 3.1.5: Model Architecture of Action Classification 

 

3.1.6 Step 6: Buzzer Action 

 

Figure 3.1.6: Buzzer Action 

In this last stage, after getting the output from model, the system will verify whether it is 

considered as dangerous driving action or not. Since the dataset consisted of 10 different 

class whereby only the first and last class is considered as safe driving, hence if the 

predicted output not belongs to class 0 or 9, it considers driver is performing dangerous 

tasks and alert from buzzer will be given. Figure 3.1.6 show the flow chart of how the 

system going to work after getting the output from classification model. 
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3.2 System Requirement 

This section provides overview of the system hardware and software requirements as well 

as the libraries needed. 

3.2.1 System Hardware Requirement 

    

Figure 3.2.1a: Raspberry Pi 4 Model B  Figure 3.2.1b: Raspberry Pi Camera 

Module 

                      

Figure 3.2.1c: Speaker Buzzer  Figure 3.2.1d: GPS Holder Mount 

                 

Figure 3.2.1e: USB Car Charger       Figure 3.2.1f: 2m Type-C Cable 
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The hardwares that going to be used for this framework was shown above from Figure 

Figure 3.2.1a to Figure 3.2.1f. Raspberry Pi 4 Model B will provide processing power for 

the proposed framework instead of using laptop inside car, at here the Raspberry Pi 4 Model 

B with 2GB RAM is selected to prevent memory from run out easily. The Pi Camera will 

be setting up with Raspberry Pi to capture frame of driver. The speaker buzzer will be 

setting up with Raspberry Pi to give alert to driver when secondary tasks is performed. 

Figure 3.2.1g show the 40-pin general-purpose input/output (GPIO) layout. The buzzer 

will be connected to Raspberry Pi pin 15 for positive red color which is GPIO 22 and pin 

9 for negative black color which is ground.  

 

Figure 3.2.1g: Raspberry Pi 40-pins GPIO Layout 

 

Next is the USB car charger, this charger will output 5V 3A power supply to Raspberry Pi 

which is similar to output of original Raspberry Pi adapter. Finally, a type-c cable with 2m 

long will connect to the USB car charger to provide the power supply. The reason of 

choosing 2m long is because 1m of cable are no longer enough to connect from the charger 

to Raspberry Pi. 
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Figure 3.2.1h: Buzzer Location 

Figure 3.2.1h show the exact location where the buzzer should be located. This figure 

clearly shows the Raspberry Pi 4 and the location where the buzzer should connect to it is 

pin 9 and pin 15 where pin 9 should connect to black color of buzzer wire and pin 15 should 

be connect to red color buzzer wire.  
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3.2.2 System Software Requirement 

                                

     Figure 3.2.2a: Python IDLE   Figure 3.2.2b: OpenCV Library 

                      

Figure 3.2.2c: PyTorch Library   Figure 3.2.2d: Numpy Library 

                     

Figure 3.2.2e: Keras Library                 Figure 3.2.2f: Tensorflow Library 

Figure 3.2.2a to 3.2.2f show the software and libraries required to run this system. Python 

IDLE is required because this system is written using Python language. OpenCV library is 

required to perform the processing part for the image such as resize and reshape. Since all 

the models was built using PyTorch , the library is required to load the models into system. 

Lastly, Numpy library is used to create an empty blank image in order for the key points 

to draw on it. Keras library is used to build classification Keras model and Tensorflow is 

run at Keras backend.   
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3.3 System Setup 

In this part, the configuration and setting of the proposed project will be done in step-by-

step walkthrough. The proposed system should be work in Raspberry Pi, the setting up of 

Raspberry Pi and mounting of this hardware inside vehicle will be explain in details. 

First of all, the speaker buzzer shall be connected to Raspberry Pi based on the explanation 

of GPIO as stated in 3.2.1 with Figure 3.2.1g as reference. The location of GPIO is located 

beside the ethernet port. Figure 3.3a show the exact location as how the speaker buzzer 

shall connect in the Raspberry Pi motherboard. 

 

Figure 3.3a: Speaker Buzzer Connect to Raspberry Pi 

Next, Raspberry Pi camera module can be installed into Raspberry Pi by connect the 

camera into CSI camera connector which is located beside the mini HDMI port. Figure 

3.3b show the exact location on how the camera module is being installed to the Raspberry 

Pi motherboard. 

 

Figure 3.3b: Camera module connect to Raspberry Pi 
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After the camera module connected to Raspberry Pi, the setting up of this motherboard is 

almost done. The following step will describe how the system is going to be setup up inside 

the vehicle. First part is placing the Raspberry Pi motherboard on the GPS holder as shown 

in Figure 3.3c below, ensure that the motherboard mounted tightly on the GPS holder for 

stability. 

 

Figure 3.3c: Mount Raspberry Pi on GPS Holder 

For the power supply to Raspberry Pi, simply connect the type-c cable to the USB car 

charger and connect the USB car charger into the cigarette lighter socket inside the vehicle 

as shown in Figure 3.3d below. Ensure that on the other side of the cable which is the type-

c head is connected to the Raspberry Pi power supply socket. 

 

Figure 3.3d: Provide Power Supply to Raspberry Pi 
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The last thing to do is setting up the GPS holder as the exact location shown in Figure 3.3e. 

Ensure the GPS holder and the camera is stick tightly to the vehicle to prevent any fall. For 

the reason on why the setting of GPS holder and camera is located at this location, further 

analysis will be done in following chapters. 

 

Figure 3.3e: Setting Raspberry Pi inside Vehicle 

After the car engine is started, wait around 1 – 2 minutes for the system to totally boot up. 

It is because the motherboard required to load all models into all its CPU cores which took 

a lot of times. When the driver is performing dangerous secondary task, the system will 

trigger the speaker buzzer to give alert to driver. The system will continue run until the 

user stop the car engine. When the car engine is start again, system will boot up again too.  
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CHAPTER 4: SYSTEM ANALYSIS 

4.1 Analysis Overview 

This section is mainly to explain the details for analysis about last chapter such as camera 

mounting and so on. The reason for this chapter is to ensure the all the method, technique 

or hardware that selected was go through a deep analysis and not by simply select for no 

reason.  

4.2 Camera Selection Analysis 

In this section, different type of camera will go through an analysis to select a better one. 

Camera is one of the most important tools for this propose framework, hence analysis must 

be done with different cameras to choose wisely the best and most suitable one for the 

proposed system. 

In this project, Raspberry Pi 4 model B will be selected to provide processing power, hence 

we can select whether to use smartphone camera, universal serial bus (USB) webcam or Pi 

camera to capture the image of driver. The comparison between different cameras will be 

done in order for a better one to be selected. 

4.2.1 Pi Camera VS USB Webcam 

                            

      Figure 4.2.1a: Pi Camera                             Figure 4.2.1b: USB Webcam  

The main different between Pi Camera and USB webcam is the performance. With Pi 

camera, since it directly connects to the motherboard instead of using USB, hence it gives 

better performance and higher frame rate with h.264 video encoding at 1080p30. However, 

USB webcam have lower frame rate compare to Pi camera. Moreover, Pi camera directly 

connect to GPU, hence it only gives little impact on central processing unit (CPU), leaving 
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it available for other processing. However, webcam normally use a lot more on CPU, unless 

it has built in encoding, but it will be more expensive. 

 

4.2.2 Pi Camera VS Smartphone Camera 

                                

           Figure 4.2.2a: Pi Camera            Figure 4.2.2b: Phone Camera 

First of all, size is the problem. Pi camera having 20 x 25 x 9mm together with weight of 

3g, while according to Petrov in 2018, majority of smartphones nowadays having at least 

5.5” display, and weight of more than 100g. As such, Pi camera are more easily to be mount 

on car compare to smartphone based on their size and weight. In addition, smartphone 

having same problem as USB webcam where they only can connect to Raspberry Pi via 

USB, while smartphone can connect with Wi-Fi too. However, if the frame needs to go 

through network before enter the Raspberry Pi processing units, delay will be a trouble 

since this project focusing on real-time. 

Based on the comparison with different kind of camera, we can conclude that Pi Camera 

are more suitable for this project since performance is the interest for real-time project. 

Furthermore, Pi Camera have lesser weight which is more suitable to be mount inside 

vehicle to prevent fall.  
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4.3 Camera Location Setup and Analysis 

In this section, the Pi camera will be setting up at three different location. The output will 

be shown at below and analysis will be done to determine a suitable location which capture 

full driver body with proper angle and ensure that all actions can observe clearly.  

 

4.3.1 Camera Setup Location 1 

 

Figure 4.3.1a: Camera Setup Location 1 

Figure 4.3.1a show the camera was set up in front of driver with the respective output, 

where the Pi camera mount on the interior car mirror. In this case, although the camera can 

mount easily at that location, but the output cannot fully display out driver’s whole body. 

In this angle, we are unable to observed whether driver is playing smartphone or not 

especially when driver hold their smartphone with right hand. Furthermore, if the driver 

wishes to pick up the things or object that fell down, their head will probably block the 

camera and thus unable to capture driver’s action. 

Hence, we can conclude that in this location, it is not a perfect location for driver’s action 

classification, but it will be useful if the project target on driver’s face detection like fatigue 

detection. Figure 4.3.1b below show the frame that captured by the Pi Camera under this 

setup location and Figure 4.3.1c show the result obtained after the frame undergoes pose 

estimation framework. 
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Figure 4.3.1b: Frame Capture from Location 1      Figure 4.3.1c: Pose Estimate Output 

From the result, it shown that the camera can capture driver face nicely but cannot capture 

driver body. Hence, the output from human pose estimation framework is a very weird 

image. Except head, neck, and shoulders, it cannot detect hand hence result in the key 

points detected for hand gone wrong. 

 

4.3.2 Camera Setup Location 2 

 

Figure 4.3.2a: Camera Setup Location 2 

Figure 4.3.2a show the camera was setup beside window. At this location, driver’s body 

can be fully captured, but not totally complete. Apart from that, the surface where the 

camera is mounted are not flat, which cause the camera unstable and will likely to shake 

or fall down. In addition, if the co-driver wants to open the door, the Pi Camera had to take 

down because the hardware is link in between vehicle door and beside window. Therefore, 
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we can conclude that it is also not a perfect location for setting up the Pi camera. Figure 

4.3.2b below show the frame result obtained from camera.  

 

Figure 4.3.2b: Frame Capture from Location 2 

4.3.3 Camera Setup Location 3 

 

Figure 4.3.3a: Camera Setup at Location 3 

In the location shown in Figure 4.3.3a, the camera is mounted at the window. At this 

location, driver’s whole body can be shown clearly and captured by the Pi camera. 

Moreover, the camera can stably mount at that location since the surface is flat. This can 

avoid the problem of shaking or fall down, which can cause inaccurate result. Hence, we 

can conclude that this is the most suitable location for camera setting. Figure 4.3.3b show 

the frame captured by Pi Camera under this location setting. Table 4.3 show the 

summarization of comparing at different location. 
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Figure 4.3.3b: Frame Capture from Location 3 

 

Table 4.3: Comparison of Camera Setting at Different Location 

Location Stability Problem 

Interior car mirror Stable No full body capture 

Beside window Not Stable Difficulty in open car door. 

Below car interior handle Stable No problem 
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4.4 Raspberry Pi Selection Analysis 

Table 4.4: Comparison of Different Raspberry Pi Model 

Model CPU CPU Clock Number of Cores RAM 

Raspberry Pi 3 

A+ 

Cortex-A53 64-

bit 

1.4GHz 4 512MB 

LPDDR2 

Raspberry Pi 3 

B+ 

Cortex-A53 64-

bit 

1.4GHz 4 1GB LPDDR2 

Raspberry Pi 4 Cortex-A72 

(ARM v8) 64-bit 

1.5GHz 4 1/2/4GB 

LPDDR4 

 

Table 4.4 shows the comparison of different Raspberry Pi Model, whereby the important 

specifications is highlighted to assist in selection of model. First of all, the CPU of model 

3A+ and 3B+ is using Cortex-A53 64-bit while model 4 is using Cortex-A72 (ARM v8) 

64-bit, whereby Cortex-A72 will perform better than Cortex-A53, which is better during 

process in real-time system as compare to Cortex-A53. Although model 4 having CPU 

clock of 1.5GHz which perform better a bit compare to having 1.4GHz of model 3, which 

is not much different. Both three models having same number of cores which is 4, which 

means can use multi-threading inside the process which make the execution of code more 

efficient.  

However, the amount of RAM is a big gap compare with each other. RAM is referred as 

random-access memory; it allows processes to be store inside to allow processor to 

process them inside. In short, if the memory is not enough, it is difficult for some process 

to be execute which required large amount of memory. In Raspberry Pi, LPDDR, which 

refer as low-power double data rate synchronous, is used for all models. Model 4 having 

LPDDR4 which have faster speed compare to LPDDR2, hence it had more advantage 

compare to other models. Furthermore, model 4 can have selection of either 1, 2 or 4GB 

of RAM which is larger size compare to RAM of both model 3 Raspberry Pi.  

In conclusion, overall specification of Raspberry Pi 4 is better than model 3A+ and 3B+. 

In the proposed system, 2GB RAM of model 4 is selected to ensure that the memory is 

always enough to prevent run out of memory.  
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4.5 Human Pose Estimation Analysis 

In this section, different types of human pose estimation framework from others people 

work was applied in Raspberry Pi for detecting human key points. Due to the reason that 

nearly all human pose estimation was done using either laptop or desktop and the case of 

using it in Raspberry Pi was not found. Hence, the pretrained model was downloaded and 

test in the Raspberry Pi. The main reason for not using Raspberry Pi is because for detecting 

human key points in a single image require a large and complicated model. Hence it results 

that the processing power must be enough for the model to run. Raspberry Pi does not 

contain GPU, and its CPU processing power is weaker a lot compare to laptop CPU. This 

cause that the work to detecting human key points was not done in Raspberry Pi, and in 

order to do the comparison, the pretrained model had to be self-installed into Raspberry Pi 

and test it our self. 

The models selected and available online to compare with the framework done in this 

project is OpenPose (Cao, et al., 2017) and OpenPose in MobileNet which had been done 

by ildoonet, this person successfully convert the OpenPose from Caffe model into 

tensorflow model run with MobileNet as backend feature extraction. Below table show the 

performance when applied these models on Raspberry Pi. 

Table 4.5a: Comparison of Human Pose Estimation Framework 

Framework Time usage per frame 

(Raspberry Pi) 

Frame per second 

(Laptop) 

Detected key points 

OpenPose ~45 s ~4.2 s 18 

Ildoonet MobileNet 

OpenPose 

~4.5 s ~0.12 s 18 

Pose Generation 

Model (Proposed 

Framework) 

~2.3 s ~0.89 s 8 

 

Table 4.5a show the comparison of different framework for detecting human pose. As 

result, the proposed framework for this project could achieve a better result in Raspberry 

Pi compare to others two framework. However, ildoonet framework is able to achieve a 
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better performance on laptop. It is because the separable convolutional technique (Chollet, 

2017) was applied which reduce the parameters for the CNN model computation. However, 

OpenPose which is the most popular framework that compute the human pose achieve the 

slowest time, but the most accurate. 

For the key points detection part, both OpenPose and Ildoonet framework could detect 18 

key points from a human while the proposed framework for this project can only detect 8 

key points which only cover the upper body part. The reason is because for a driver 

detection system, upper body part is enough to represent the driver action. 

The reason that the proposed framework is able to run faster compare those two 

frameworks is because the size of the graph of CNN network is very small compare to 

them. The more the output channel in a convolutional layer, the more the parameter 

required. The formula for getting the parameter required for a convolutional layer is: 

(N x M x L + 1) x K 

N and M are the filter size, L is the number of input feature maps and K is the output feature 

maps. If the input channel is 32, the filter size is 3x3 and the output channel is 64, then this 

layer is learning 64 different 3x3x32 filters.  

The more the parameters, the slower the network. Hence instead of using a large network 

to compute many key points, the proposed network used a small network to compute 2 key 

points. There is totally of 4 models running parallel in the CPU of Raspberry Pi which total 

up can calculate 8 key points with faster speed compare to others. The summary of all the 

things is shown in Table 4.5b below. 

Table 4.5b: Output from Different Conditions 

Condition Time Usage Accuracy 

Large network more key points output More Ok 

Large network less key points output More Good 

Small network more key points output Less Bad 

Small network less key points output Less Ok 
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In conclusion, it can be summarized as if user want to estimate human pose frame using 

laptop regardless of the time usage, OpenPose could be the choice. If user want to estimate 

with faster speed, Ildoonet framework is the best choice all the time. However, if the user 

wishes to solve some problem using certain hardware that lack or without GPU, the 

proposed framework could be the choice. Keep in mind that the problem that going to solve 

must only related to upper body part.  

Furthermore, both OpenPose and Idoolnet could compute multi-person in a single image 

whereby the proposed framework could only compute one person. It is because both 

networks consist of PAF that store information to represent which part is belongs to which 

part that can detect multiple person and all of their key points. Both of the network contain 

two different branch that compute human 18 key points and compute 38 PAF, however, 

the proposed framework only compute single human key points. It is because since there 

would only one driver hence it is not necessary to apply multi-person human pose 

estimation framework that might compute even more processing power and increase time 

usage.  
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4.6 Classification Models Analysis 

In this section, the analysis of different kinds of CNN models with different layer and 

parameter will be analyze to obtain a better classification model for driver action. The 

purpose of this section is made sure that the finalize model is having a high accuracy, hence 

every model will be evaluated to ensure that no overfitting or underfitting happen. The 

architecture of each model will be described first with their respective outcome. After that, 

their overall performance will be shown in Table 4.6.  

 

4.6.1 Model 1  

In this model, two-stages of CNN is built. For the first stage, two convolutions layer will 

be used, with activation of ReLu, 32 filters with kernel size of 3 x 3, and a batch 

normalization layer in between each convolution layer. After finishing the convolution 

layers, a max pooling of 2 x 2 is used to reduce the spatial dimension of image, and lastly 

a dropout layer with argument of 0.2 to prevent overfit. 

At the next stage, same layer as stated in first stage is used, but having 64 filters for each 

convolution layer. It is because after go through the pooling layer, the dimension of image 

had decreased hence more filters is needed. After finish the convolutional stages, fully 

connect layers will be added. A dense with class of 512 is added with ReLu activation first, 

follow by a dropout of 0.2. Another dense with argument of 128 with ReLu activation is 

added again with a dropout of 0.2. Lastly, a Softmax with 10 class is added.  

Figure 4.6.1a show the accuracy and loss of model being trained with epoch of 10. It shows 

that the test accuracy is higher than train accuracy, which suppose not to happen. Figure 

4.6.1b will show the architecture of the model with their respective argument for each 

layers and Figure 4.6.1c will show more detail version of model architecture by showing 

the input and output from the model layer by layer. 
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Figure 4.6.1a: Outcome of Evaluation of Model 1 

 

 

 

Figure 4.6.1b: Architecture of Model 1 
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Figure 4.6.1c: Details of Model 1  
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4.6.2 Model 2 

This time, another stage of convolutional layers which is similar to previous stages is added 

after the CNN layers of model 1. This time will try to make sure that the training accuracy 

is better than the testing accuracy. At the third stages, the convolutional layers will use 128 

filters with 3 x 3 kernel size and activation of ReLu. Since after go through the two-stages 

CNN, the spatial dimension of image had been decreased from 128 x 128 to 32 x 32, hence 

the number of filters need to increase also. The fully connected layer will be similar to 

model 1. 

Figure 4.6.2a show the output after model 2 had been trained using the architecture as 

described above. After go through the evaluation, it shows that the train accuracy and test 

accuracy are very bad and not even reach 10%. Furthermore, the loss is not even less than 

1 which is very high. Figure 4.6.2b will show the model architecture with their respective 

argument for each layers and Figure 4.6.2c show more details about the architecture. 

 

 

 

 

 

 

 



Chapter 4: System Analysis 

53 

BCS(Hons) Computer Science 

Faculty of Information and Communication Technology (Kampar Campus) UTAR 

 

Figure 4.6.2a: Outcome of Evaluation of Model 2 

 

 

Figure 4.6.2b: Architecture of Model 2 
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Figure 4.6.2c: Details of Model 2  
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4.6.3 Model 3  

In this part, to ensure that the model could extracted a more and better quality of features, 

the size of input was increased to 128x128. To avoid the problem of overfitting, the dropout 

value will increase also. It is because dropout layer can used as regularization by setting 

some input units to zero, which could help to prevent from overfitting. By using same 

architecture as mentioned in model 2, but this time the dropout value for first and second 

stages set as 0.3. It is because in the input layer, if the dropping too much input data might 

affect the training, hence the dropout value tries to make it as low as possible at early stage. 

In the third stage, the dropout value will be set into 0.5. In the fully connected layer, after 

first dense layer will use a dropout value of 0.5 and second dropout will be 0.25. 

Figure 4.6.3a show the output after changing the value of dropout in each layer. For the 

model loss, both training loss and testing loss having almost similar value. Which means, 

this model currently does not encounter overfitting issues or underfitting issues. Although 

the training accuracy lower than the testing accuracy a bit, but the different is not big which 

still can be acceptable. It might due to the test dataset is too simplify. Figure 4.6.3b will 

show the architecture of model 3 and Figure 4.6.3c will show the details of model 3. 
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Figure 4.6.3a: Outcome of Evaluation of Model 3 

 

 

Figure 4.6.3b: Architecture of Model 3 
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Figure 4.6.3c: Details of Model 3 
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Table 4.6: Result from each Models 

Model Training 

Accuracy 

Validation 

Accuracy 

Training 

Loss 

Validation 

Loss 

Logarithmic 

Loss 

RMSE 

Model 1 0.6969 0.6979 4.8502 4.8172 10.2368 0.2453 

Model 2 0.0892 0.0879 14.6810 14.7012 31.5025 0.4271 

Model 3 0.9147 0.9257 0.2840 0.3199 0.3216 0.1092 

 

According to the outcome of evaluation of three different models, the summarize output is 

shown in Table 4.6. Table 4.6 show that by comparing model 1 and model 2, model 1 

overall is better than model 1 since it having lesser logarithmic loss. Logarithmic loss, also 

refer as log loss, is a classification metric to evaluate a model’s performance. In short, the 

log loss value must try to be minimized to obtain a better model. At here, the log loss of 

model 3 is lower compare to model 1 and model 2, which shows that it has a better 

prediction. Moreover, the validation loss of model 3 is just higher a bit than its training 

loss, which is just right. However, model 1 and model 2 shown had some problem in the 

network architecture since the loss is relatively higher than average. Normally the desire 

loss obtained should in between 0 and 1 but model 1 and model 2 get a very high loss which 

means these two models had some problems. 

Meanwhile, model 3 having better accuracy compare to model 1 and model 2, and it does 

not face any overfitting and underfitting issues, which indicated that overall, it is better one. 

Moreover, its log loss is the lesser among all the models. For the root mean square error 

(RMSE) of three of the, model 3 having the lowest RMSE hence it will have a lower error 

since RMSE is a standard way to compute an error of a model in predicting quantitative 

data. Therefore, model 3 will be selected as the classification model for this system.  



Chapter 5: Implementation 

59 

BCS(Hons) Computer Science 

Faculty of Information and Communication Technology (Kampar Campus) UTAR 

CHAPTER 5: IMPLEMENTATION 

5.1 Implementation Overview 

In this section, the step-by-step and output from the proposed system will be explain and 

shown. From frame acquisition to buzzer action, everything should be work fine and output 

should be correct. 

5.2 Image Acquisition 

Real-time driver action detection framework will be started when the car engine started. 

Before that, the Raspberry Pi will be mounted on the window inside the car as shown in 

Figure 5.2a to Figure 5.2c. This position is able to capture driver body movement clearly 

and very suitable position that won’t cause any accident such as fall down happen on 

Raspberry Pi. The Raspberry Pi is held using a GPS holder. 

When the system is start running, all models will be loaded and the frame will be started 

to be acquired by the Pi Camera. The frame capture by the Raspberry Pi 5MP camera 

module which connected to the motherboard power by car adapter. The camera will start 

to capture frame with shape of 480x360 pixels and 30 frame per second.  

 

Figure 5.2: Frame Acquisition  
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Figure 5.2b: Mounting Camera View 1 

 

Figure 5.2c: Mounting Camera View 2 
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5.3 Image Pre-processing 

After frame is obtained, the image frame will be given to all other threads for further 

process. Assume that image obtained from camera is shown in Figure 5.3, it will first 

undergoes resize and reshape into (-1, 3, 128, 128) which is able to input into human pose 

estimation model. 

 

Figure 5.3: Frame Captured by Camera 

5.4 Human Pose Estimation 

After the frame is being resized and reshaped, it will then generate human pose frame which 

first start by compute the human key points heatmaps using CNN network proposed. Since 

this system focus on compute out 8 human key points which represent upper body part, 8 

different heatmaps output will be generated from CNN model. By technically, these 

heatmaps is called feature maps, or also called activation maps which is output from 

convolutional layer inside CNN model. Figure 5.4a to Figure 5.4h show 8 heatmaps that is 

produced from CNN model whereby the input is the frame captured from camera that 

shown in Figure 5.3. The heatmap is match with the body part as shown in Figure 5.4i. 

              

        Figure 5.4a: Left Elbow Heatmap        Figure 5.4b: Left Shoulder Heatmap 
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    Figure 5.4c: Right Shoulder Heatmap                 Figure 5.4d: Right Elbow Heatmap 

             

       Figure 5.4e: Right Wrist Heatmap              Figure 5.4f: Head Heatmap 

           

     Figure 5.4g: Neck Heatmap           Figure 5.4h: Right Wrist Heatmap 
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Figure 5.4i: Body Part Location 

By comparing the human body part location in Figure 5.4i to the heatmaps in Figure 5.4a 

to Figure 5.4h, the white color spot for each heatmaps represent the location for that 

particular part. 

After the heatmaps is generated, it will be used to calculate human key points exact location 

by coordinate using numpy function. For every heatmap, numpy will first obtain the index 

with maximum value using argmax function. Next, unravel_index function from numpy 

will be used to return x-axis and y-axis for the specific key points inside the image. 

After getting all key points exact location, OpenCV library is used to draw line that connect 

the key points with different colour that represent different body part in a new blank image. 

The output for this part is shown in Figure 5.4b below. 
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Figure 5.4j: Generate Human Pose Frame 

5.5 Driver Action Detection 

After the human pose frame is computed, the next step will be passing this frame into the 

classification CNN model that classify driver current action. 

 

Figure 5.5: Predicted Output 

5.6 Buzzer Alert Notification 

In the final step, alert from buzzer will be given if the system classified user as doing 

dangerous secondary tasks. The purpose of this alert is to inform driver to go back to main 

driving task. After done give the alert, the system will continue grab another frame from 

camera module and loop again all the work to keep the task in real-time. 

 

 

 



Chapter 6: System Testing 

65 

BCS(Hons) Computer Science 

Faculty of Information and Communication Technology (Kampar Campus) UTAR 

CHAPTER 6: SYSTEM TESTING  

6.1 Verification Plan 

Before system testing is being conduct, some verification plans are required to be done first 

at the beginning. Verification plan is act as a checklist which list down everything the 

system should able be perform and must be able to complete. The list of verification plans 

is shown in Table 6.1 below. 

Table 6.1: Verification Plan 

Test Test Plan Expected Output 

1 Read frame from Pi Camera after turn on 

car engine 

Frame successfully loaded 

2 Generate human pose frame  Successfully generate pose frame 

3 Classify driver normal driving  Classify driver action correctly 

4 Classify driver playing smartphone on left 

hand 

Classify driver action correctly 

5 Classify driver playing smartphone on 

right hand 

Classify driver action correctly 

6 Classify driver listening to phone call on 

right hand 

Classify driver action correctly 

7 Classify driver listening to phone call on 

left hand 

Classify driver action correctly 

8 Classify driver adjusting radio Classify driver action correctly 

9 Classify driver eating or drinking Classify driver action correctly 

10 Classify driver talking with passengers Classify driver action correctly 

11 Classify driver reaching behind Classify driver action correctly 

12 Classify driver makeup Classify driver action correctly 

13 Buzzer buzz when action is dangerous 

driving 

Buzzer buzz successfully and correctly 
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6.2 Short Clip Testing Overview 

In this section, some experiment was carried out to ensure that the system can run properly. 

The experiment was done by driver performing different task inside the vehicle, all tasks 

performed will be saved into video and all frame will be extracted to do the classification. 

Below section consisted of different condition for the driver to perform the action inside 

the same vehicle and table to show the result obtained. The table first column is the class 

of action performed, second column is the number frame extracted, third column is the first 

image obtained as sample, fourth column is the output from image in third column after 

passing through human pose estimation framework, fifth column is the accuracy of 

successfully classification. 

6.2.1 Experiment 1 – Short Sleeve 

For this experiment part, driver wearing short sleeve shirt is undergoes the experiment. The 

purpose of doing this experiment is to ensure that the pose estimation framework is able to 

compute out driver pose frame when driver is wearing short sleeve. Since driver elbow is 

visible, hence it must ensure that the result is accurate. The result is shown below: 

Table 6.2.1: Detection Results 1 

Class Frame Total Frame Human Pose 

Estimation 

Accuracy of 

Successful 

Classification 

Safe 

Driving 

 

66 

 

65 / 66 

Texting – 

Left 

 

58 

 

41 / 58 

Talking to 

Phone – 

Left 

 

97 

 

70 / 97 
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Texting - 

Right 

 

40 

 

35 / 40 

Talking to 

Phone – 

Right 

 

126 

 

83 / 126 

Operating 

the Radio 

 

49 

 

35 / 49 

Drinking / 

Eating 

 

58 

 

51 / 58 

Reaching 

Behind 

 

74 

 

63 / 74 

Hair and 

Makeup 

 

63 

 

57 / 63 

Talking to 

Passenger 

 

133 

 

130 / 133 

 

Table 6.2.1 show the results obtained and it shows that the pose estimation framework is 

able to detect human key points when driver is wearing short sleeve. The accuracy obtained 

is quite good, but the action like talking to phone on right hand side accuracy is not as good 
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as other because it keeps detect it as hair and makeup. On the other hand, operating radio 

also keep classified as safe driving. This case happened because the human pose frame is 

very similar to each other which cause the CNN classification model to classify wrongly. 

6.2.2 Experiment 2 – Long Sleeve 

In this experiment, driver will wear long sleeve and check if the pose estimation framework 

is able to detect driver hand properly or not. It is to ensure the system can compute human 

pose frame accurately even though human elbow is not visible and being covered by long 

sleeve. 

Table 6.2.2: Detection Results 2 

Class Frame Total Frame Human Pose 

Estimation 

Accuracy of 

Successful 

Classification 

Safe 

Driving 

 

73 

 

60 / 73 

Texting – 

Left 

 

73 

 

65 / 73 

Talking to 

Phone – 

Left 

 

98 

 

91 / 98 

Texting – 

Right 

 

80 

 

74 / 80 

Talking to 

Phone – 

Right 

 

86 

 

76 / 86 
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Operating 

the Radio 

 

92 

 

84 / 92 

Drinking / 

Eating 

 

129 

 

94 / 129 

Reaching 

Behind 

 

52 

 

48 / 52 

Hair and 

Makeup 

 

86 

 

72 / 86 

Talking to 

Passenger 

 

98 

 

79 / 98 

 

Table 6.2.2 above show the results obtained and it shows that the pose estimation 

framework is still able to detect human key points even though driver is wearing long 

sleeve shirt. The accuracy obtained is quite good, but this time the model had a bad 

performance when classifying safe driving and talking to passenger. It is due to the 

similarity of pose frame generated by human pose estimation framework is very high hence 

cause model to misclassified on each other.   
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6.3 Live Based Testing  

In this section, the classification will be done in live based. The total time took to perform 

this experiment is 4 minutes and 33 seconds, where the driver will perform all the driver 

actions inside the vehicle and the system will do the classification. Unlike the section in 

6.2 that only do classification in short clip video that took out all the frames, this section 

will only perform the classification on a certain frame after previous frame is done. Which 

means, during the processing on a frame, the camera will only grab a new frame on current 

driver action for process. Figure 6.3a shows frames that were captured by Raspberry Pi 

during live classification. 

 

Figure 6.3a: Frames Obtained from Raspberry Pi 

In Raspberry Pi, the total frames that can processed within 4 minutes and 33 seconds is 35, 

where the average time required to compute one frame is 2.25 seconds. The reason for 

taking so long time to process one frame is because the human pose estimate framework. 

If the framework contains too less convolution layer which might speed up the framework 

but the detection on human body part will be very worst.  
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Table 6.3: Confusion Matrix on Classification Results 

  True / Actual 
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Safe 

Driving 

6 0 0 0 0 0 0 0 0 3 

Texting - 

Left 

0 4 0 0 0 0 1 0 0 0 

Phone -

Right 

0 0 2 0 0 0 0 0 0 0 

Texting - 

Right 

0 0 0 1 0 0 0 0 1 0 

Phone - 

Right 

0 0 0 0 1 0 0 0 0 0 

Operating 

Radio 

0 0 0 0 0 2 0 0 0 0 

Drinking / 

Eating 

0 1 0 0 0 0 1 0 0 0 

Reaching 

Behind 

0 0 0 0 0 0 0 2 0 0 

Hair and 

Makeup 

0 0 0 1 1 0 0 0 1 0 

Talking to 

Passenger 

5 0 0 0 0 0 0 0 0 2 

 

Table 6.3 shows the confusion matrix that is produced after did the classification on all 35 

frames. It shown that safe driving and talking to passenger is very unstable. It is because 

the pose frame generated from these two actions is very similar hence causing this two 

actions keep misclassified into each other’s. But since talking to passenger is not 

considered as dangerous tasks during driving, hence buzzer won’t make alert which make 

no different for driver during driver with the system operating. Moreover, texting to the 

phone on right hand and hair make up also keep misclassified due to the similarity of pose 

frame too. In addition, there was also contain similarity in between texting on left hand 

side and eating because both of these actions left hand position is almost similar.   
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CHAPTER 7: CONCLUSION 

Malaysia had become one of the countries with highest death rates on the road. According 

to LUM (2019), Malaysia had the highest accident rate in Asia countries, just behind 

Thailand and Vietnam. The death rate due to traffic accident was increasing every year 

nowadays. Hence, Malaysia death rate which was related to the traffic must be resolve by 

reduce it in order for Malaysia to become a better and more successful country. 

One of the reasons that cause traffic accidents was due to the secondary task performed by 

the driver. Due to the emerged of high technology nowadays, drivers like to enjoy 

themselves inside their smartphone, which draw away their attention from primary driving 

task. Other than using smartphone, talking to passengers, eating, reaching behind, and 

make up also the factors that leads to driver not paying attention. According to study done 

by Choudhary and Velaga (2019), driver face more traffic problem especially while doing 

texting task. Hence, a driver action detection system as an advanced driver assistance 

system come over to help the driver by alert the driver if secondary tasks is performed 

during driving. The purpose of this system is to decrease the traffic accident rate on the 

roadside. According to Hafetz et al. (2010), the driver being less likely to engage in traffic 

accident if not using smart phone while driving. 

The objective of this project is to develop a real-time driver monitoring system which are 

able to monitor driver action in real-time by using computer vision technique. The system 

developed was able to capture the frame of driver activity, after that it will generate a 

human pose frame which link together human key points to represent as more meaningful 

input image for classification model compare to original image. Then the system is able to 

classify the driver current action and determine whether the driver is performing secondary 

tasks or not. Hence, it is able to verify whether to give alert to the driver. This system will 

be implemented on Raspberry Pi which run with Raspbian operating system, the program 

will be written in Python in (.py) file format.  

This designed system is able to classify 10 different classes of driver actions as the dataset 

is obtain from State Farm. The classes include safe driving, texting on left hand, texting on 

right hand, talk to the phone on right hand, talk to the phone on left hand, operating the 

radio, drinking or eating, reaching behind, makeup, and talking to passengers. Except for 
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the first class and last class which is safe driving and talking to passengers, other classes 

are consider as secondary task which might increase the traffic accident rate. Hence, the 

buzzer which connected to the Raspberry Pi will buzz when dangerous act is performed 

during driving.  

For future enhancement and development, perhaps others mini motherboard which is 

similar to Raspberry Pi for example like Nano Jetson could be replaced for this system. It 

is because Nano Jetson contain GPU which belongs to Nvidia that had cuda device that 

can support any trained model to be run on GPU that can achieve faster speed during live 

process. In this case, instead of only using one frame for classification, few frames could 

be used for tracking driver behavior in order to further understand driver action. Since GPU 

provide powerful processing power for deep learning model, hence time taken to process 

one frame should be very fast which allowed system to do the tracking unlike Raspberry 

Pi that use CPU which compute slower that might took around 7 or even more seconds for 

tracking where this will failed to be a live processing framework. Besides that, night vision 

camera can be another pick to be implement into the system too. It can assist the driver 

even during the night time to ensure the camera could capture driver movement properly 

for better classification. 

Current designed system is using only vision-based technique to perform driver action 

detection. Perhaps in future the system could also implement vehicle-based measure for 

example like steering wheel detection to detect whether driver hands are on steering or not. 

Moreover, by integrate with other’s frameworks such as driver drowsiness detection, the 

system may be improved by further reduce car accidents rate happen all around the world. 

In addition, it is suggested to add in extra datasets that could able to detect when driver is 

perform reverse parking. For current framework, when driver is performing reverse parking 

and during the time when head is turn to back, the model might classify it as reaching 

behind hence alert will be given. Hopefully in future some enhance could be done for 

example like integrate the system with vehicle system to pause the system when driver is 

performing reverse parking or included dataset where driving is performing reverse parking. 
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