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ABSTRACT 

This study examines the weakening of the foreign exchange rate in Malaysia. The 

country will be heavily impacted by the weakening of the Malaysian foreign exchange rate. 

The economic variables of the foreign exchange rate should be researched in order to maintain 

a stable exchange rate. The annual data consisting of 30 sample size which includes five 

economic variables and political variables, ranging from 1970 to 2018. Real interest rate, 

inflation rate, foreign direct investment, export, financial crisis and political stability are 

variables. The data was derived from data from the World Bank. Autoregressive distributed 

lag (ARDL) was used to evaluate the relation between the foreign exchange rate and the 

independent variables. This study examines the factors influencing the foreign exchange rate 

in order to avoid the economic problems from occurring. In addition, this study will provide 

some useful information for those parties involved in it, such as investors, governments, policy 

makers and international researchers, to gain a better understanding of the foreign exchange 

rate. 
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“Chapter 1 Research Overview” 

 

“1.0 Introduction” 

 It starts with the background of the examination for this chapter, which provides the 

implication of the proposed work and next to the problem statement which is the briefly 

characterization of problems carried out by research group. Besides, this study also brings out 

the “research questions” and “research objectives”. Next, it also carried out the “significance 

of study” which depended on the data of the previous researchers’ research. Last but not least, 

this chapter also included the chapter layout. 

1.1Research Background 

We will be using the nominal exchange rate in this research as opposed to the real exchange 

rate. It represents how much foreign currency can be exchanged for a unit of domestic currency 

while the real exchange rate represents how much goods and services can be exchanged in a 

foreign nation. 

Nominal exchange rate is adopted for our research due to the fact that real exchange 

rate is affected by the foreign and domestic price of goods. Thus, by using nominal exchange 

rate, this research could reflect purely on Malaysia’s inflation and price of goods to show if the 

currency appreciates or depreciates when the independent variable changes. Whereas with real 

exchange rate, factors such as the inflation or monetary policy in the foreign country could 

have a significant effect on the result of this research.  

This research will be using the US Dollar to be compared to Malaysian Ringgit to better 

portray how Malaysia’s currency appreciates and depreciates. US Dollar is chosen due to the 

currency is the best hard currency currently in the market. Hard currency is a currency that is 

relatively stable and would not fluctuate much. Thus, by using hard currency and nominal 

exchange rate, this research will be able to show purely on how Malaysia’s currency 

appreciates and depreciates when there is presence of political instability and financial crisis.  

The ringgit was established as the official monetary unit of Malaysia in 1946.  Ringgit 

replaced the Straits Settlement dollar at mid-19th century. The term of Ringgit is an outdated 

term in Malay for "serrated", originally referring to the jagged edges of Spanish silver. 

(Michelle Leong, 2018) 
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In the 16 centuries, Malaysia was become a part of the European colonial powers, 

therefore at that time Malaysia has adopted the Spanish dollars. In the following 1903, 

Malaysia changed its currency to the strait dollar. The exchange rate between the strait dollar 

and the pound was two shillings. (Farhan Gazi, 2019). It was not until 1967 that the Central 

Bank of Malaysia announced that the ringgit currency was available. The initial currency called 

as Malaysia dollar. Singapore and Brunei also had been used the official currency- Malaysia 

dollar. A few months later, the new currency, pegged at 8.57 dollars per British pound, was not 

affected by the devaluation of the pound. The value was reduced to 85 cents per dollar for the 

older notes that are always pegged with British Pound. (Gavin Pereira, 2019).  

The Interchangeability Agreement connected Malaysia, Singapore and Brunei in 1967. 

Means that the dollar in Malaysia trades in par with the dollar in Singapore and the dollar in 

Brunei. When Malaysia withdrew from the currency union in 1973, Malaysia agreed to abolish 

the currency. The value of the ringgit currency is no longer convertible into the currencies of 

Singapore or Brunei. However, the agreement is still being enforced by Brunei and Singapore. 

Soon after 1975, they formally adopted the Malay called "ringgit" and "sen" as the official 

forenames. In addition, only in 1993 was the currency symbol "RM" adopted to replace the 

dollar sign. (Tanya Ong, 2018). 

In 1993, RM1 notes have stop producing and it was replaced by the RM1 coins because 

of the lower demand of the 1 Ringgit bill. (Tang Ruxyn, 2016).  Malaysia introduce the bigger 

division RM50 and RM100 notes with 3D image strip in 1996 in order to prevent the problem 

of the counterfeit money. When the AFC hit Malaysia in 1997, there was a large flow out of 

ringgit taken out of the country for to trade the RM500 and RM1000 notes. As a result, RM500 

and RM1,000 banknotes were stop production in 1999 and they are no longer legal notes. In 

order to avoid currency fluctuations after the crisis, the central bank issued a financial 

arrangement to secure the estimation of the cash and received the "floating" guideline. (Bank 

Negara Malaysia, 1998). Until at 1997 the Asian financial crisis, Malaysia BNM gave up 

sustaining the exchange rate. Since 1998, Malaysia was decided pegged ringgit with US dollar 

at 3.8ringgit per US dollar to hopes stabilising of the Ringgit currency. Due to the sluggish 

demand for coins in 2005, RM1 coins were cancelled and retired. This is also done to prevent 

counterfeiting and ensure the standardization of 1 Ringgit coin.  
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However, facing the recent pessimistic outlook of turmoil and uncertainty. Malaysia has faced 

a series of challenges as it faces increasing pressure to maintain the competitiveness of its 

ringgit currency. 

1.1.1 Malaysia’s Exchange Rate 

In the era of globalization, money is an essential for daily usage. Foreign exchange rate shows 

the nation's currency value against the value of currency of another country or economic zone. 

In international market, investor prefer to invest on the nation which have a more stable foreign 

exchange rate as instability foreign exchange rate have uncertainty risk. Investor would highly 

unlikely to capitalize in this kind of investment. Therefore, a nation must accomplish the 

foreign exchange rate to stimulate their country economy. (Chowdhury and Hossain, 2014).  

Furthermore, the foreign exchange rate has several regimes, depending on the state of the 

nation as well as the nature of the monetary market. The exchange rate is of a different type, 

such as free floating, fixed, pegged and regulated. Next, exchange rate system essentially is the 

method of a position to deals with its cash in unfamiliar trade market. In this way, government 

needs to make an unfamiliar trade system that is linked to a country's monetary policy. Because 

of both of them, the government's key instrument is to achieve its national economic target 

(Bunjaku,2015). 

In the earliest 1971, most the nations have begun to float their currencies. Malaysia and 

Singapore float their currency begin in June 1973. (Mohammed, 1988). Following the 1997 

financial crisis, Malaysia Ringgit endured a hard blow that making to depreciate to RM4.72 

per US Dollar (USD). This situation causes RM pegs to USD at RM 3.80 from1998 until 2005 

decided by Prime Minister, Tun Dr Mahathir Mohamed. According to the Calvin Loo (2015), 

the oil depreciate is the main reason because of the Malaysia is a nation which is intensely 

dependent on item trade, specially oil. 

In 2005, Malaysia monetary policy maker decided to floated the foreign exchange rate. Let the 

market decide its value. After leaving the pegged US dollar, in earlies 2012 Malaysia have a 

little appreciate, ringgit was quoted at USD 3.00 per USD. But, ten years after the abolition of 

the fixed exchange rate which 2015, Malaysia Ringgit gradually depreciated.  It is trading price 

at RM3.80 per USD. On October 2015, it was hit hard, and the ringgit fell to a low point of 

RM4.2460 per dollar. (Bank Negara, 2015). 
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1.1.2 Exchange Rate with Real Interest Rate 

     

Real interest rates are the first independent variable used in this study. A real interest rate is an 

interest rate changed in accordance with eliminate the inflation effect on mirror the genuine 

expense of assets to the borrower and the genuine profit for the financial specialists.  

Based on the graph above, the graph shows the real interest rate has been fluctuating throughout 

the years. Through observation, it shows the highest peak level of real interest rate is in year 

1986 which amounted 22.96% and the lowest level is in year 1973, which shows -6.8%. In 

contrast, the graph does not show any huge connection between the exchange rate and the real 

interest rate. 

There is an immense debate about the position of the interest rate in the exchange rate. In 

Frenkel's empirical study (1979) he argues that the exchange rates are determined by interest 

rate differentials among countries. In other research, Feldstein (1986) and Hakkio (1986) assign 

a part in deciding the exchange rate to interest rate differentials. Contrary to the research of the 

above-mentioned authors, Meese and Rogoff (1988) and Edison and Pauls (1991), Woo (1985), 

Hooper and Morton (1980), Campbell and Clarida (1987), do not indicate any connection 

between the exchange rate and the interest rate differentials. 

     The higher rates of real interest can be gained appear to draw overseas speculation, thus 

growing demand for the currency of the home nation. This raises the currency's value, as 

demand increases. Higher interest rates, on the other hand, appear to be unpleasant for overseas 
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speculation and decrease the value of the currency due to the declining demand. For three 

advanced countries, including Australia, Sun (2011) analyzed the exchange rate and 

distinguished that the interest rate differential was the most relevant illustrative variable that 

defined the exchange rate for all nations. 

1.1.3 Exchange Rate with Inflation Rate

 

Next variable is rate of inflation. Inflation rate is the average percentage upswing in the price 

of the chosen products. “The connection between inflation and exchange rates has always been 

a hottest subject for economists”, (Svensson, 1987). In these economies, the general level of 

prices can be greatly influenced by exchange rate fluctuations (Dornbuch, 1976). It would have 

some changes in the overall level of prices, according to Dornbuch, when the exchange rate 

characterized as the pace of progress between two public monetary forms. Then, when the 

exchange rate increases, that is to say, at the point when the home-grown money acknowledges, 

costs are probably going to drop at the overall level. A vary in exchange rates would affect 

production costs, as it affects the costs of imported goods. For this reason, a substantial 

relationship can be said to exist between the inflation and exchange rate (Sanam & Fetullah, 

2017). 
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Based on the graph above, it shows that the peak level of inflation rate is in year 1973 

which amounts to 17.87% and in contrast, the lowest level of inflation rate is in year 1986 

which amounts to -8.72%. To support the theory, in year 1997 to 1998, it shows that the 

inflation rate increases from 3.48% to 8.5%. This is being followed up by the increases of 

exchange rate from RM2.81/USD to RM3.9/USD. 

Theoretically, when inflation rate is high, the demand for local goods decrease, foreign 

consumers will tend to buy from a cheaper country, thus, decreasing the demand of the home 

currency. Local consumers will also purchase imported goods as it is cheaper then purchasing 

local goods. This may upsurge the supply of the home currency, which will decrease the value 

of the currency (Dornbuch, 1976). To add on, when inflation rate is high, central bank will 

often rise interest rate with the purpose of slow the economy down, and bring inflation back 

into an adequate range. 

1.1.4 Exchange rate with Exports 

 

The third independent variable that can affect foreign exchange rate which is export of a 

country. Exports are one element of worldwide trade. It is produces good and service in one 

country and acquired by citizens of another nation. Thus, export has been seen like the engine 

that can growth up economic of country. 

Based on the graph above, the graph shows Malaysia's export rate have huge volatility 

throughout the years. However, foreign exchange rate also influences by export rate. Possible 
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positive externalities from the international market have been linked to the relationship 

between them. Furthermore, “the existence of a positive correlation between exchange rate 

volatility and exports is hypothetically confirmed” (Broll &Eckwert, 1999). 

From the graph, Malaysia export increased by 10.37% in 1993, where from 11.54% in 1993 to 

21.91% in 1994. Its influence the foreign exchange rate that against US dollar also increased 

by 0.05, where from 2.57 to 2.64. For next example in 2008, where the export decreased by 

2.85% and the exchange rate that against US dollar also decreased by 0.1. From those data 

showing the relationships between export and exchange rate are positive relationships. 

Theoretically, exports can have an indirect effect on economic growth through various courses, 

for example, productive assignment of capital, improved limit use, abuse of economies of scale 

and incitement of innovative advancement because of rivalry from the worldwide markets 

(Blair, 2008). Besides the increase in exports, foreign exchange offers a rise in the amount of 

imports of intermediate goods, thereby increasing the creation of capital and stimulating the 

growth of production. (Caglayan & Jing, 2010). The currency would then become more 

expensive, thereby boosting the foreign exchange rate. 

1.1.5 Exchange rate with Foreign Direct Investment 

 

Forth variable is “foreign direct investment (FDI)”. “A foreign direct investment (FDI) 

is an investment made by a firm or individual in one nation into business interests located in 
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another country” (Investopedia, 2020). Overall, FDI occurs at the point when a financial 

specialist sets up overseas business tasks or acquires overseas business resources in a foreign 

company (Duce & España, 2003). It can be seen from the graph that FDI is fluctuating, but it 

still can realize that some impact on the exchange rate when look carefully. For example, FDI 

in1974 increase 3.77% from 1973, then foreign exchange rate has a little appreciate from 2.44 

to 2.40 against US dollar. The next signal that told us impact is 1982-1987, when FDI keep 

decreasing and foreign exchange rate depreciate constantly. In year 1998 and 2009, we also 

can see FDI decrease and our currency depreciate (World Bank, 2020). 

Theoretically, when a country’s FDI increase, it indicates that more foreign investors 

are exchanging their currency to the home currency. This will rise the demand of home 

currency, thus, increasing the rate of the currency (Lily and etc, 2014). In other words, we also 

can speculate performance of FDI will have some impact on our exchange rate. 

1.1.6 Exchange Rate with Financial Crisis and Political 

Stability 

After including the real interest rate, inflation rate, export and foreign direct investment, we 

also include financial crisis and political stability to examine is there a connection between 

exchange rate and the financial crisis and political stability. This research will use political 

stability and financial crisis as the dummy variable and will only take the value of 0 or 1 to 

imply the absence or existence of any categorical effect which could be expected to change the 

outcome. 

Political stability can be defined in many ways. In this research, we will use the definition from 

encyclopedia where; 

“Political instability can be defined in at least three ways. A first approach is to define 

it as the propensity for regime or government change. A second is to focus on the 

incidence of political upheaval or violence in a society, such as assassinations, 

demonstrations, and so forth. A third approach focuses on instability in policies rather 

than instability in regimes (i.e., the degree to which fundamental policies of, for 

instance, property rights are subject to frequent changes).” 

Thus, this research has compiled all political instability that has occurred from 1968 until year 

2018. 
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Year Political Instability that occurred in Malaysia 

1968-1989 Malaysia’s Second Emergency and 13 May in 1969 

1998-2000 Dato' Seri Anwar bin Ibrahim imprison for corruption and sodomy 

2007 “Bersih 1.0” 

2011 “Bersih 2.0” 

2012 “Bersih 3.0” (largest rally) 

2013 Lahad Datu Standoff 

2014 MH370 missing and MH17 being shot down 

2015 Bersih 4.0 and IMDB scandal 

2018 BN fall for the first time 

 

The Communist insurgency occurred in Malaysia in the year 1968 until 1989, also known as 

the Second Malayan Emergency. The incident was an armed conflict between the Communist 

Party of Malaya (MCP) and federal security forces of Malaysia. In year 1969 as well, the 

incident of 13 May that took place have cause tension between the Malay and Chinese. Each 

conflict meets the definition of political instability according to the second approach which is 

incidence that include violence in the society.  

In year 1998 until 2000, Dato' Seri Anwar bin Ibrahim was imprisoned for corruption and 

sodomy. As the Deputy Prime Minister during the time, it is considered as political instability 

as it is the first time a Deputy Prime Minister found guilty by the court for corruption. This 

event also has caused several riots that do not support Anwar’s sentence as most believe that 

Anwar is being falsely accused. 

In year 2007, 2011, and 2012, Bersih Rally occurred which seeks for free, fair, and clean 

elections. As mentioned in encyclopaedia, demonstrations are also considered as political 

instability, thus was included in this research.  

In year 2013, Lahad Datu was infiltrated by 235 armed militants from Philippines due to 

unresolved territorial claim. At the end of the incident, a total of 56 militants, 6 civilians, 10 

Malaysian security force personnel, and one Malaysian police were killed. This portrayed 

violence and is considered political instability in Malaysia.  

In year 2014, MH370 went missing while MH17 is being shot down. As the country’s airline, 

Malaysia’s government has been criticised as the government have given imprecise, 
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incomplete, and inaccurate information which cause contradictory of information while 

searching for MH370. In the Malaysia’s defence, it is due to trust issues and regional conflict 

to simply share any information.  

Bersih 4.0 occurred in year 2015 which followed by the 1MDB scandal. With demonstration 

and corruption happened in a year, 2015 will also be recorded as the year where Malaysia 

experienced political instability.  

In year 2018, Barisan Nasional was defeated for the first time after Independence Day. This 

caused a huge change in the government as Barisan Nasional has always been the party that 

wins the elections. According to the first approach, government change is also considered 

political instability.   

As for the financial crisis, we will include 3 events in this research namely the 1974’s oil crisis, 

1997-1998’s “Asian Financial Crisis”, as well as “Global Financial Crisis” in 2007-2008. 

 

Resource costs are going through a sharp reduction in rate, companies and clients 

cannot pay their obligations, and budgetary establishments face liquidity concerns during the 

financial crisis, according to Hasan (2002). A financial crisis is also related to a frenzy wherein 

speculators sell their benefits or pull back cash from bank accounts since they accept that in 

the event that they remain in a money related organization, the estimation of those advantages 

will diminish (Zakaria et al., 2010). For example, in year 1997-1998, Malaysia fall victim to 

the “Asian Financial Crisis” which began on the Thai Baht. In that year, RM value have been 

depreciated up till RM4.72 per USD. This is due to the spillover effects. When THB 
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depreciated steeply, Thailand would not be able to import any product from other country as 

foreign goods are very expensive. This greatly affects the trade between Malaysia and Thailand 

(Khor, 2017). 

  According to Ali and Hatta (2013), the 2008 Ecomomics Crisis is the worst economic 

and had inflicted profound damage on many country’s financial system and economy. However, 

it has not too big influence in Malaysia. The financial and economic sector worse in the second 

half 2008 and in the first-quarter of 2009. From the graph we can see 2008 Economics Crisis 

had an impression on the exchange rate. For the most part, capital outflow depreciates the 

currency Malaysia, from 3.3358 to 3.5245 in 2009 (World Bank, 2020). This drop in the value 

of the Malaysian currency is mainly because weakening export demand and lower outflows of 

portfolio capital. The Malaysian Ringgit 's depreciation could help to boost the country's export 

output, limiting the negative effect of the worldwide recession. The declining value of the 

Malaysian Ringgit can help improve the country 's export output, thereby limiting Malaysia's 

negative impact from the global recession (Khoon & Mah-Hui, 2010). 

 Lastly, political stability was believed to be one of the main concern of investors before 

investing in a foreign country.  A country's political state can indirectly influence its money 

quality. A nation with low danger for political uproar is more attractive to overseas stakeholders, 

consequently, attracting speculation away from other nations with more risk of political turmoil. 

When a nation is inclined to political disturbance, this might result in investor selling of their 

assets therefore reducing the value of the currency (Beh et al., 2016). For example, we can see 

from graph exchange rate depreciate a little during 1971 until 1973. Malaysia’s Second 

Emergency occurred in 1968-1989 may be a factor that influence the exchange rate.  

 Same with Malaysia’s Second Emergency, we can realise from graph that from 2010 

until 2016, Bersih 2.0, Bersih 3.0, Lahad Datu Standoff, MH370 and MH17, Bersih 4.0, 1MDB 

Scandal, and the change in government when Barisan Nasional lost in the 14th election in 2018 

will also depreciate Ringgit Malaysia. 

1.2 Problem Statement 

Policymakers, multinational businesses, investors, importers, exporters, foreign 

students and, eventually, tourist are very concerned about the value of the Malaysian Ringgit.. 

Malaysia's exchange rate has recently become a widely debated topic across the globe, and the 

nation has been hit with many political problems as the currency depreciated. In Asia, though 
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Ringgit Malaysia (RM) is one of the best performing currencies, due to political danger, 

success may be short-lived (Chan, Lye & Hooy , 2013). 

The financial crisis of 1997-1998 started when Thai Baht depreciated greatly when the 

country decided to unpegged from US Dollar which resulted the depreciation of Ringgit 

Malaysia (RM), followed by other South-East Asian countries. The Ringgit Malaysia (RM) 

fluctuated at its worst during the financial crisis. But the recent RM / USD pattern has suffered 

a similar condition.  

Additionally, Ringgit Malaysia (RM) experience a steep depreciation from RM3.27 per 

USD in year 2014 to RM3.91 per USD in 2015. In year 2015 as well, Malaysia is being 

bombarded by critics from all around the world regarding the 1MDB scandal. This research 

will investigate whether political stability has a significant influence over the exchange rate as 

shown in year 2015. 

Therefore, in deciding whether real interest rates, inflation rates, exports and foreign 

direct investment may be factors determining the depreciation or appreciation of the exchange 

rate, this study is critical. This research also includes political stability and financial crisis as 

the dummy variable as it is believed that exchange rate is also being influenced by political 

stability and financial crisis. This problem is important to be fixed to ensure a sound and stable 

currency to boost Ringgit Malaysia (RM) into a strong currency in the future. 

1.3 Research Question 

There are six questions in this research which are: 

1. “What is the impact of Real Interest Rate on Foreign Exchange rate?” 

2. “What is the impact of Foreign Direct Investment on Foreign Exchange rate?”  

3. “What is the impact of Export on Foreign Exchange rate?” 

4. “What is the impact of Inflation Rate on Foreign Exchange rate?” 

5. “What is the impact of Financial Crisis on Foreign Exchange rate?” 

6. “What is the impact of Political Stability on Foreign Exchange rate?” 
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1.4 Research Objectives 

Referred to the present condition of the market economics, there are still containing 

many fundamental influences which will cause to vary in foreign exchange rate and make the 

publics feel worry about to purchase or finance in foreign currency.  

“1.4.1 General Objective” 

The general objective or the goal of this paper is to study economic variables and political 

variables such as the financial crisis and political issues affecting foreign exchange rates with 

the purpose of safeguard the public attentiveness and to prevent potential economic issues. 

“1.4.2 Specific Objectives” 

 “To determine the influences of Real Interest Rate on Foreign Exchange Rate.” 

 “To investigate the influences of Foreign Direct Investment on Foreign Exchange Rate.” 

 “To examine the influences of Export on Foreign Exchange Rate.” 

 “To examine the influences of Inflation Rate on Foreign Exchange Rate.” 

 “To determine the influences of Financial Crisis on Foreign Exchange Rate.” 

 “To evaluate the influences of Political Stability on Foreign Exchange Rate.” 

 

1.5 Significance of the Research Study 

 The previous studies concentrated on analysis on the foreign exchange rate over the 

past few years using macroeconomic variables and there is still no popular perspective on the 

determinants of the foreign exchange rate until today. So, it is important to address the 

explanation behind the movement in foreign exchange rates in extraordinary detail. The 

examination is seen from Malaysia 's perspective, so as to give a thumb rule to conversion 

standard administration. In the meantime, this study has completed a further input by 

introducing the financial crisis and political stability as the variables influencing Malaysia's 

foreign exchange rate. 

 Firstly, this research will give some benefits for the investors who are involved in the 

foreign investment which have a clear vision to make the investment decision. When they 

understand which variables that actually affect the Malaysia foreign exchange rate, they can 

make more accurate prediction and decision with the purpose of avoid the risk of exchange 
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rate. In other words, by knowing the effect of the economy and political variables on the foreign 

exchange rate is necessary, it helps people to forecast foreign exchange rate changes and to 

take reasonable measures to protect their self-interest beforehand. Furthermore, companies 

often prefer to turn to exercises in the event that they wish to lessen the general conversion 

standard danger that their organizations are exposed to. 

 Next, this research will give the advantages for the policy makers by stimulating the 

foreign exchange rate policy which includes those independent variables like inflation rate, 

exports, financial crisis and political stability. Moreover, with the purpose of diminish the 

properties of unforeseen economic shocks and emergencies, this analysis is critical for policy 

makers to study the exchange rate movement. In addition, the strategy producers will profit by 

this research to initiate policies that will diversify the Malaysian economy's income stream. At 

the same time, this research is also critical for controlling monetary policy implementation 

hence, policymakers' efforts to provide the society with the optimum economic welfare. 

1.6 Chapter layout 

 For chapter 2, it shows the study of literatures and theoretic models which are correlated 

with foreign exchange rate. Besides, an association between the foreign exchange rate with the 

six independent variables, theoretical framework and the gap of the study are discovered too. 

 For the chapter 3 which is focusing on this project’s data and its methodology. The 

purpose of this is to explain the method of data collections, research design, sampling design, 

data processing and the way of data being processes and evaluated. 

 While the chapter 4 will discover the outcomes of the evaluated data by using the E-

view 10. Details of the outcomes will be explained by the graphs, tables and charts. Lastly, 

chapter 5 will be the final chapter which summarize the important findings of this project, 

discuss the limitation and the recommendation for the future researches which related to this 

topic. 
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“CHAPTER 2: LITERATURE REVIEW” 

“2.0 Introduction” 

 In this chapter, theories and perceptions that is related to the foreign exchange rate and 

all other variable will be discussed. In addition, the study gap will also be addressed in this 

chapter too. 

“2.1 Review of Theories and Concepts” 

“2.1.1 Purchasing Power Parity Theory (PPP)” 

A theory of the determination of the exchange rate is “Purchasing Power Parity (PPP)”. 

It states that the foreign exchange rate for any time period between the currencies of 2 countries 

is determined by the difference in the relative price levels of the 2 nations. This is because the 

theory shows that as the predominant determinant of the foreign exchange rate 's behaviour, 

the price level increases (Ruiz & Napoles, 2004). 

According to Krugman (2009), it further forecast that a drop in a currency’s local 

purchasing power will be associated to the depreciation in currency in the foreign exchange 

market. Therefore, this theory states that when there is an increase in the currency’s domestic 

purchasing power, there will be also an appreciation in the currency. One of the advantages of 

the “Purchasing Power Parity (PPP)” theory is the stability. As stated by Krugman (2009), its 

main advantage is it remains stable over time. It also states that although the currency of a 

nation has devalued, it would not cause the huge impact on the citizens due to the purchasing 

power remains near parity for the domestic goods. 

At the point when a serious exchange awkwardness creates between a country's imports 

and exports, financial specialists may propose an assortment of cures. A typical proposition is 

toerect exchange boundaries which may additionally twist markets. Assuming, be that as it 

may, financial specialists can watch a differentiation between a nation's buying force and its 

money rate, the unevenness become a lot simpler to address. Revising the currrency to 

coordinate real the buying force can help in understanding the issue without absurd government 

affiliation. (Krugman, 2009) This hypothesis likewise talks about what the parity of 

installments itself is calculated by. According to Rose (2012), it indicates that trade and 
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payment differ between nations since there are certain long run shifts in the comparative price 

levels of the nation concerned. Foreign exchange rates are thus dependent on relative prices, 

which differ in price. When price action is a critical element that influences the foreign 

exchange rate, the theory has its significance. 

One of the drawbacks of this theory is that the theory can only hold great on account of 

costs of merchandise entering unfamiliar trade, so it is preposterous to apply it regarding 

general lists in light of the fact that there can be no immediate connection between the 

homegrown and worldwide costs of goods only limited to the trading nations' domestic markets 

(Curry, 2013). Next, according to Rose and Marquis (2012), purchasing power parities cannot 

be used to determine the equilibrium values or to measure precision deviations from the 

worldwide balance of payments. Purchasing power parities can be used at most to find the 

estimated range with which the exchange balance rate can be positioned. Actual use of 

purchasing power parity control to measure the translation norm has shown that it can't give 

the equilibrium exchange rates a correct conjecture. Finally, another drawback to the argument 

is that it neglects to include certain things other than product trading in the balance of payments. 

Thus, the definition of purchasing power parity applies at maximum only to current account 

purchases, totally neglecting capital account (Craig, 2005). 

2.1.2 Nexus of Inflation and Foreign Exchange Rate 

This theory is meant to analyze the relationship between inflation and the foreign 

exchange rate. They suggested a theoretical statement about the exchange rate-inflation nexus 

in the sense of monetary policy legitimacy, according to Barro and Gordon (1983). They 

concluded that by lowering inflation by adding legitimacy, a fixed exchange rate strategy could 

make the monetary authority 's job simpler. Some authors have put the argument into words in 

the following years. They also dispute that a stable exchange rate regime gives cost 

dependability as well as increment the effectiveness of financial arrangement. In this system, 

an economy with a moderately advanced swelling rate against the remainder of the world is 

probably going to experience tenacious outer deficiencies and along these lines a decrease in 

its foreign exchange holds. 

 Another point in favour of a regime of fixed exchange rates is that it would improve 

monetary policy 's legitimacy. Growing monetary policy legitimacy would encourage the 
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money related power to convey on its pledge to low swelling. Both of these are going to go 

around as a battle over inflationary impulse. Diminishing inflationary desires would not only 

help reduce the tempo of currency, but also reduce the expense potential to brief fiscal stuns 

(Levy-Yeyati and Sturzenegger, 2001). Furthermore, by making a certainty effect, the 

exchange rate system will add to getting lower expansion paces, that is, a more notable 

willingness to keep household cash instead of goods or remote monetary standards (Ghosh et 

al., 1997). Contrast and the gliding exchange rate framework, not at all like the fixed conversion 

standard framework, is connected to over-shooting the symmetry exchange rate in the two ways 

and making costs increment by rising the neighborhood costs of imported items when 

devaluation happens, i.e., fail to limit costs while valuing the supposed effect of the wrench.  

Obviously, against the unfavourable claims above, there are some counter-arguments 

for getting lower inflation rates in favour of the flexible exchange-rate system. For example, 

Tornell and Velasco (1995) contended that the adaptable conversion standard framework 

permits the impact of unsound money related procedures to be communicated in improvements 

in return rates and, given that swelling is expensive for financial specialists, the adaptable rates 

hold straight imposition and give more control of approach by provoking them to pay the 

expense. It is additionally contended that adaptable swapping scale systems have fiscal 

flexibility, which is therefore crucial in an inviting way to pursue the money-related strategy 

while reducing unemployment. With regard to its impact on development, the freedom of 

financial policy with a completely adaptable trade framework would guarantee that the 

administration focuses on the ideal movement of extension that gives a positive area to money 

related development. 

2.1.3 International Fisher Effect 

This model demonstrates the close connection through the exchange rate, interest rate, 

and inflation rate is significant. According to Ortiz and Monge (2015), IFE is supposed to be 

in line with a productive market theory in which the latest and current evidence of interest and 

inflation rate shifts leads to the movement of exchange rates. The combination of “Purchasing 

Power Parity (PPP)” and “Fisher Effect (FE)” is also the exchange rate theory, since it is 

understood that both the interest rate and inflation rate are extraordinarily related (Shalishali, 

2012). It thus represents the effectiveness of the foreign exchange rate in responding to the 

inflation rate and interest rate differentials in order to minimise the future arbitration chances.  
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:
𝒊𝒂−𝒊𝒃

𝟏+𝒊𝒃 =
𝑺𝒕+𝟏

𝑺𝒕
 

Where: 𝑺𝒕     = “Spot exchange rate in period t” 

 𝑺𝒕+𝟏 = “Forward exchange rate in period t +1” 

𝒊𝒂      = “Interest rate of Country A” 

𝒊𝒃    = “Interest rate of Country B” 

From this equation, we can realize the related between comparable interest rates in different 

country and the spot exchange rate over time period (Beh et al., 2016). Besides, high nominal 

interest rates with a high anticipated rate of expansion will lead to a large drop in estimation of 

home currency. By observing changes between two currencies, there is a reverse direction of 

the interest rate among these two countries. Country Y, for example, has a lower currency due 

to higher interest rates and the currency inflation in Country Z could be at lower interest rates 

(Madura, 2011). 

Based on this effect, the return of investor should in the long term, same in difference 

countries. At the same time, the country offer lower interest rate will increase the currency 

value to provide the investor with an advantage that compensate the lower interest rate. This 

will benefit the investor and help them easily to speculate the exchange rate and interest rate 

before making decision (Ortiz & Monge, 2015). 

However, some of researcher content that International Fisher Effect (IFE) not 

continually useful like Alizadeh, Nassir and Abou Masou (2014) stated that the distinction 

between both interest rate in each country does not generally measure expected inflation rate 

in that country. Other than that, interest rate not the only factor that affect exchange rate. Due 

to these reasons, they would be barriers to practice International Fisher Effect (IFE). 

2.1.4 The Theory of Exchange Rates on Imperfect Capital 

Markets 

This is the foreign direct investment (FDI) theory, and the exchange rate originated in 

the 1970s and 1980s. Cushman (1985) reported that the effect of uncertainty as a foreign direct 
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investment factor (FDI) shows that real exchange rate changes stimulate USD-invested FDI, 

whereas a foreign currency appreciation decreases USD-invested foreign direct investment 

(FDI). Imperfect capital markets strategy, according to Froot and Stein (1991), to contend that 

exchange rates work on wealth to affect foreign direct investment (FDI). Thus, a depreciation 

of home currency is anticipated to positively impact inbound FDI (IFDI), as it immediately 

increases foreign investor capital, enabling them to make more investment. It also indicates an 

undesirable relationship between FDI and foreign exchange rates. 

However, there is some limitation of this theory. First, the simultaneous FDI between 

countries with different currencies cannot be explained. They claim that since investments are 

made at various times, the principle conflicts with appropriate instances (Denisia, 2010). The 

second limitation is according to Shivangi and Indra (2016), foreign direct investment is in a 

condition of imperfect market. Other from these factors, it may include taxation policy, 

inflation, political stability, trade policy and others. These factors let the theory may not more 

accurate. 

2.1.5 The Theory of exchange rate during the financial crisis 

Based on some scholars use various approaches to analyze the effect of the foreign 

exchange rate on the financial crisis. The results of these studies indicate that the relationship 

between the foreign exchange rate and the financial crisis is positive. For example, between 

1970 and 1998, Gupta, Mishra, and Sahay (2003) analyzed the production behaviour of a model 

of 195 currency crisis occurrences in emerging nations. It is a major positive correlation among 

currency exchange rates and financial crisis. For other studies, Fratzscher (2009) analyzed data 

from 50 developed and emerging countries to studies the affect in global exchange rates during 

the financial crisis. He pointed out that the financial crisis has caused sharp fluctuations in the 

global exchange rate structure. However, during the financial crisis, bank's investors might be 

race to change over their homegrown money resources into unfamiliar currencies to against the 

loss become bigger. Therefore, the studies of the limitation are that relative estimate higher 

exchange rate may increase the possibility to occurs currency crisis, further more financial 

crisis. Therefore, the strongly macroeconomic foundation is importance, especially the 

sufficient foreign exchange reserves to reverse capital flows. In case of a money emergency, 

bank contributors might be anxious to change over their homegrown cash resources into 

unfamiliar currencies, so the ratio reflects the central bank's capability to meet these needs and 
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stabilize the currency. From the studies, it showing the importance of the macroeconomic 

foundation to avoid the currency crisis happened.  

2.1.6 The Theory of the Political Stability 

The theory that to define the relationship among political stability with foreign 

exchange rate. In the early studies, economists have trying to find out how the political 

instability affect the economy. As per the Drazen (2000), he gives two reasons why political 

flimsiness may be affected economic results. First is the political instability lead the uncertainty 

to future institutions and policymakers. Second Political instability would direct influence on 

the productivity. Due to we cannot measure directly the political instability of a nation. 

Therefore, empirical research has depended on the number of coups (Londregan & Poole, 

1990).  Researchers often calculate one-dimensional indicators by utilizing discriminant 

examination (Gupta, 1990; Venieris and Gupta, 1986). Additionally, other studies aim to 

predict governmental change propensity by using a binary selection model where government 

transfers are linked to different economic, political, and social influences, institutional factors. 

(Cukierman, Edwards & Tabellini, 1992; Chen & Feng, 1996). Such indicators may represent 

certain parts of political unsteadiness.  

Of course, they're not flawless. Some journalists acknowledged the delinquent of 

calculating error using utilizing discriminant examination (Gupta, 1990; Venieris & Gupta, 

1986). Those approaches have in general the belief that the metrics used are strongly associated 

with political instability. The limitation of this theory is the first hypothesis is usually verified 

in theory, but never fully to test it. Political instability has only one assumption. Thus, have 

many political studies use major components to argument in the ways to identify different 

aspects of political instability. 

In this research all the theories that have been illustrated above are adopted. For 

example, the purchasing power parity theory (PPP) has clearly shown the relationship among 

the foreign exchange rate, trade, and interest rate. Since the foreign exchange rate is primary 

instrument for an economy's strength, nations are greatly in need of it. Therefore, an important 

role has been played in determining the relationship among the foreign exchange rate and the 

variables. Furthermore, the foreign exchange rate and the inflation nexus are added as the 

relationship among the foreign exchange rate and inflation could be calculated. The 
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determination of inflation is important for evaluating the theories of the foreign exchange rate. 

In addition, the relationship between the foreign exchange rate, inflation, and interest rate is 

explicitly checked by embracing the nexus theories of inflation and foreign exchange rate and 

the International Fisher effect. Next, it can be proven that it is a substantial relationship among 

the foreign exchange rate and FDI by observing the exchange rate on the imperfect markets. 

In addition, although there is no proper name of the theories that used to explain the 

relationship between foreign exchange rate, financial crisis, and political stability, here are 

some provens that show that there is a substantial relationship among the foreign exchange rate 

and the variables. According to Fratzscher (2009) analyzed data from 50 developed and 

emerging countries to studies the affect in global exchange rates during the financial crisis. He 

pointed out that the financial crisis has caused sharp fluctuations in the global exchange rate 

structure. Besides, according to Drazen (2000), he gives two reasons why political flimsiness 

may be affected economic results. First is the political instability lead the uncertainty to future 

institutions and policymakers. Second Political instability would direct influence on the 

productivity. 

2.2 Reviews of Empirical Studies 

2.2.1 Foreign Exchange Rate and Inflation Rate 

 The results of the analysis of the exchange-rate-inflation relationship can be categorised 

into three components, significant positive effects, significant negative effects and no 

significant effects. There are several researchers who have obtained a significantly positive 

effect. The findings show that the analysis for the foreign exchange rate and inflation according 

to “Chowdhury and Hossain (2014)” is positively significant, taking place in Bangladesh from 

1990 to 2011. Next, he said, according to “Thaddeus and Nnneka (2014)”, that “when inflation 

rises, the money supply rises and the domestic currency depreciates because of the shift in the 

foreign exchange rate”. Furthermore, according to the analysis in Nigeria, the researcher also 

determines that inflation has a positive consequence on the rate of exchange. It shows that the 

relationship between the foreign exchange rate and inflation in Nigeria is slightly different in 

both the short and long run. In addition, significantly positive results have been achieved in 

Iran, according to Namjour, Gholizadeh and Haghighi (2014). Iran is a nation that has endured 

a high and unceasing period of inflation and fluctuating exchange rates in recent decades. Since 
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the 1979 transition in Iran, trailing through the eight-year Iran-Iraq war and world oil 

emergencies, great swelling has gotten one of the huge issues confronting Iran. Specifically, 

boycotts against exchange have caused precarious trade rates and high expansion in Iran over 

the previous year. The effect of cash flexibly and the conversion scale on swelling have 

additionally been analyzed by presenting the cash gracefully component to the VAR model. 

According to the results, they display the significantly positive result in the relation through 

the foreign exchange rate and inflation rate. 

 Compared to the findings obtained above, some researchers have also found that it is a 

negative relationship among the exchange rate and the inflation rate. The researchers said that 

studies have found that the inflation rate has a negative effect on the exchange rate, according 

to Mirchandani (2013) and Oriavwote and Oyovwi (2012). “Hsing (2006)” has done a research 

in Venezuela to classify the actions of short-term real exchange rates where the findings 

showed that the actual exchange rate had negative and important results due to the volatility of 

the inflation rate. On the other hand, some analysts have also found that it is no meaningful 

correlation between inflation and the foreign exchange rate. According to “Proti (2013)”, “the 

researchers reported that there was no strong correlation between the inflation rate and the 

exchange-rate effort in Tanzania and suggested that the source of the irrelevant link may be 

interventions by the government or central bank”. Finally, “the exchange rates of the powerful 

economies like AUD / USD, Euro / USD and AUD / Euro are checked for the significance of 

the inflation rate in exchange rate movements and the findings have been found to be 

negligible.”, (Ramasamy & Abar, 2015). Inflation is not the only element that infringes foreign 

exchange rates to examine foreign exchange rate and inflation. This can often cause the issue 

of multicollinearity in the model (Gujarati & Porter, 2009). 

2.2.2 Foreign Exchange Rate and Real Interest Rate 

Based on difference researcher, the results of studying the relationship between foreign 

exchange rate and interest rate will be difference. Among the results, positive relationship is 

the most can be found. According to Sanchez (2005), there is a positive significant effect 

among exchange rates and interest rate in Euro. He also argued that these two variables rise up 

in response to the economic shock. Next, in the case of Romania, Andries, Capraru and Ihnatoy 

(2017), state that the relationship among exchange rate and interest rate is negative in present 

moment but positive in long term. This is because these two periods are confirming two 
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different model or theory. They confirming stiky-price model in short term and confirming 

purchasing power parity (PPP) in long term. Lastly, Lahiri and Végh (2001), same with Calvo 

and Reinhart (2000), their model also predicts a positive relationship among exchange rate and 

interest rates. 

Besides these, some researcher proved that foreign exchange rate and real interest rate 

are negative relationship. According to Scott and Karlsson (2010), their result is same with 

Andries, Capraru and Ihnatoy (2017), a negative significant effect among the exchange rate 

and the interest rate in the short-run with stiky- price, while positive significant effect in the 

long-run with the flexible movement of the price levels. Engel (1986) also stated that there is 

negative significant effect between exchanges rate and interest rate due to interest go up will 

lead inflation increase and expected inflation decrease. On the other hand, Belke, Geisslreither 

and Gros suggested “that there is no relationship among foreign exchange rate and interest 

rate”. They believe that “pricing to market” behaviour may possible to explain the movement 

of exchange rate. Of course, there are contradiction in these finding, because the different 

model or source of data as well should be a possible reason to influence the result. What we 

can do is to collect these possible results as the references (Silberzahn & etc, 2018). 

2.2.3 Foreign Exchange Rate and Foreign Direct Investment 

(FDI) 

The outcome of the analysis of the relationship among Foreign Direct Investment (FDI) 

and foreign exchange rate can be separate in 3 categories namely positive effect, negative effect 

and no significant effect. Most researchers considered the relationship between the FDI and 

foreign exchange rate to have a substantial positive effect. According to Bilawal et al. (2014), 

there is a clear positive connection between the Foreign Direct Investment (FDI) and exchange 

rate in Pakistan. The positive relationship among the exchange rate and Foreign Direct 

Investment (FDI) and the exchange rate was noticed not only in Pakistan but also in Kenya by 

Kamau Njuguna (2016). They believe that high exchange rate can attracting Foreign Direct 

Investment (FDI) from other country. Lily et al. (2014) stated that when home currency 

appreciation, the Foreign Direct Investment (FDI) inflows become positive if the Foreign 

Direct Investment (FDI) project is serving the local market, but the negative relationship if the 

Foreign Direct Investment (FDI) aim is to diminish purpose of cost or export. Next, Latief and 
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Lefen (2018) explore that in some countries such as Bhutan, Maldives and Nepal, exchange 

rate volatility showed a positive significant effect on worldwide trade. 

Besides these, Kyereboah‐Coleman and Agyire‐Tettey found that impulsiveness of the 

real exchange rate and Foreign Direct Investment (FDI) inflow has a negative impact in China 

and also liberalization process does not lead to an increasing inflow of Foreign Direct 

Investment (FDI) in Ghana. Finally, Güneş, Sevcan (2016) and Joseph, Donghyun and Peiming, 

(2009) suggest that they are no relationship among exchange rates and Foreign Direct 

Investment (FDI) inflow, both of these researchers fails to find a meaningful impact between 

the average inflow of Foreign Direct Investment (FDI) and exchange rate. 

There are insufficient tools to extend the investigation of the relationship among the 

foreign exchange rate and FDI and foreign exchange rate. The relationship between the FDI 

and foreign exchange rate and has been proved by too little studies in the past. It is backed only 

by limited empirical studies that have reviewed the latest proof. 

2.2.4 Foreign Exchange Rate and Financial Crisis 

Based on some researchers use different methods to examine the consequence of the 

financial crisis with the foreign exchange rate. The result of the studies shows that there has 

positive relationship among foreign exchange rate and financial crisis. For example, Gupta, 

Mishra, and Sahay (2003) analyzed the output behavior of a sample of 195 currency crisis 

events in developing countries between 1970 and 1998. It is a positive significant effect 

between exchange rates and financial crisis. For other studies, Fratzscher (2009) analyzed data 

from 50 developed and emerging countries to studies the affect in global exchange rates during 

the financial crisis. He pointed out that the financial crisis has caused sharp fluctuations in the 

global exchange rate structure. However, during the financial crisis, bank's contributors might 

be hurry to change over their homegrown money resources into overseas currencies to against 

the loss become bigger. Therefore, the relative estimate higher exchange rate may increase the 

possibility to occurs currency crisis, further more financial crisis. Therefore, the strongly 

macroeconomic foundation is importance, especially the sufficient foreign exchange reserves 

to reverse capital flows. From the studies, it showing the importance of the macroeconomic 

foundation to avoid the currency crisis happened.  
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The limitation of the studies is that the existing of crisis of financial is because of the 

uncertainly of the monetary market, and also may affecting the determinations of exchange 

rates. The increasing of asymmetric information in credit markets are related to the uncertainty 

financial market. When the market participants realize that the valuation are no longer valid on 

the market, it would cause people inclined to government bonds and cash or bank deposits. 

Therefore, we can through that to build a sound transparency framework by reliable valuation 

practices to solve the uncertainty of financial market. 

 

2.2.5 Foreign Exchange Rate and Political Stability  

As a result, the financial crisis may be affected the determination of exchange rates due 

to the uncertainty in financial markets (Keblowski and Welfe, 2011). The financial crisis causes 

the influence of the foreign exchange rates which has adversely affected the exchange rate of 

the country through external shocks. There have two main channels which are net foreign 

capital flows and exports (Blanchard, 2010). 

The result of the studies the relationships between foreign exchange rate and political 

stability that could separate into positive significant effect and negative significant effect 

depending on the characteristics of each research study. Most economists think that the political 

system is unstable, so would cause negative impact on national outcome. The studies by 

Alesina and Perotti (1996) indicate that the relationship among economic advance and political 

uncertainty is negative significant effect. Svensson (1998) also contends that political 

precariousness is contrarily identified with capital amassing (and thus financial development) 

due to it creates uncertainty to the security of property rights. Similarly, Lehkonen and 

Heimonen (2015) examine the impact that political risk has on the stock markets and show a 

negative relationship between the risk of political and typical market returns. They also indicate 

a decrease in risk of political lead to advanced returns.  

However, Asteriou & Price (2001) shows that the evidence of a range of effects of 

political instability on economic advance and also the positive effect on economic advance.   

by using the panel regression to estimate and test the relationship among the exchange rate 

regime with the degree of economic reform. They show that structural reforms in government 

size and market regulation have had a positive impact on exchange rates. This form a 
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contradiction of the studies from Alesina and Perotti (1996) and Svensson (1998). However, 

the limitation of the studies is there had no actual information, we only can detect the 

relationship among foreign exchange rate and political factor. Although previous studies have 

analyzed the effect of political factors on certain macroeconomic variables, but the empirical 

literature on exchange rate determination basically no mention about the political factors. 

However, from our data show that the exchange rate policy decisions are not only relate with 

economic contingency, but also relate of the political. Therefore, the developing countries need 

pay more attention to the political causes. 

2.2.6 Foreign Exchange Rate and Export 

Export is projected to be the key variable influencing currency demand in the world of 

economics (Heim, 2010; Parveen et al., 2012). Swiss economy is suffering from development 

problems during the year 2008 until 2011, although the country was largely dependent on its 

exports. “This causes its exchange rate to drop tremendously, resulting in CHF being pegged 

to EUR on September 6th 2011”, (Lera et al., 2016). According to Ito et al. (1999), “successful 

exports would result in excess of the current balance of payment account and thus an upward 

some force on the currency and only if the government does not intervene in the foreign 

exchange market”. Furthermore, a research conducted by Wong and Tang in 2017, a nation 

heavily dependent on exporting the technology market, the currency of the nation will be 

appreciated due to increased demand for electronic goods. Furthermore, “an increase in the 

export rebate rate would also restore the effectiveness of a nation's exports and thus increase 

the foreign exchange rate”, (Meng, 2015).  

From 2004 to 2013, a research performed by “Bouraoui and Phisuthtiwatcharavong” in 

2015 was about the “causes of the Thai Baht (THB) against the US Dollar (USD)”, which 

includes the terms of the exchange component since Thailand is considered “export-oriented”. 

“The terms of trade shall be adopted as the percentage ratio of the export price and the import 

price of goods and services exchanged in Thailand and, as a result, the terms of trade shall have 

a significant negative effect on the THB / USD. This implies that the increase in trade 

conditions suggests a faster rate of rising export prices rather than import prices, contributing 

to a growing demand for Thai Baht, which lowers the THB / USD rate”. From 1980 to 2000, 

Cermeño, Grier and Grier (2010) also related trade terms and real exchange rates in Latin 

America by using trade index terms as the calculation method for trade terms. The result 
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showed that there was a negative and weakly relevant relationship among the variables. The 

scholars suggested that in Latin America, the cause of income is more than the cause of 

substitution. The drawback of the research is that between export and foreign exchange rates, 

there is only a poor significance. Nevertheless, even between the two variables there are just 

feeble meaningful. In a model the trade exchange rate balance is determined by the flow of 

financial assets necessary and real. The role of imports and exports in deciding the exchange 

rate can, therefore, be consistent with the effect of the methods of financial assets on exchange 

rates. In short, imports and exports are the secret to the determination of the foreign exchange 

rate (Rodriguez, 1980). 

2.3 Theorectical Framework 

  

The theoretical framework for this research is outlined above. In this research six 

variables are used. As a dependent variable, we use the foreign exchange rate. While inflation, 

real interest rate, foreign direct investment (FDI), export, financial crisis and political issues 

are independent variables. 

Theoretical Framework 
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Real Interest Rate 

Foreign Direct Investment 

(FDI) 

Export 

Financial Crisis 

Political Issue 

Foreign Exchange Rate 
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There are several theories that may explain the influence in the theoretical analysis 

between these independent variables and dependent variables. Ruiz-Napoles (2014) notes that 

the theory of “Purchasing Power Parity (PPP)” shows that the level of price shifts because the 

primary cause of foreign exchange rate activity. Inflation and foreign exchange nexus believe 

that the monetary authority 's job can be made easy and quick by lowering inflation (Dornbusch, 

2001), (Velasco, 1996), and (Giavazzi & Giovannini, 1989). Because we know inflation is an 

average rise in price levels, we therefore conclude that these two hypotheses can be used in this 

study.  

The near relationship among the exchange rate, the inflation rate and the interest rate 

are demonstrated by the International Fisher Effect (IFE). It also involves the “Purchasing 

Power Parity” (PP) and “Fisher Effect (FE)” to describe the foreign exchange rate as well as 

the interest rate and inflation rate (Shalishali, 2012). The exchange rate theory on imperfect 

capital markets may also describe the relationship between foreign direct investment (FDI) and 

exchange rates. Cushman (1985) found that foreign currency appreciation would minimise 

USD-invested foreign direct investment (FDI). Since financial crisis and political issue have 

no actual theory but we found that most researchers state that these two variables may give bad 

impact on foreign exchange rate (Frankel & Rose, 1996); (Kaminsky, 1998), (Kaminsky & 

Reinhart, 1999), (Drazen, 2000), and (Londregan and Poole, 1990). 

Through the theoretical review and empirical of study from previous researches on this 

chapter, the “relationship of foreign exchange rate and macroeconomic factors”, financial crisis 

and political issue had been further explained. According to Thaddeus and Nnneka (2014), it 

stated the inflation possessed a positive effect on exchange rate in Nigeria. It shows that it is 

slightly different in both short-term and long-term relationship among the foreign exchange 

rate and inflation in Nigeria. Besides, according to Namjour, Gholizadeh and Haghighi (2014), 

there is a positive and significant results in Iran. Iran is a nation that has endured strong and 

unceasing inflation and fluctuating exchange rates in recent decades. It also notes that to 

classify the short-term real exchange rate actions in Venezuela, the outcomes suggest “that 

there are negative and significant real exchange rate results due to inflation rate volatility”, 

(Hsing, 2006).  

Among the results, positive relationship is the most can be found. According to Sanchez 

(2005), there is a positive significant effect among exchange rates and interest rate in Euro. 

Next, in the case of Romania, Andries, Capraru and Ihnatoy (2017), state that the relationship 
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among exchange rate and interest rate is negative in short term but positive in long term. This 

is because these two periods are confirming two different model or theory. Engel (1986) also 

stated that there is negative significant effect between exchanges rate and interest rate due to 

interest go up will lead inflation increase and expected inflation decrease. Instead, Belke, 

Geisslreither and Gros “proved that it is no relationship among foreign exchange rate and 

interest rate”. 

According to Bilawal and etc (2014), the result of exchange rate has solid positive 

correlation with FDI in Pakistan. Not only Pakistan but also Kenya, Kamau Njuguna (2016) 

found that positive relationship between exchange rate and Foreign Direct Investment (FDI). 

They believe that high exchange rate can attracting Foreign Direct Investment (FDI) from other 

country. Besides, Latief and Lefen (2018) investigate that the exchange rate volatility showed 

the positive significant impact on worldwide trade and Foreign Direct Investment (FDI) in 

some country like Bhutan, Maldives and Nepal. Next, Kyereboah‐Coleman and Agyire‐Tettey 

found that volatility of the real exchange rate and Foreign Direct Investment (FDI) inflow has 

a negative impact in China while Güneş, Sevcan (2016) and Joseph, Donghyun and Peiming, 

(2009) suggest that they are “no relationship among exchange rates and Foreign Direct 

Investment (FDI) inflow”. 

In addition, according to the study conducted in 2017 by Wong and Tang, a nation that 

is heavily dependent on technology sector exports, the currency of the nation will appreciate 

due to increased demand for electronic goods. Moreover, an improvement in the send out 

discount rate will likewise reestablish the intensity of a nation's fares and accordingly improve 

the unfamiliar swapping scale (Meng, 2015). From 2004 to 2013, an examination directed by 

“Bouraoui and Phisuthtiwatcharavong” in 2015 was about the identification of the Thai Baht 

(THB) against the US Dollar (USD), which incorporates the details of the trade segment since 

Thailand is viewed as fare situated. Exchange terms are embraced as the rate proportion of the 

fare cost and the import cost of the products and ventures traded in Thailand and the outcome 

shows that exchange terms have a significant negative impact on the THB/USD. As per 

Cermeño, Grier and Grier (2010), the outcome demonstrated that there was a negative and 

pitifully noteworthy connection between the factors through the conventional least square cycle, 

utilizing exchange file terms as the estimation type of exchange terms.  

The performance behaviour of a sample of 195 currency crisis events between 1970 

and 1998 in developing countries was analysed, according to Gupta, Mishra, and Sahay (2003). 
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The exchange-rate and financial crisis have a major positive impact. For other studies, 

Fratzscher (2009) analyzed data from 50 developed and emerging countries to studies the affect 

in global exchange rates during the financial crisis. He pointed out that the financial crisis has 

caused huge variability in the global exchange rate structure. Next, according to Asteriou and 

Price (2001), the evidence indicates a number of consequences of political uncertainty on 

economic advance and also the positive effect on economic advance. Furthermore, on the other 

hand, studies by Alesina and Perotti (1996) show that the relationship among economic 

advance and political instability has a major negative impact. 

Asteriou and Price (2001) demonstrate the evidence of a number of effects of political uncert

ainty on economic advance and also the positive consequences on economic advance. 

 

2.4 Finding the Gap 

As indicated by the writing survey that had been done, the greater part of the examinations 

talked about are not mainly in Malaysia. Just few investigations that examined about the 

determinants of exchange rate in Malaysia but not on how it affects the exchange rate. This 

brings difficulty as there is no previous studies that touched about the politic issues and 

financial crisis in Malaysia. Nevertheless, this study will implement dummy variables which 

includes political stability and financial crisis to shows its present or absence. Another issue 

that should be highlighted are some of the independent variables could also be affected by the 

dependent variable itself. For example, for export, some studies mentioned that as the currency 

appreciate, export will decrease due to the price of goods increase based on the other country 

perspective. Nevertheless, this would not significantly affect the outcome of the research as it 

still shows the causality affect between both export and rate of exchange. 
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“Chapter 3: Methodology” 

 

“3.0 Introduction” 

 “The research methodology is discussed deeply in this chapter. There are two sectors 

for the chapter 3. Firstly, the first segment is explained about the research design, the data 

collection method and the target population. The next segment is discussed about the data 

processing and the methodology.” 

3.1 Research Design 

 This examination is conducted by using quantitative data. One of the reasons for this is 

that it is more scientific. Quantitative data analysis is not number crunching, but a way of 

critical thinking for how to analyze the data. Furthermore, quantitative research is characterised 

as social research, according to Cohen (1980), which employs analytical strategies and logical 

proclamations. He noticed that an observational proclamation is portrayed as a spellbinding 

explanation of what "is" the situation in "this present reality" as opposed to what "wanted" the 

case to be. Experimental articulations are normally communicated in mathematical terms. 

Another factor in quantitative analysis is the linkage between retrospective evaluations. So, for 

the most part, quantitative analysis revolves on the assessment of social truth. Both quantitative 

analysis and investigations are checking for quantities of anything and numerically setting up 

analysis. Quantitative experts see the world as a fact that can be reasonably determined, so that 

unbending aides are necessary throughout the period spent accumulating and analysing 

knowledge. 
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3.2 Data Collection Method 

Table 1.  Sources of data 

 

No. Variables Proxy Unit Measurement Source 

1. Foreign Exchange 

Rate(DV) 

FER Real effective exchange 

rate by taking the year 

2010 as the based year 

(Based rate 2010=100) 

World 

Development 

Indicators 

World Bank 

 

2. Inflation (IV) INF Percentage (annually) World 

Development 

Indicators 

World Bank 

 

3. Real Interest rate 

(IV) 

RIR Percentage World 

Development 

Indicators 

World Bank 

 

4. 

 

 

 

 

Foreign Direct 

Investment (IV) 

 

 

 

FDI Percentage of Gross 

Domestic Product (GDP) 

World 

Development 

Indicators 

World Bank 

 

5. Export X Current US$ World 

Development 

Indicators 

World Bank 

 

6. Financial Crisis FC Crisis happened year Journals, 

articles, news 

and websites 

 

7. Political Stability PS Instability year Journals, 

articles, news 

and websites 
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3.3 Sampling Design 

 The target population is characterized as an intended group that is identified from the 

various groups of individuals. This study aims to investigate the connection between foreign 

exchange rate and the real interest rate, inflation, exports, foreign direct investment, financial 

crisis, and political stability from 1970 to 2018 for the foreign exchange rate in Malaysia. 

Malaysia is a multiracial nation mainly consists of three major races: Malay, Chinese, and 

Indian. Malaysia has a population of roughly 29.72 million people and this country is involved 

in foreign trade based on world bank results. Malaysia is adopting a floating exchange rate 

mechanism for foreign trade, the value of which is relying on currency demand and supply. 

3.4 Data Processing 

The kind of data that adopted in this study is time series data and is made up of one 

dependent variable, foreign exchange rate and six independent variables which are inflation, 

foreign direct investment, exports, real interest rate, financial crisis and political stability. 

Furthermore, secondary data of dependent variable are collected from World Bank database 

and it started from year 1970 to 2018. Besides, the independent variables are also collected 

from World Bank database except the dummy variables which are financial crisis and political 

stability. The aim that usage the secondary data is because World Bank database had provided 

the accuracy and completed analysis and it has always been more saving on time for the 

research. At the other hand, for the dummy variables in this research, “0” represents that there 

is no financial crisis and political is instability while “1” represents that there is financial crisis 

and political is stable at the year. Moreover, the periodical data and EViews 10 are used in this 

study. E-Views 10 will be used to run the data analysis and the analyze the outcomes. The 

analysis and interpretation will be carried out after the outcomes have been collected. 

“3.5 Data Analysis” 

3.5.1 Autoregressive Distributed Lag Model (ARDL) 

In this research, “Autoregressive Distributed Lag (ARDL)” model is adopted to evaluate the 

relationships among the variables either they are long-run or short-run relationship. (Pesaran 

et al., 2001) Besides, this model are also the purpose for determine the present of the 

cointegration relationship between the variables. There are some benefits by adopting this 
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model. Firstly, it evades the issue of the request for coordination related with the Johansen 

probability approach. (Johansen and Juselius, 1990) Besides, according to Harris & Sollis 

(2003), it runs the unbiased of the long-run model and legal T-statistic.  

H0: δ1 = δ2 = δ3 = δ4 = δ5 = δ6 = δ7 = 0 (unit root, no cointergration) 

H1: δ1 ≠ δ2 ≠ δ3 ≠ δ4 ≠ δ5 ≠ δ6 ≠ δ7 ≠ 0 (stationary, cointergration) 

Decision Rule: Reject H0 if the test-statistic value is higher than the critical value. Otherwise, 

do not reject. 

The null hypothesis states that the variables do not have a long-run relationship, while the 

alternative hypothesis states that there is a long-run relationship between the variables. If the 

value of the test statistic is greater than the critical value, null hypothesis is then denied, 

implying that the variables have a long-run relationship. In addition, to evaluate the presence 

of co-integration between the variables, p-value can also be used. If the p-value is greater than 

the significance level then the null hypothesis cannot be rejected, which means the variables 

have a short-run relationship. 

Economic Function: 

 lnFERt = f [Inflation(lnINFt), Export (lnXt), Foreign Direct Investment (lnFDIt), 

Real Interest rate(lnRIRt), Financial Crisis (lnFCt), and Political Stability(lnPSt) 

Economic Model: 

ΔlnFERt =α0 + ∑i ΔlnFERt-i+ ∑i Δln INFt-i + ∑i Δln Xt-i+ ∑γi Δln FDIt-i+ + 

∑ρi Δln RIRt-i+ ∑i Δln FCt-i+ ∑i Δln PSt-i+ δ1 lnEXCt-1 + δ2 lnINFt-1 + δ3 lnXt-1 

+ δ4 lnFDIt-1  + δ5 lnRIRt-1 + δ6 lnFCt-1 + δ7 lnPSt-1 + µt  

Where, 

lnFERt = The natural logarithm form of foreign exchange rate at year t 

lnINFt = The natural logarithm form of inflation rate measured by percentage change in 

consumer price index at year t 

lnXt = The natural logarithm form of export measured by current US$ at year t 
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lnFDIt = The natural logarithm form of foreign direct investment measured by percentage of 

gross domestic product at year t 

lnRIRt = The natural logarithm form of real interest rate measured by percentage at year t 

lnFCt = The natural logarithm form of financial crisis at year t where 0 indicate no financial 

crisis in the specific year and 1 indicate financial crisis occur in the specific year 

lnPSt = The natural logarithm form of political stability at year t where 0 indicate political stable 

in the specific year and 1 indicate political not stable in the specific year 

µt = error term 

,, , γ and ρ represent the short run parameters and δ2 to δ7 represent the long run parameters. 

“3.5.2 Unit Root Test” 

“The primary objective behind the unit root test is to test for the stationary variable of the 

series”. The ability of the test used in the time series to discern every possible structural split, 

as the test is typically used in the study of time series. The stationary variables of the series are 

important for a meaningful, non-spurious and accurate regression to be acquired to ensure that 

the result evaluated is reliable (Chandran & Munusamy, 2009). According to Elder and 

Kennedy (2001), it is strongly related to the time series data to support the independent mean 

and variance of the stationary time series study that remains constant for the length of the time. 

Diebold and Kilian (2000) also show the utility of unit root tests in identifying with the 

appropriateness of utilizing the deciding model in stages or disparities for the unrivalled 

impacts in prediction. In general, the unit root testing method implicitly assumes the time series 

can be written as: 

𝑦𝑡 = 𝐷𝑡 + 𝑍𝑡 + 𝜀𝑡 

Where, 

𝐷𝑡= deterministic component (trend, seasonal component, etc.) 

𝑍𝑡 = the stochastic component. 

𝜀𝑡= is the stationary error process. 

A generally utilized test that is valid in enormous examples is the Augmented Dickey 

Fuller (ADF) test. the analysts who applying ADF test typically will in general depend on the 
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impact of the lag orders and this will influence conduct of the test along with the limited sample 

size (Cheung and Lai, 1995). 

“H0: All variables have a unit root and non-stationary. 

H1: All variables do not have a unit root and stationery. 

Level of Significance: α=0.05 

Decision rule: If the p-value of ADF test is less than significant level, then the null hypothesis 

will be rejected. Otherwise, do not reject null hypothesis.” 

According to Brooks (2008), “the Phillips Perron unit root test is a non-parametric test that 

relies on the long-term variance forecast instead of the Augmented Dicker-Fuller (ADF) test 

that recognises the serial correlation via the autoregressive parametric structure”. In time series 

analysis, it is used to investigate the null hypothesis that a time series of order 1 is incorporated. 

Fahami (2011) added that the Phillips Perron test is valid for any "disturbance" serial 

correlation as it is robust against the serial correlation assortment form and conditional 

homoscedasticity is not necessary. 

3.5.3 Heteroscedasticity 

The essence of Heteroscedasticity is that the variance of the term of error depends on exactly 

which observation (or the values of the independent variables) is being discussed. Since the 

ordinary regression of the least squares (OLS) is assumed all residuals are taken from 

homoscedasticity where there is constant variance (Jim Frost, 2017). Although the 

Heteroscedasticity is the violation of the principle of homoscedasticity. Simply put, 

heteroscedasticity is the issue of a variable's variability being unequal to the value range of a 

second variable that predicts it.  

ARCH test is adopted in this research to assess the question of heteroscedasticity. This test 

is available only for data models of the time series and is based on the independent variable. 

As below, the hypothesis argument is shown: 

H0: There is no heteroscedasticity problem  

H1: There is  heteroscedasticity problem  

When the value of probability is greater than the 0.01, do not reject the H0 while if p-value 

is less than 0.01, H0 should be rejected. Otherwise do not reject H0. 
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3.5.4 Autocorrelation 

Autocorrelation is to calculating the correlation between two different periods. Tim 

Smith (2019). The (CLRM) assumes that absent of autocorrelation or the error terms among 

two periods are not interrelated, which 𝒄𝒐𝒗 (𝝁I, 𝝁𝒋) = 0, I≠j. There is an autocorrelation, if 

the two error terms are dependent, which 𝒄𝒐𝒗 (𝝁I, 𝝁𝒋) ≠ 0, I≠j. There have two type of 

autocorrelation which are spatial autocorrelation and serial correlation. The spatial 

autocorrelation is using the cross-sectional data to analysis. In additional, the time series data 

is using to analysis on the serial correlation while serial autocorrelation also can type to pure 

or impure. The pure serial correlation is induced by the underlying distribution of the error term 

to an equation 's true specification. Specification bias is caused by impure serial correlation, 

such as missed variables or an incorrect functional type. This can detect autocorrelation by 

using the Durbin-Watson d test. This test is based on residual estimates, which are 

systematically determined in regression analysis. 

To test for two-sided autocorrelation at significance α, the test statistics are d and (4-

d), to compared lower and upper critical values  (𝑑𝑙  𝑎𝑛𝑑 𝑑𝑢): 

𝐻0: 𝜌 = 0 (no serial correlation) 

𝐻1: ≠ 0 (serial correlation) 

Decision rule: -reject 𝐻0 if d < lower critical value 

                        -reject 𝐻0 if d > 4 − 𝑑𝑙 

                        -do not reject 𝐻0 if 𝑑𝑢 ≤ d ≤ 4 − 𝑑𝑢 

                         -otherwise, inconclusive. 

To test for the Positive autocorrelation at significance α the test statistics are d and (4-d), to 

compared lower and upper critical values  (𝑑𝑙  𝑎𝑛𝑑 𝑑𝑢): 

𝐻0: 𝜌 ≤ 0 (no positive serial correlation) 

𝐻1: 𝜌 > 0 (positive serial correlation) 

Decision rule: -reject 𝐻0 if d < lower critical value 

                        -do not reject 𝐻0 if d > upper critical value 

                        -inconclusive if lower critical value ≤ d ≤ upper critical value 



38 
 

For the negative autocorrelation at significance α, the test statistics are d and (4-d), to 

compared lower and upper critical values  (𝑑𝑙  𝑎𝑛𝑑 𝑑𝑢): 

𝐻0: 𝜌 ≥ 0 (no negative serial correlation) 

𝐻1: 𝜌 < 0 (negative serial correlation) 

Decision rule: -reject 𝐻0 if d > 4 − 𝑑𝑙 

                        -do not reject 𝐻0 if d < 4 − 𝑑𝑢 

                        -inconclusive if 4 − 𝑑𝑢 ≤ d ≤ 4 − 𝑑𝑙 

“3.5.5 CUSUM and CUSUMSQ” 

The “CUSUM” and “CUSUMSQ” tests were used to determine the stability of the parameter 

by using the total of recursive residuals, according to Brown, Durbin, and Evans (1975). The 

CUSUM test is plotted against the break point and relies on the initial outcome. It is further 

imperative to assess the methodical difference in the relapse coefficients. Furthermore, the 

CUSUMSQ test is more applicable when the exodus from the reliability of the regression 

coefficients occurs infrequently compared to CUSUM. If the “CUSUM” and “CUSUMSQ” 

points plot inside the range of the straight line at the 5 percent level of significance, the 

parameters are stable. 

3.5.6 Normality Test 

Initially introduced by Jarque and Bera (1987), the Jarque-Bera test is the most commonly used 

to assess normality. The aim is to analyze whether the data set is all around displayed by the 

distribution of normality. According to Brys, Hubert and Struyf (2004), the test of normality is 

often adopted to test the normality of the term of error. When the data is distributed normally, 

a bell-shaped frequency distribution will be seen. The main inputs for calculating the statistics 

by using the following formula are skewness and kurtosis: 

“𝐽𝐵 = 𝑛 [
 𝑆2

6
+

(𝐾−3)2

24
]” 

“Where, n = sample size              S = skewness coefficient                     K = kurtosis coefficient 

Hypothesis of the normality test: 

H0: The data are sampled from a normal distribution 
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H1: The data are not sampled from a normal distribution 

Decision Rule: Reject H0 if the calculated test statistic exceeds a critical value, otherwise do 

not reject H0.” 

The examination of normality is typically conducted via the skewness-kurtosis test. For time 

series results, the coefficient of skewness associated with kurtosis is valuable. The skew for a 

typical dispersion ought to be comparable to or equivalent to zero. Kurtosis is a computation 

of the hefty followed or light-followed information comparative with the typical conveyance, 

with a standard kurtosis coefficient of 3. High kurtosis information displays high exceptions. 

Probability can also be used to evaluate normal distribution as well as to use the formula. When 

the value is higher than the significance level, it shows that the data is normally distributed and 

the other way around. 

“3.5.7 Model Specification” 

The probability of model specific error will be high when a model overlooks relevant and 

significant factors, contains insignificant factors, selected wrong example, applies an incorrect 

useful structure or error of estimation (Heckman, 1979; Gujarati and Porter, 2009). All 

hypotheses evaluated alongside the model would become invalid as a result of model mis-

specification (Gujarati and Porter, 2009). Ramsey RESET test may be adopted to classify the 

incorrect practical form of free and ward variables. Model specification test hypothesis: 

“H0: The model is correctly specified. 

H1: The model is not correctly specified. 

Decision rule: Reject H0 if test statistic value is higher than upper critical 

value (P-value is less than significant level), otherwise, do not reject H0.” 

If the null hypothesis H0 is rejected for this research the model specification is not stated 

correctly, and vice versa. Researchers may modify the model type into another type. 
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“Chapter 4: Data Analysis” 

“4.0 Introduction” 

The review of this examination will be addressed at here by using “Autoregressive Distributed 

Lag Model (ARDL)”. The ARDL model is to explain the test and the model used in this 

analysis included the ARDL Bound test, the Unit root test, and the diagnostic test to analyse 

the existence of the model's long-term relationship, multicollinearity, autocorrelation, 

heteroscedasticity, and the issue of model specification. In the table type, all the findings are 

measured in order to provide a clearer way of understanding. 

 4.1Augmented Dickey-Fuller (ADF) Test (“Unit Root Test”) 

Table 4.1 displays the effects of the “Augmented Dickey-Fuller unit root test” for the dependent 

variable, the foreign exchange rate and the six independent variables, including inflation, 

foreign direct investment, exports, real interest rates, financial crisis and political stability. The 

results show that the variables are either stationary in level or first difference form. At the level 

phase, it is found that only the foreign exchange rate and the exports are not stationary while 

others variables show stationary in the form of intercept and trend and intercept. While at the 

first difference level form which conclude intercept and trend and intercept, it is found that all 

variables are stationary. 
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Table 4.1: Results of ADF test 

 

 Reminder: *, **, ***, represents the rejection of null hypothesis at 10%, 5%, and 1% level of 

significance. Based on the Akaike Information Criterion (AIC), the figure in parenthesis (...) 

represents the optimal lag duration. 

“4.2 Diagnostic Checking” 

“Table 4.2 Results of diagnostic checking” 

 Level First difference 

Variables Intercept Trend & Intercept Intercept Trend & Intercept 

lnFEC -0.7379 

(0) 

-3.4641 

(1) * 

-5.0988 

(0) *** 

-5.1530 

(0) *** 

lnInf -7.0509 

(0) *** 

-7.2480 

(0) *** 

-8.8153 

(0) *** 

-8.8522 

(1) *** 

lnFDI -5.8954 

(0) *** 

-5.8741 

(0) *** 

-7.7857 

(0) *** 

-7.7027 

(1) *** 

lnX -7.8250 

(0) * 

-1.1425 

(0) 

-5.6078 

(0) *** 

-6.5147 

(0) *** 

lnRIR -5.5419 

(0) *** 

-5.7157 

(0) *** 

-7.1211 

(2) *** 

-7.0237 

(2) *** 

lnFC -4.9856 

(1) *** 

-4.9379 

(1) *** 

-7.3978 

(0) *** 

-7.3215 

(0) *** 

lnPS -3.6253 

(0) *** 

-3.865 

(0) * 

-10.1356 

(0) *** 

-10.0284 

(0) *** 
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“Diagnostic Testing” “t-statistic/ F-

statistic” 

“P-value” Result 

ARCH Test 2.2661 0.1458 No serious 

heteroscdedasticity problem 

Breuch-Godfrey LM 

Test 

2.0294 0.1543 No serious autocorrelation 

problem 

Ramsey RESET Test 0.1484 0.8833 The model specification is 

correct. 

“Jarque-Bera Test” 1.3756 0.5027 “The error term is normally 

distributed” 

 

There are several diagnostic tests used in this study to make certain that the model that 

is previously developed is free from econometric problems. One of the tests used in this 

research is the ARCH test to verify the present of the heteroscedasticity problem in the model 

while the Breuch-Godfrey LM test is adopted to evaluate the problem of autocorrelation. Both 

demonstrate that because of their p-value, there is no heteroscedasticity and problem with 

autocorrelation is higher than the level of significance. In addition, in this study, the “Ramsey 

RESET test” is implemented to evaluate the specification of the model problem while the 

“Jarque-Bera test” used to examine the model's normality. It indicates that there is no model 

misspecification error based on the e-view results and the error term is normally distributed 

since the value of probability is higher than the level of significance. 

“Figure 4.1and 4.2” 
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Figures 4.1 and 4.2 defined as the results of the “Cumulative Sum test (CUSUM)” and the 

“CUSUMSQ test” that is the Cumulative Sum Squared test. The points of “CUSUM” and 

“CUSUMSQ” fall inside the straight-line range at the 5 percent level of significance, based on 

the result. It demonstrates, therefore, that the parameters are stable. 

“4.3 Bound Test for Co-integration” 

With the purpose of evaluate the present of the long-term relation between the variables, the 

“Autoregressive Distributed Lag (ARDL)” bound test is performed. If the F-statistics value is 

greater than the upper critical value bound, it can be concluded as a long-term relationship, 

whereas when the F-statistics value is smaller than the lower critical value bound, it is 

concluded as a short-term relationship. The lower critical value 1.99 and the upper critical value 

is 2.94 at the level of significance of 10 per cent. The lower critical value that follows at 5 

percent significance level is 2.27 and the upper critical value is 3.28. 

“Table 4.3 Result of Bound Test for Co-integration (Foreign Exchange Rate)” 

 “Optimal Lag 

Length” 

“F-statistics” “Conclusion” 

FFER (lnINF, lnFDI, 

lnX, lnRIR, lnFC, 

lnPS) 

(4, 4, 4, 4, 4, 0, 2) 4.1775*** Cointergration 

“Reminder: *, **, ***, represents the rejection of null hypothesis at 10%, 5%, and 1% level of 

significance.” 

“4.4 Long Run Effect of Independent Variables on Foreign 

Exchange Rate” 

“Table 4.4 Estimated long run coefficients using the ARDL approach” 

“Variable” “Coefficient” “Standard Error” “t-statistic (Prob.)” 

LNINF 0.0010 0.0648 0.0159(0.9874) 

LNFDI 0.0726 0.0925 0.78972(0.4439) 

LNX 0.1181 0.048274 2.4455(0.0264)** 

LNRIR -0.0035 0.0412 -0.0844(0.9338) 

LNFC 0.3838 0.1759 2.1815(0.0444)** 
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LNPS 0.1187 0.1415 0.8383(0.4142) 

“Reminder: *, **, ***, represents the rejection of null hypothesis at 10%, 5%, and 1% level of 

significance.” 

“Table 4.5 Estimated short run coefficient using the ARDL approach” 

“Variable” “Coefficient” “Standard Error” “t-statistic (Prob.)” 

D(LNINF(-1)) 0.0386 0.00066 5.8624(0.0000)*** 

D(LNFDI(-1)) 0.0437 0.0081 5.4149(0.0001)*** 

D(LNX(-1)) 0.2731 0.0561 4.8641 (0.002)*** 

D(LNRIR(-1)) 0.9278 0.1005 9.2361(0.000)*** 

D(LNFC(-1)) -0.0543 0.0186 -2.9262(0.0099)*** 

D(LNPS(-1)) -0.0305 0.0129 -2.3651(0.0310)** 

CointEq(-1) -0.2482 0.0358 -6.9312(0.0000)*** 

 

4.4.1 The impact of Inflation on Foreign Exchange Rate in long 

run and short run 

 Table 4.4 illustrates the relationship among inflation and the foreign exchange rate in 

Malaysia in the long run. It is no major inflation-foreign exchange rate relationship at even 10 

percent of the outcome's significance level. With the value of probability=0.9874, the LNINF 

coefficient is not important at the 10% significance stage for k=1. This means that, in the long 

run, the foreign exchange rate only rose by 0.0010 per cent for every 1 per cent increase in 

inflation. This has completely demonstrated that there is no long-term correlation among 

inflation and the foreign exchange rate in Malaysia. 

 This result is quite same with some researcher. For example, Proti (2013) state that 

there is no relationship swelling rate and the development of conversion scale in Tanzania, he 

likewise inferred that administration or national bank mediations could be the reason for the 

immaterial relationship. Another result from Ramasamy & Abar (2015), also showed that “the 

exchange rate of solid economy nations which are AUD/USD, Euro/USD and AUD/Euro also 

being insignificant toward inflation rate”. 

 Malaysia's short-term relationship between inflation and foreign exchange rate was 

shown in table 4.5. The CointEq (-1) coefficient gained is -0.2482 (< 1.00) and value of 
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probability is 0, representing the notion of a short-term co-integrating and statistically 

meaningful relationship among inflation and foreign exchange. The D coefficient (LNINF (-

1)) with p-value=0 at 10 % significance level is significant. This can be translated as the foreign 

exchange rate rises by an average of 0.0386 percent per 1 percent rise in inflation rate. Thus, 

the result showed that in the short run Malaysia has a positive relationship between inflation 

and foreign exchange rate.  

The positive significant result of inflation between foreign exchange rate in table 4.5 is 

similar with Bangladesh from the year 1990 to year 2011 according to Chowdhury and Hossain 

(2014). Next, Thaddeus and Nnneka (2014) informed that when the inflation rate rises, it will 

lead the domestic currency depreciate finally reduce in the foreign exchange rate. They also 

proved that the inflation has a positive consequence on conversion standard dependent on their 

examination in Nigeria. Besides, in Iran Namjour, Gholizadeh and Haghighi (2014) found that 

the positive and significant result in the relationship among the foreign exchange rate and 

inflation rate. This may be cause by ceaseless expansion period and inconsistent trade rates 

during previous eras in Iran. According the result, it can conclude that inflation has a positive 

impact to foreign exchange rate in short run Malaysia. 

4.4.2 “The impact FDI to Foreign Exchange Rate in long run 

and short run” 

 Table 4.4 reflects Malaysia's long-run relationship among foreign direct investment 

(FDI) and the foreign exchange rate. The outcome reflexes that Malaysia is not significant on 

the long-run between FDI and foreign exchange rate. With p-value=0.4439 at the level of 

significant 1%, 5%, 10%, the LNFDI coefficient is not significant. It can tell us that every 1 

percent increase in FDI will increase the foreign exchange rate in long-term Malaysia by 0.0726 

percent, which is not significant. 

 This result is different with Güneş, Sevcan (2016), he found that no any substantial 

relationship among FDI and foreign exchange rate level in a short run, but results point out that 

overseas exchange rate and FDI connect in a since quite a while ago run Turkey. He explained 

that the increase in the real exchange rate also means appreciation of the local currency for 

Turkey. However, the research of Joseph, Donghyun and Peiming, (2009) suggest that they are 

not significant relationship between foreign exchange rates and FDI inflow due to they fail to 

find a meaningful impact between FDI and foreign exchange rate. 
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 Conversely, the outcome of Table 4.5 indicates the short-run relationship among FDI 

and the foreign exchange rate in Malaysia. According to the approximate CointEq(-1) 

coefficient, it was shown that -0.2482(<1.00) and p-value is 0, supporting the concept of a 

short-run Malaysia co-integrating and statistically relevant relationship among FDI and foreign 

exchange rate. With a value of probability 0.0001 at a meaningful 10% level, the coefficient of 

D (LNFDI (-1)) is significant. This proves that the foreign exchange rate might rise by 0.0437 

percent on average for every 1 percent increase in FDI. There is, therefore, a positive short-run 

relationship in Malaysia among FDI and foreign exchange rate. 

 This result also supported by Bilawal et al. (2014), this is because they founded a solid 

positive correlation among FDI and foreign exchange rate in Pakistan. In Kenya, Kamau 

Njuguna (2016) also found that positive relationship among foreign exchange rate and FDI. 

What they have in common is they believe that high exchange rate can attracting more FDI 

from other country. Some researchers explained that if the Foreign Direct Investment (FDI) 

project is serving the local market, then when home currency rises, the FDI inflows become 

positive (Lily et al., 2014). Lastly, Latief and Lefen (2018) proved that the exchange rate 

impulsiveness showed the positive significant impact on worldwide trade and Foreign Direct 

Investment (FDI) in Bhutan, Maldives and Nepal. Synthesize these researches and the results 

in table 4.5, we can assume that there is a positive relationship among FDI and foreign 

exchange rate in short run Malaysia. 

4.4.3 “The impact of export on the exchange rate in long run 

and short run” 

Table 4.4 demonstrates the relationship among exports and Malaysia's exchange rate. 

A substantial export-exchange rate relationship exists at a degree of significance of 5 percent. 

With p-value=0.0264, the LNX coefficient is significant at 5 % of significance and 10 % for 

k=1. This proves that in the long run, the exchange rate increases by 0.1181 percent on average 

for every 1 percent increase in overall exports. The findings have thus shown that there is a 

positive relationship among exports and the foreign exchange rate in Malaysia. Similar to the 

prior findings of Heim (2010), Parveen et al. (2012), Lera et al. (2016), Ito et al. (1999), Wong 

and Tang (2017), and Meng (2015), rise in exports makes an rise in the exchange rate of the 

nation. This can be applied on account of Malaysia whereby it is intending to increase the 

exports of the country to increase the strength of the currency. Since Independence Day till 
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now, Malaysia’s manufacturing sector has improved a lot from focusing only on agriculture to 

other sector such as electronics. Some of the top product being exported by Malaysia including 

electronics machinery and equipment, petroleum, and computer parts. It is recommended that 

Malaysia should improve more of its manufacturing sector to further increase its exports. 

Examples of manufacturing sector that has the potential to further increase Malaysia’s exports 

are automobiles and agriculture. Malaysia has two local automobile brand which is Proton and 

Perodua but overall automobile exports of the country is considerably low compare to its 

import of automobile. Besides that, Malaysia is also one of the main countries that have 

sufficient land and skills to compete in the agriculture sector such as IOI cooperation and 

Genting which specialise in palm oil and tea plantation. With government support in this 

manufacturing company, Malaysia could further improve its export to strengthen its currency.  

The short-run relationship among exports and the foreign exchange rate in Malaysia is 

shown in Table 4.5. The CointEq (-1) coefficient gained is -0.2482(<1.00), and the value of 

probability is 0 which is less than 0.01 which supports the concept of a co-integrating and 

statistically significant relationship among export and foreign exchange rates in Malaysia. The 

coefficient of D (LNX (-1)) is significant with value of probability =0.002 at the level of 1 %, 

5% and 10% respectively, indicating that the foreign exchange rate rises by 0.2731% on 

average for every 1% rise in exports. Therefore, this proved that there is a positive relationship 

among export and the exchange rate in Malaysia in the short run. When export increase, the 

demand of Malaysia currency’s increase which leads to appreciation.  

4.4.4 The impact of Real interest rate on the foreign exchange 

rate in long run and short run 

On the table 4.5 represents that the relationship among the real interest rate and foreign 

exchange rate in Malaysia in short run. We can see that the result of coefficient of CointEq (-

1) obtained is -0.2482, which are lower than 1.00 and the p-value is 0.0000, which also lower 

than 1.00, it means to sustains the concept of a statistically and co-integrating significant 

relationship between real interest rate and foreign exchange rate in Malaysia. 

Since the coefficient of D (LNRIR (-1)) is significant and the p-value is 0.000 at the 

level of significance of 0%, 5% and 10% correspondingly. It is defined as increase 1% in the 

real interest rate, on average, would lead the foreign exchange rate increase by 0.9278%. 

Therefore, it shows the positive relationship among real interest rate and the foreign exchange 
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rate in Malaysia in short run. Interest rate is an importance part of policy variables that to 

constitutes affecting the exchange rate where except for other monetary policy instruments. 

Although had been found the contradiction by empirical studies. While people generally 

assume that tight monetary policy and higher interest rates are more helpful in stabilising 

exchange rates, he argues in Frenkel's empirical study (1979) that exchange rates are decided 

by interest rate differentials between countries.  

Due to the exogenous monetary shocks, central bankers in emerging nations will face 

more problems than the emerging nations. If the domestic interest rate decreased or the local 

currency depreciated, the public may prefer to use or maintain the foreign currency instead of 

using domestic currency against inflation. In addition, agents are more likely to keep their 

savings against inflation in the overseas currency than in the local currency. In additional, 

countries with the aim of decrease the risk of speculative and the balance of payment crisis, 

central bank would pay more attention on the foreign exchange reserves. Follow with the 

fluctuation of the interest rate, the exchange reserve would been influence where interest rate 

increase leads the increasing of foreign exchange rate increase. Therefore, central bank may 

use the interest rate to achieve their goal. (Berument, 2007). According to the empirical result 

of Chen (2006) also shows that there is an evidence to shows the increasing on interest rate 

would lead to an upper possibility of converting to a political power with more impulsive 

exchange rate. Beside that based on Sanchez (2005), there is a positive significant effect among 

exchange rates and interest rate in Euro. He also argued that these two variables rise up in 

response to the economic shock. It would thus be able to be inferred that a nation with high 

interest rate would also have a high foreign exchange rate. In long-run the real interest rate in 

our studies does not influence the foreign exchange rate. In the long run, the relationship 

between the real interest rate and the foreign exchange rate in Malaysia is reflected on table 

4.4. Since the results of our studies show that the LNRIR coefficient is not significant, and the 

p-value is 0.9338. The result indicates that there is no significant relationship at the significance 

level of 0 percent, 5 percent and 10 percent among the foreign exchange rate and the real 

interest rate. Therefore, referred back to our results, it is apparent that the real interest rate does 

not have a long-run effect on Malaysia's foreign exchange rate. 
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4.4.5 “The Impact of Financial Crisis on Foreign Exchange rate 

in long run and short run” 

Based on the result showed at above, it shows that there is a significant relationship 

among foreign exchange rate and financial crisis at significance level of 5%. The coefficient 

of financial crisis is significant with value of probability = 0.0444 at the level of significance 

of 5%. This shows that for every one dummy variable increase in the financial crisis, the foreign 

exchange rate will increase by 0.3838% on average in the long term. Therefore, it shows that 

there is positive relationship among foreign exchange rate and financial crisis. 

This is similar to the other researcher such as Gupta, Mishra, and Sahay (2003), they 

had analyzed the output conduct of an example of 195 cash emergency occasions in emerging 

nations between 1970 and 1998. There is a positive significant effect among exchange rates 

and financial crisis. For other studies, Fratzscher (2009) analyzed data from 50 developed and 

emerging countries to studies the affect in global exchange rates during the financial crisis. He 

pointed out that the financial crisis has caused sharp fluctuations in the global exchange rate 

structure. However, during the financial crisis, bank's investors might be race to change over 

their local money resources into overseas currencies to against the loss become bigger. 

Therefore, the relative estimate higher exchange rate may increase the possibility to occurs 

currency crisis, further more financial crisis. Therefore, the strongly macroeconomic 

foundation is importance, especially the sufficient foreign exchange reserves to reverse capital 

flows. From the studies, it showing the importance of the macroeconomic foundation to avoid 

the currency crisis happened.  

Results from the table at above showed that there is a short run relationship among the 

foreign exchange rate and financial crisis, the coefficient of CointEq (-1) obtained is -0.2482 

which less than 1 and the value of probability is 0.00 which matched the concept of statistically 

and co-integrating significant relationship between foreign exchange rate and financial crisis. 

Besides, the coefficient of D (LNFC (-1)) is significant with value of probability= 0.0099 at 

level of significance of 1%, 5% and 10% respectively. This represent that for every 1% rise in 

financial crisis, the foreign exchange rate will drop by 0.0543% on average. Therefore, it shows 

that there is a negative relationship among foreign exchange rate and financial crisis in the 

short run. 
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Same with the findings in sub-Saharan African countries. With the beginning of the 

worldwide monetary emergency, the monetary standards of many sub-Saharan African nations, 

including those of many rising and created economies, experienced extraordinary 

deteriorations. Collapsing trade and financial flows, beginning in mid-2008, led to substantial 

equalisation of instalment cracks, setting off rapid deterioration and higher volatility of the 

swapping scale. The exchange rate misfortunes differed to a great extent comparable with the 

degree and nature of every nation's presentation to exchange and worldwide money related 

markets, which coming to as high as 40 percent for certain currency forms and under 10 percent 

for other people. Domestic just as external components recognized the effect. In the years going 

before the crisis, the majority of the currencies that devalued had delighted in solid increases 

set off by solid macroeconomic execution and ideal worldwide monetary and budgetary 

conditions. Furthermore, declining financing costs in advanced nations prompted a rise of 

noteworthy convey exchange activities to numerous African nations, which because of their 

solid macroeconomic circumstances and stable exchange rates, attracted significant foreign 

direct investment and portfolio flows. (Regional Economic Outlook, 2009) 

4.4.6 The impact of Political stability on the foreign exchange 

rate in long run and short run 

On the table 4.5 represents that the relationship among the political stability and foreign 

exchange rate in short run of Malaysia. We can see that the result of coefficient of CointEq (-

1) obtained is -0.2482, which are lower than 1.00 and the p-value is 0.0000, which also lower 

than 1.00, it means to sustain the concept of statistically and a co-integrating significant 

relationship among political stability and foreign exchange rate in Malaysia. 

Since the coefficient of D (LNPS (-1)) is significant and the value of probability is 0.0310 at 

the level of significant of 5% and 10% respectively. It shows each rise one dummy variable on 

political issue, on average, would lead the foreign exchange rate decrease by 0.0305%. 

Therefore, it shows the negative relationship among the absence of political stability and the 

foreign exchange rate in Malaysia in short run. 

There have a lot of economist belief that a country with instability of the political would 

have a negative effect to the performance of the nations. According to the Alesina and Perotti 

(1996) indicated that the relationship among the absence of political stability and economic 

growth is negative. While, the instability of a political system would lead the frequently 
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switching of policy. Thus, cause the increased volatility and have a negative effect on the 

performance of economic. Beside that the studies from the Lehkonen and Heimonen (2015) 

examine the relationship between the democracy and political risk in stock markets and it show 

a negative relationship between democracy and political risk in return of stock market. They 

also indicated that reduction of political risk would lead higher return. In the research, 

Bouraouri and Hammami (2017) had study the relationship among political instability and 

exchange rates in five Arab countries. The results show that the political issue was directly 

negative impact on the volatility and value of the domestic currencies of those countries. 

Svensson (1998) also contends that political shakiness is adversely identified with capital 

collection (and subsequently financial development) because of it makes vulnerability to the 

security of property rights. There have some real cases such as according to Fratzscher (2009) 

analyzed data from 50 developed and emerging countries to studies the affect in global 

exchange rates during the financial crisis. He pointed out that the financial crisis has caused 

sharp fluctuations in the global exchange rate structure. Besides, according to Drazen (2000), 

he gives two reasons why political flimsiness might be influenced financial results which are 

the instability of political will lead the uncertainty to future institutions and policymakers and 

instability of political would direct influence on the productivity. It would thus be able to be 

inferred that a nation with high political instability would lead lower foreign exchange rate.  

On the table “4.4” shows the relationship between the political stability and foreign 

exchange rate in Malaysia in the long run. Since the result of our studies shows that the 

coefficient of LNPS is not significant and with the value of probability is 0.4142. The result 

proves that it is not significant relationship among foreign exchange rate and political stability 

at level of significance 0%, 5% and 10% respectively. Therefore, based on the data shows that 

the political stability does not influence on foreign exchange rate in Malaysia in long run. 

4.5 Conclusion 

In this chapter, the Autoregressive Distributed Lag (ARDL) model method and diagnostic are 

used to investigate the results. As the result would had been communicated in table or figure 

structure. In additional, the whole results have showed the relationship between the variables 

by using E-views 10. It can be concluded that only financial crisis and export have the impact 

on foreign exchange rate in the short run and long run. 
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Chapter 5: Discussion, Conclusion and Implications 

 

5.0 Introduction 

For Chapter 5, the conclusion of the diagnostic check, analysis and hypothesis check in the 

previous chapter is provided and the main findings that have been observed are also deeply 

identified. The six independent variables (foreign direct investment, exports, real interest rate, 

inflation rate, financial crisis and political stability) and their relationship towards the 

dependent variable which is foreign exchange rate is discussed in detail to have a better 

sympathetic based on the outcomes. Besides, this chapter also discover the implication based 

on findings, limitation during this research and the recommendation for future study. 

“5.1 Summary” 

There is co-integration between the foreign exchange rate and independent variables in this 

analysis. It indicates that there is a long-run relationship between the variables of the financial 

crisis and exports. First, using the ARDL method, the coefficients of inflation, foreign direct 

investment, exports, real interest rates, the financial crisis and political stability can be 

measured in order to examine the long-run and short-run effects of these variables on foreign 

exchange rates. 

 The inflation rate has a positive short-run effect on the foreign exchange rate, but there 

is no long-run relationship, indicating that the rise in the inflation rate would have a positive 

impact on the foreign exchange rate. This result similar with Bangladesh from the year 1990 

to year 2011 according to Chowdhury and Hossain (2014). Next, Thaddeus and Nnneka (2014) 

informed that when the inflation rate rises, it will lead domestic currency depreciate finally 

reduce in the foreign exchange rate.  

 Next, referred back to the result in previous chapter, it indicates that there is no long 

run relationship between foreign exchange rate and foreign direct investment (FDI). It shows 

that there is positive short run relationship which mean that increased in foreign direct 

investment will carried out the positive effect to foreign exchange rate. This result also 

sustained by Bilawal et al. (2014), this is because they founded a strong positive correlation 

between FDI and foreign exchange rate in Pakistan. In Kenya, Kamau Njuguna (2016) also 

found that positive relationship among foreign exchange rate and FDI. What they have in 
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common is they believe that high exchange rate can attracting more FDI from other country. 

Some researchers explained that if the Foreign Direct Investment (FDI) project is serving the 

local market, then when home currency appreciation, the FDI inflows become positive (Lily et 

al., 2014). 

 Moreover, there is a long and short run relationship between the foreign exchange rate 

and exports. It is positively affect the foreign exchange rate in both long and short run. 

Comparable to the prior findings of Heim (2010), Parveen et al. (2012), Lera et al. (2016), Ito 

et al. (1999), Wong and Tang (2017), and Meng (2015), rise in exports prompts an expansion 

in the exchange rate of the country. This can be applied on account of Malaysia whereby it is 

expecting to increase the exports of the country to increase the strength of the currency. Since 

Independence Day till now, Malaysia’s manufacturing sector has improved a lot from focusing 

only on agriculture to other sector such as electronics. Some of the top product being exported 

by Malaysia including electronics machinery and equipment, petroleum, and computer parts. 

In addition, an increment in trade discount rate, will likewise re-establish a nation's fare 

seriousness and in this manner foreign exchange rate appreciate (Meng, 2015). 

 In addition, there is no long-run relationship between the foreign exchange rate and the 

real interest rate, but there is a positive impact on the short-run foreign exchange rate, which 

means that the rise in the real interest rate would have a positive impact on the foreign exchange 

rate. Chen (2006) also indicates that there is evidence that the interest rates will lead to an 

advanced probability of transitioning to a more impulsive exchange rate political force, 

according to the empirical result of Chen (2006). In addition to the Sanchez (2005) basis, there 

is a positive significant impact on exchange rates and interest rates in euros. He also argued 

that these two variables rise up in response to the economic shock. It would thus be able to be 

reasoned that a nation with high interest rate would also have a high foreign exchange rate. 

Central bankers of developing countries would confront a greater number of difficulties than 

the created nations because of the exogenous money related stuns.  

Besides, it is positive long run relationship among the foreign exchange rate and 

financial crisis but negative relationship between them which mean that the presence of 

financial crisis will convey the positive effect to foreign exchange rate in long run but negative 

effect in short run. This is similar to the other researcher such as Gupta, Mishra, and Sahay 

(2003), they had analyzed the output behaviour of a sample of 195 currency crisis events in 

developing countries between 1970 and 1998. There is a positive significant effect among 
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exchange rates and financial crisis. For other studies, Fratzscher (2009) analyzed data from 50 

developed and emerging countries to studies the affect in global exchange rates during the 

financial crisis. He pointed out that the financial crisis has caused sharp fluctuations in the 

global exchange rate structure. Next, according to the research in sub-Saharan African 

countries, the currencies of many sub-Saharan African nations, similar to those of many rising 

and creating economies, endured huge devaluations with the beginning of the worldwide 

budgetary emergency. Crumbling exchange and budgetary streams drove to considerable 

equalization of installments holes, setting off quick deteriorations and higher swapping scale 

instability, starting in mid-2008. 

 Lastly, the absent of long run relationship among the foreign exchange rate and political 

stability but negative relationship in short run which mean that the absence of political stability 

will cause negative impact on foreign exchange rate. According to the Alesina and Perotti 

(1996) indicated that the relationship among the absence of political stability and economic 

development is negative. While, the instability of a political system would lead the frequently 

switching of policy. Thus, cause the increased volatility and have a negative impact on the 

performance of economic. In the research, Bouraouri and Hammami (2017) had study the 

relationship among political instability and exchange rates in five Arab countries. The results 

show that the political issue was directly negative impact on the volatility and value of the 

domestic currencies of those countries. Svensson (1998) also contends that political 

precariousness is contrarily identified with capital collection (and consequently monetary 

development) because of it makes vulnerability to the security of property rights. 

5.2 Implication 

This study focuses on the reasons behind the foreign exchange rate changes in Malaysia. In 

addition to the normal variables (inflation, real interest rate, foreign direct investment FDI and 

export), we also add the financial crisis and political stability as tests. The results of this study 

will make great contributions in the following sectors. 

 First, this study is important for central bank for the regulation in the plan of financial 

arrangements put the endeavors of strategy producers in creating the ideal monetary 

government assistance to the general public. The central bank also is an independent arm of 

the government. It can improve monetary policy based on this research. It allows the central 

bank to change the factors that affect Malaysia Ringgit MYR 's appreciation and depreciation. 

For example, if the central bank raises the rate, it increases interest rates in the banking system 
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in Malaysia. The supply of money is decreased by this action. Compared to other currencies, 

these findings will make the Malaysia Ringgit MYR stronger. The central bank will benefit 

from it by acknowledging the influence of various variables on foreign exchange rate 

adjustments. The reform of the central bank may cause exchange rate changes to advance the 

economy. 

 Lastly, investors will benefit from this study. Investors involved in foreign investment 

can make investment decisions based on this research. It can also for financial specialists and 

worldwide merchants in supporting and dodge investment losses. When they understand well 

the relationship among variables and the foreign exchange rate, investors and international 

traders can plan well during the best dodging period to avoid risks of exchange rate. Besides, 

the firms also can make decision move their activities to stable exchange rate country to reduce 

overall exchange rate risk from their company. In addition, if the company's overall risk is 

reduced, they are likely to change their domestic business and boost the economy. Based on 

more detailed market status and data, investors can forecast the future and the efficiency of the 

currency market through this research. 

5.3 Limitation 

Few limitations were identified while conducting this research to study whether political 

stability and financial crisis has any significant relationship with Malaysia’s exchange rate. 

1. In Malaysia, all the conclusions and outcomes of this study must be important and 

merely noteworthy in assisting Malaysia's policymakers. This is due to the selection 

and location of information sources used in this analysis on account of Malaysia; thus, 

it focuses only on the exchange rate of Malaysia and, if applied to other countries, may 

be inaccurate. Moreover, each nation has its own historical context, distinctive modes 

of government policy and distinct economic conditions. The outcomes and discoveries 

of an investigation can in this way change from one nation to nation contingent on the 

specific nation or district's highlights and rules. When discussing the relationship 

between the variable exchange rate and non-macroeconomics, which involves political 

stability and the financial crisis, the discussions and consequences of this study can 

only be filled in as a kind of context for various countries to focus on. 

2. Malaysia’s exchange rate is affected not just by the variables discussed in this 

examination. It can similarly be affected by various variables, for instance, investor’s 

speculation on the exchange rate, the strength of the currency being compared to which 
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is USD, government debt, pandemic such as COVID 19 and Influenza H1N1, 

government intervention on the currency, and economic growth or recession.  

3. The data used for this investigation are from 1980 to 2014. Malaysia’s exchange rate 

from 1998 to 2005 was pegged to USD and therefore the pegged period was 

incorporated inside the example size (Goh, 2008). This raises an inquiry on the failure 

to research the influences of the macroeconomic and political variable problems 

identifying with the swapping scale as the steady rate somewhere in the range of 1998 

and 2005 may not be think about the factors under investigation because of cash 

limitations. The exact relationship could not be properly analysed.  

4. CIA has published an article that defines political stability as “the potential for sudden 

and significant change in the leadership. policies, or condition of a country.” Some 

researcher defines political stability as the measure of perceptions of the likelihood of 

a government being destabilised or overthrown by unconstitutionality or violent means 

including domestic and terrorist violence (Radu, 2015). The definition of political 

stability that is used in this research is obtained from encyclopedia.com and can be 

defined by 3 factors, the penchant for system or government change, frequency of 

political change or savagery in a general public, and instability in policies. This causes 

some other research to have different result as each researcher define political stability 

differently.  

5.4 Recommendation 

Since each nation has its own verifiable foundation, novel types of government strategy and 

unmistakable economic circumstances. The results and outcomes of a study can therefore 

diverge from one country to country depending upon the particular country or region's features 

and rules. Future researchers are encouraged to conduct studies for ease of comparison on 

exchange rate datasets of a few different currencies of the world such as China and Singapore 

and to decide the level of utilization of the discoveries got in this investigation.  

             Future analysts are urged to analyse the effect of other non-macroeconomic elements 

and the significant microeconomic factors that are not talked about in this investigation. For 

additional comprehension and conversations on the factors that influence swapping scale where 

because of The Malaysia's conversion standard is influenced not just by the variables examined 

in this examination. It can likewise be influenced by different factors. Just as increment the 
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example size. At the point when the example size increment, it suggests a further extent of 

opportunity. Accordingly, there would be more precise outcomes. 

             Future researchers are encouraged to come up with a solution to examine the 

relationship of exchange rate and other variables with the present of government intervention 

on the currency. They can correlation on the conversion standard between the 1980s, 1990s 

and the 2000s. This would give a superior comprehension to analysts on the elements that cause 

the swapping scale thankfulness and deterioration by the distinction financial and political of 

contrast timing and may tackle the issue of the irrelevance relationship of the conversion 

standard and a portion of the autonomous variable. 

            Since the exploration centers both around macroeconomic variable and related the 

political issues. It is recommended for future research on the ‘true’ definition of political 

stability that can be used to conduct research in the future. Such as more focus on political 

trend and issues. Therefore, there can be a superior understanding of how factors other than 

macroeconomic variables have an effect on the quality of conversion. 
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Diagnostic Checking 

Heteroscedasticity 

 

Autocorrelation 
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Normality Test 

 

Model Specification 
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CUSUM and CUSUMSQ 

  

Bound Test 
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Unit Root Test 

(Level) Intercept (FER, INF, FDI, X, RIR, FC, PS) 

 



68 
 



69 
 



70 
 

 

(Level) Intercept and trend (FER, INF, FDI, X, RIR, FC, PS) 
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First difference, intercept (FER,INF,FDI, X, RIR, FC, PS) 
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First Difference, intercept and with trend 
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