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ABSTRACT 

Pulse diagnosis is one of the main diagnosis methods used on patients in 

Traditional Chinese medicine (TCM). TCM pulse is a time series signal which 

can be sensed using fingers by TCM practitioners in traditional way. In this 

project, the TCM pulse signal is collected using a pulse-taking system that 

consists of amplify spontaneous emissions (ASE), fibre Bragg grating analyser 

(FBGA) and fibre optic sensor (FBG).  

 In this project, Python is used to build the machine learning models to 

classify if a person is active in exercising or not through his/her TCM pulse. The 

machine learning algorithms applied in this project are k-nearest 

neighbors (KNN), naïve Bayes, random forest, gradient boosting and support 

vector machine (SVM). 

 People that active in exercising tends to have a slower pulse rate and 

higher pulse’s height from left ‘Cun’ through the observation of the results in 

this project. SVM model has the best performance to classify the data set with 

315 data samples.  
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CHAPTER 1 

 

1 INTRODUCTION 

 

1.1 General Introduction 

There are some main diagnostic methods in Traditional Chinese Medicine 

(TCM) which are inspection, auscultation and olfaction, interrogation and pulse 

feeling. The pulse feeling is also known as pulse examination. The knowledge 

of pulse examination is very similar and relate to the theory of resonant blood 

circulation.  

In a traditional way, TCM practitioners take and feel the pulses of a 

patient through sensation in practitioner’s fingers (Wang et al., 2012). The 

pulses can be taken from many parts of body which are head, hands and legs. 

However, TCM practitioners normally take the pulses from the patient’s hand 

(inch opening/wrist pulse) due to both parties’ convenience. The wrist pulse can 

be taken from three points which are ‘inch’, ‘bar’ and ‘cubit’. Figure 1.1 shows 

the location of the points at the wrist. Sometimes, information from both left 

and right wrist pulses are important for the pulse examination. There are three 

pressing levels for the points which are float, middle and deep which the levels 

can be more understandable by referring to Figure 1.1. There are many different 

types of pulses and those pulses can be classified to 30 pulses including normal 

pulse (Ping Mai). The other 29 sick pulses are Fu Mai (Floating), San Mai 

(Scattered), Ge Mai (Hard), Kou Mai (Hollow), Chen Mai (Deep), Fu Mai 

(Hidden), Lao Mai (Firm), Chi Mai (Late / Slow), Huan Mai (Slowed down), 

Su Mai (Rapid), Ji Mai (Racing), Xu Mai (Forceless), Duan Mai (Short), Shi 

Mai (Forceful), Chang Mai (Long), Hong Mai (Surging), Da Mai (Large), Xi 

Mai (Thin), Ru Mai (Soft), Ruo Mai (Weak), Wei Mai (Minute), Hua Mai 

(Smooth), Dong Mai (Moving), Se Mai (Hesitant), Xian Mai (Wiry), Jin Mai 

(Tight), Jie Mai (Knotted), Dai Mai (Regularly intermittent) and Cu Mai (Rapid-

irregular). The inch, bar, and cubit of both hands have a close relationship with 

the organs.  
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Figure 1.1: 3 positions and 3 levels of pulse taking (Jennifer Dubowsky, 

2012).  

 

Table 1.1: The relationships between left inch/bar/cubit, right inch/bar/cubit and 

organs based on the Classic of Difficult Issues《难经》(朱文锋, 2013). 

Cun Guan Chi 

Left Right Left Right Left Right 

Heart Lung Liver Spleen Kidney Kidney 

Small 

Intestine 

Large 

Intestine 

gallbladder Stomach Bladder Life Gate 

 

For a modern way of pulse examination, there are some advanced 

technologies and devices were invented and developed as an aid for TCM 

practitioners to conduct pulse diagnosis on patients. One of the examples of the 

device is wrist pulse monitor. It can measure the blood pressure and heart rate 

of a person. Some of the devices can even provide images of the pulse 

waveforms. Some abnormal conditions of a person can be detected through 

these pulse waveforms. There are many different patterns of pulse waveforms 

which can match with the TCM pulse categories as mentioned above. TCM 

practitioners can use the device to help in pulse examination to have a more 

accurate and reliable diagnosis. Some of the devices have the ability to set 

different values of press force on the points of “Cun, Guan and Chi” and obtain 

three sets of waveforms which are superficial, middle and deep in order to 

suspect the correct level of the pulse. For example, a patient having “Chen Mai” 

will have obvious and clear pulse waveform at deep level which required the 

pressing force to be applied at a greater value. Moreover, the device will also 

give some other information such as the amplitude and time of the pulse 

waveform. Some of the devices able to provide diagnosis or classify the pulse 

type of the user. However, the diagnosis results are still not very accurate. This 
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might require to be improved by using machine learning or deep learning to 

create a program to classify the pulses and obtain a better result.  

Fudan University partner with Shanghai University of Traditional 

Chinese Medicine which both located at China is inventing the Traditional 

medical machine named “TCM number one” shown in Figure 1.2. This machine 

provides TCM examination services which including pulse diagnosis, tongue 

diagnosis and etc. This machine can help to decrease the reliance on subjective 

judgements of TCM doctors and increase the precision of pulse examination (复

旦研制出机器人“中医一号”, 2015). This is because the machine has the 

ability to learn the experiences from many different doctors through deep 

learning technique. This machine can be the key to create a “Baymax” in our 

real-life instead of just available in a fiction movie, “Big Hero 6”.  

 

 

Figure 1.2: TCM Machine. 

 

 Since the coronavirus (COVID-19) pandemic occurred, doctors in some 

hospitals in China had combined TCM with Western medicine to treat COVID-

19. Based on a CNN report on 16th March 2020, patients with mild symptoms 

in Wuhan that received combined treatments have a higher recovery rate and 

left the hospital sooner than patients that only received Western medicine. 

According to another report in Business Insider on 29th February, there are some 

young medical workers have died during this pandemic. if there are digitalized 

diagnosis devices are created to examine patients, then the medical workers can 

have less contact with the patients and able to decrease the risk of infection. 

Thus, it is urged and important to digitalize the TCM diagnosis to benefits as 

many humans as possible in the world.  
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1.2 Importance of the Study 

This study plays an important role throughout the world as it can help to rescue 

people’s lives in time because of the predictive model’s accuracy and 

effectiveness. It can assist TCM practitioners to have some reliable information 

to be considered when diagnosing their patients. Some abnormal condition in a 

person can be detected as earlier as possible with the predictive model. It also 

can save many medical resources such as a patient with common and unserious 

disease can have their diagnosis or treatment quickly and easily. This may also 

help to save more times for doctors to focus on patients in a severe condition 

that require attention, surgery and treatment in time. This study might also help 

to improve the quality of life and as a step towards Society 5.0.  

 

1.3 Problem Statement 

Since there are so many types of pulse, it is hard for TCM practitioners to 

memorise all of the pulse conditions. There are many pulse diagnosis devices 

were invented and can generate the pulse waveform but the outputs still need to 

be differentiated, examined and determined by TCM practitioners. Is there any 

method and possibility to determine a patient’s pulse automatically and more 

accurately? Machine learning comes in and being greatly applied into TCM and 

able to help TCM practitioners to predict the output of pulse examination of a 

patient.  

 TCM practitioners have their own ways and subjective judgements to 

examine their patients. Furthermore, they use fingers to sense the pulse 

conditions, examine the pulse rate by counting in heart and require a lot of 

experiences in order to have correct pulse-taking from a patient. This might lead 

to imprecise diagnosis if the TCM practitioners do not have enough experiences. 

TCM pulse diagnosis by machine learning can avoid these problems and can 

have deep learning based on different TCM doctor’s experiences. The pulses 

will be digitized, provide clear pulse waveform images and create some 

parameters that can be used to analyse the pulse through machine learning. 

 Cun, Guan and Chi are not the only points for pulse taking. In fact, the 

pulse actually can also be taken from many other parts such as heaven, earth and 

man at the upper part (head), heaven, earth and man at the lower part (legs) and 

etc (Wang et al., 2012). Therefore, if the wrist pulse can be taken and diagnose 
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by machine learning, this can also be applied to parts that other than wrist. This 

can increase the efficiency of the examination and also able to obtain a more 

complete and reliable pulse diagnosis. This is because overall pulses can be 

taken into consideration when doing the diagnosis instead of just taking the wrist 

pulses only. 

 

1.4 Aims and Objectives 

The objectives of this project are listed below: 

1. To understand different machine learning models for pulse data 

classification. 

2. To automatically classify if a person is active in exercising or not 

through his/her TCM pulses using machine learning. 

3. To evaluate the accuracy of the machine learning models in 2. 

 

1.5 Limitation of the Study 

There are some limitations will be faced throughout this project. One of the 

challenges is abundant of data is required in limited time. Besides, the data 

obtained initially might have many low accurate and low reliable data need to 

be processed or eliminated which makes data collections become tougher and 

time consumed. Moreover, the non-user friendly interface and inconvenient 

operation of pulse taking device lead to take a lot of time to do the data collection. 

Some inaccurate outputs and results obtained from the pulse-taking device also 

become one of the limitations.  Professional TCM practitioners are crucial and 

very needed to assist in this project to have accurate, precise and reliable data 

as training set and test set for the machine learning model. It is also hard to 

obtain various types of pulses as data if the area of data collection is restricted 

unless hospital willing to offer and give permission to get pulse data from their 

patients. This is because hospital having huge sources of medical data which 

they have many patients with different types of disease and different severe 

levels of illness which can provide a lot of medical information that can be 

analyzed.  
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CHAPTER 2 

 

2 LITERATURE REVIEW 

 

2.1 Introduction 

What is machine learning? Machine learning is an application or subfield of 

artificial intelligence (AI) (Tagliaferri, 2017). The goal of machine learning is 

to develop the computer program or model and allow it to make decisions based 

on what it had learned through different patterns of data automatically. Data is 

the key requirement to develop machine learning. A massive quantity of data is 

needed because insufficient data will lead to inaccurate prediction and 

analysation. Generally, the minimum number of data need to be collected is 

1000. The complexity of your problem increase, the number of data required 

will also increase in order to obtain an accurate and reliable output.  

 There is a difference between traditional programming and machine 

learning. Traditional programming is the program created manually and 

explicitly to solve a problem with algorithms (Parthasarathy, n.d.). Machine 

learning is augmented analytics that input and output data are fed to algorithms 

to create programs and automate decision-making process through learning 

from the data. This kind of programs created are also known as a model.  

 There are four categories of machine learning which are supervised 

learning, unsupervised learning, reinforcement learning and semi-supervised 

learning. The most two common types that frequently being applied are 

supervised learning and unsupervised learning.   

 

Table 2.1: Explanation of types of machine learning (Pant, n.d.).  

Types Explanation 

supervised learning The training data are labelled with desired 

outputs. 

This system predicts label values on additional 

unlabelled data based on historical data that it had 

learnt. 

Classification and regression 
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unsupervised learning The training data are given without labelled. 

This system can discover hidden patterns or 

features of a dataset. 

Clustering and association 

reinforcement learning Rewards or penalties will be received from a 

sequence of actions. 

It is a trial and error system to determine ideal 

actions need to be taken to get maximum 

performance.  

semi-supervised 

learning 

Incomplete training data with some target outputs.  

This system can improve learning accuracy. 

 

2.2 Artificial Neural Network (ANN) 

Artificial neural network (ANN) is a computational model that intended to 

replicate the structure and function of a human brain. A biological neural 

network of a brain consists of billions of neurons and trillions of synapses. 

Based on Figure 2.1, the A and C show the actual human neurons or also known 

as nerve cells while B and D are the artificial neurons or also named as nodes in 

computer. The synapse is the connection between neurons that used to transmit 

signals from one neuron to another. The synapses in ANN will be assigned with 

weights. These weights are crucial and can be adjusted through the process of 

machine learning in order to decide whether the signal obtained is important or 

not. In an artificial neuron, it added a weighted sum of all the input values and 

then apply an activation function.  

 

 
Weighted Sum of All The Input Values = ∑ 𝑤𝑖𝑥𝑖

𝑚

𝑖=1

 
 (2.1) 

 

 
Activation Function = ∅ (∑ 𝑤𝑖𝑥𝑖

𝑚

𝑖=1

) 
(2.2) 

 

 

where 

wi = weight 

xi = input values 
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The B in Figure 2.1 shows an artificial neuron takes in several input 

signals and produce an output signal. Several outputs can be produced in some 

cases such as categorical outputs. The output signal can then become an input 

signal for other neurons. This creates layers which will look like something 

shown in D in Figure 2.1. The layers can be classified into three layers which 

are input layer, hidden layer and output layer. A deep neuron network consists 

of many hidden layers. 

 

 

Figure 2.1: Differences between biological neurons and artificial neurons 

(Josh, 2015). 

 

2.2.1 Activation Function 

The activation function is used to convert the input signal of an artificial neuron 

to an output signal. There are many types of activation function such as binary 

step function (threshold function), linear activation function and non-linear 

activation function. Some examples of activation function are shown in Figure 

2.2 below.  

 



9 

 

Figure 2.2: Activation functions (SHARMA, 2017). 

 

2.2.2 Back propagation  

The predicted output obtained after the activation function of a neuron is applied 

will be compared to the actual output data. Then, an error rate will be received 

through equation (2.3).  

 

 
Error = ∑

1

2
(𝑦̂ − 𝑦)2 

(2.3) 

 

 

where  

𝑦̂: predicted output 

y: actual output  

 

This error value will be back-propagated to the neuron and update or 

fine-tune the weights. Proper tuning of weight is needed to lower the error and 

have a more reliable model.  Gradient descent or stochastic gradient descent will 

be applied in this back-propagation. From Figure 2.3, it is easy to understand 

how the gradient descent work. The minimum point is indicating the error is low 

or zero which also means the weight does not need to be adjusted. However, if 

the slope of the error is negative, it means that the weight needs to be increased 
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while if the slope of the error is positive, the weight needs to be decreased so 

that the weight can be adjusted until minimum error rate is obtained.   

 

 

Figure 2.3: Graph of error rate (MOAWAD, 2018). 

 

2.2.3 Related Work 

ANN is the ideal modelling technique to build the TCM pulse diagnostic model 

based on the concept of Yin and Yang (Tang et al., 2012). TCM pulse quality 

needs to be described by different intensity of eight elements. The eight 

elements are analysed from depth to take the pulse, beats per breath (rate), the 

rhythm of a pulse (regularity), width and length that observed from the shape of 

the pulse and sensation of the pulse which is smoothness, forcefulness and 

stiffness. These eight elements are integrated with six locations or organs of a 

human which are lung, kidney, spleen, heart, liver and lifegate. A die model was 

created and shown in Figure 2.4. The Yin and Yang, eight elements and six 

locations can be illustrated in Figure 2.4. The health status or blood pressure of 

a person will be influenced by the interaction, interchange and balancing 

between the Yin and Yang. Both left and right of the pulse were taken to analyse 

the Yin and Yang of a person. The Yin is referred to as the assessment of the 

blood while the Yang is referred to as the assessment of lung or Qi. The shaded 

area at the lower right in Figure 2.4 is representing the Yin while the white area 

is representing the Yang. This is because Yang is always outside while Yin is 

always inside (Maciocia, 1989).  
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Figure 2.4: TCM pulse model (Tang et al., 2012). 

 

 In this paper, the selection of participants was processed. A standard 

criterion of a patient is shown in Figure 2.5. Normotensive and hypertensive are 

their target criteria to standardize and normalize the dataset for their ANN. Some 

standard pulse-taking procedures were also performed. Figure 2.6 shows that 

there is a significant difference in blood pressure and pulse rate between people 

with normotensive and hypertensive. 

 

 

Figure 2.5: Selection and criteria of normotensive and hypertensive subjects 

(Tang et al., 2012). 
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Figure 2.6: Background information on the subjects (N=260) (Tang et al., 

2012). 

 

Both three-layer ANN and four-layer ANN had been tried in this paper. 

Bayesian Regularization (BRANN), Levenberg-Marquardt (LM) and Resilient 

Backpropagation (RPROP) are different kinds of algorithms of the ANN system. 

LM and RPROP algorithms are faster than other algorithms to train a neural 

network. BRANN algorithm can decrease the need for cross-validation (Burden 

and Winkler, 2008). The activation function used to connect the layers are pure 

linear function and log-sigmoid function.  A probabilistic neural network with 

radial basis function is also used in this paper. The probabilistic neural network 

is also known as a feedforward neural network. It has one hidden layer only. 

The comparison between different algorithms are made and the result is shown 

in Figure 2.7. From the result, the authors claimed that BRANN or RPROP is 

the best algorithm to train the model as both of the algorithms have higher 

specificity and sufficiently high accuracy and sensitivity.  
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Figure 2.7: Comparison between different algorithms (Tang et al., 2012). 

 

Another ANN model was made by Yue to predict some common types 

of the pulse. The dataset for the model is obtained from 1456 selected patients 

through pulse examination. The training algorithm used in the model is the 

backpropagation algorithm and its accuracy is higher than 92% while the 

recognition ability is higher 82% (Zhang, 2010). Hu also tends to create ANN 

model that can classify combination types of the pulse (Zhang, 2010).  

Wang and Xiang claimed that the accuracy of ANN to predict some 

types of the pulse such as normal and slippery is 12% higher than the fuzzy 

inference system (Yan Tang, 2012). All of this information proves that using 

ANN to diagnose pulses is workable. 

 

2.3 K-Nearest Neighbours (K-NN) 

K-NN is a simple and basic supervised learning, classification algorithm. It is 

widely used in the application of intrusion detection, pattern recognition and 

data mining. Classes of the dataset are predefined from labelled input data 

initially and the class of new data point can be predicted. The new data point is 

classified depends on majority votes of its neighbour. The distance function is 

used to determine the votes. There are some different distance functions can be 

applied to the model. 
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Table 2.2: Types of distance functions and equations (K Nearest Neighbors - 

Classification, n.d.). 

Distance Functions Equation 

Euclidean  

√∑(𝑥𝑖 − 𝑦𝑖)2

𝑘

𝑖=1

 

(2.4) 

 

Manhattan 

∑|𝑥𝑖 − 𝑦𝑖|

𝑘

𝑖=1

 

(2.5) 

Minkowski 

(∑(|𝑥𝑖 − 𝑦𝑖|)
𝑞

𝑘

𝑖=1

)

1/𝑞

 

(2.6) 

Hamming 

𝐷𝐻 = ∑|𝑥𝑖 − 𝑦𝑖|

𝑘

𝑖=1

  ;   
𝑥 = 𝑦 → 𝐷 = 0
𝑥 ≠ 𝑦 → 𝐷 = 1

 

(2.7) 

Standardized 

distance 
𝑋𝑠 =

𝑋 − 𝑀𝑖𝑛

𝑀𝑎𝑥 − 𝑀𝑖𝑛
 

(2.8) 

 

 There are some advantages and disadvantages of this algorithm. It can 

give a high accuracy of prediction and it is very versatile (Bronshtein, 2017). 

However, the drawback of this algorithm is computationally expensive which it 

requires to store all training data to build the model leads to high memory is 

needed, sensitive to irrelevant features and slow compute time.   

An example is shown in Figure 2.8. The number of K neighbours need 

to be chosen and the default value of K is five. The distances between the new 

point and K neighbours will be computed. In the case shown in Figure 2.8, 

Euclidean distance is applied. The new point will then be grouped to the highest 

count of neighbours. The number of red neighbours is more than the number of 

green neighbours. So, the new point is assigned to the red category.  
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Figure 2.8: Example of KNN (Eremenko and Ponteves, n.d.). 

 

2.3.1 Related Work 

There is research used Edit Distance with Real Penalty (ERP) as the distance 

function in KNN classifier with dynamic feature weighting (DFW) to classify 

the pulse patterns. The equation of ERP distance function is shown in Figure 

2.9. This kind of classifier is known as EDKC classifier. They also proposed 

another type of classifier which is Gaussian ERP kernel classifier (GEKC) that 

it extends from EDKC by defining kernel Gram matrix. The pulse patterns 

shown in Figure 2.10 are moderate, smooth, taut, hollow, and unsmooth pulse 

patterns that will be classified using different types of classifier (Zuo et al., 

2010). 

 

 

Figure 2.9: Equation of ERP distance function (Zuo et al., 2010). 
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Figure 2.10: Five types of pulse patterns will be classified by classifiers (Zuo 

et al., 2010). 

 

 There is an interclass variation problem in the dataset. This means that 

there are some pulse waveforms look similar to another type of pulse 

waveform that can cause confusion to the classifier and classify the pulses 

wrongly. In Figure 2.11, it shows that the EDKC and GEKC can greatly solve 

this variation and time sifting problems and result in high accuracy to predict 

the types of the pulse.  

 

Figure 2.11: Average classification accuracy of EDKC and GEKC compared to 

other classifiers (Zuo et al., 2010). 

 

2.4 Support Vector Machine (SVM) 

The aim of SVM is to discover and set hyperplane or decision boundary in an 

N-dimensional space in order to classify the data points clearly (Gandhi, 2018).  

The best decision boundary is to have a maximum margin between support 

vectors. If one of the support vectors is removed, the decision boundary will 

change. The example of this SVM is shown in Figure 2.12. The advantages of 

this algorithm are it is very effective to be used in high dimensional spaces and 

gives a clear margin of separation of the classes (RAY, 2017).  
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Figure 2.12: Example of SVM with two classes (Eremenko and Ponteves, 

n.d.). 

 

2.5 Decision Tree, Random Forest (RF), AdaBoost and Gradient 

Boosting 

The decision tree is an old method and recently was replaced with many other 

new models such as random forest, gradient boosting and AdaBoost. For an 

example of a decision tree, if there is a new point comes in, x = 22, then it will 

fall into the green category based on the decision tree shown in Figure 2.13. 

 

 

Figure 2.13: Example of a decision tree (Eremenko and Ponteves, n.d.). 

 

 Random forest is one of the ensemble learnings. In simple words, it is 

an upgraded version of the decision tree. The random forest as its name implies 

a lot of decision trees will be created to build up the RF. Firstly, K data points 
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from the training set will be chosen to build a decision tree. This step will be 

repeated based on number Ntree of tress is selected to build up the forest. When 

a new data point is added in, each Ntree trees predicts the suitable category for 

the new data point and the data point will be assigned to the majority votes from 

the Ntree trees.  

AdaBoost is also based on the concept from the decision tree. Generally, 

the decision tree in AdaBoost has just one node and two leaves which also 

known as a stump. Many stumps together will form a forest of stumps. Stump 

is a “weak learner” because it makes the decision based on one variable only. 

The order of stump in AdaBoost is important as the errors made in the previous 

stump will influence the next stump is made. Some stumps have a higher level 

of influence (amount of say) in making the decision in classification than other 

stumps.  

Firstly, sample weights were evenly contributed to each sample which 

is one divided by a total number of samples. Stumps were made based on each 

variable. Gini index will be calculated for each stump. The Gini index decides 

the sequence of the stump. The stump with the lowest Gini index will be the 

first. Then amount of say will be calculated based on equation (2.9). The total 

error or misclassification rate is equal to sum of the weights for incorrectly 

classified samples which can be calculated based on the equation (2.10) (Jung, 

2018). If the total error is less, the amount of say will have a high positive value 

while if the total error is large, the amount of say will have a high negative value. 

A stump with negative value will inverse the vote. For example, a stump initially 

votes the predicted output as “have diabetes” will change to vote “no have 

diabetes” if it has negative amount of say. The sample that incorrectly classified 

in a stump will need to increase its sample weight while other samples need to 

decrease its sample weight. Equation (2.11) is used to adjust or update the 

sample weight. The calculated new sample weight will be normalised with 

normalization factor and replace the old sample weight. The new sample weight 

will be used by the next stump to calculate amount of say, total error and so on.  

 

 
𝐴𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑠𝑎𝑦 =

1

2
ln (

1 − 𝑇𝑜𝑡𝑎𝑙 𝐸𝑟𝑟𝑜𝑟

𝑇𝑜𝑡𝑎𝑙 𝐸𝑟𝑟𝑜𝑟
) 

(2.9) 
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Total Error =  

∑ 𝑤𝑖𝑦𝑖
𝑁
𝑖=1

∑ 𝑤𝑖
𝑁
𝑖=1

 
(2.10) 

 

 𝑤𝑛𝑒𝑤,𝑖 =  𝑤𝑜𝑙𝑑,𝑖 × 𝑒−𝐴𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑠𝑎𝑦(𝑦𝑖)(ℎ𝑖) (2.11) 

 

Where 

wi: sample weight of the ith sample. 

yi: the actual output of the ith sample (the value will be 1 if wrongly classified 

and 0 if correctly classified) 

hi: predicted output of the ith sample. 

wnew,i: new sample weight of the ith sample. 

wold,i: old sample weight of the ith sample. 

 

Gradient boosting is also made up of decision trees. The decision tree 

of gradient boosting is larger than the stump of AdaBoost. A single leaf that 

contains initially predicted output will be created first before build the decision 

trees. The fixed-sized decision tree in gradient boosting also depends on error 

or correct the error made by previous decision trees. The algorithm of gradient 

boosting is shown in Figure 2.14: Algorithm of gradient boosting (Zhang and 

Haghani, 2015).. 

 

 

Figure 2.14: Algorithm of gradient boosting (Zhang and Haghani, 2015). 
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2.5.1 Related Work 

A classification of pulse strength using decision tree algorithm is done by Wang 

Huiyan and Zhang Peiyong. Some of the time-domain parameters of pulse 

signal used as the dataset to train the decision tree are shown in Figure 2.15. The 

parameters are extracted using wavelet transform (Wang and Zhang, 2009). 

Some ratios calculated from the division between two different types of heights 

are also collected as parts of the dataset. The ratios are important parameters to 

show some critical features to diagnose the pulses. For instances, the ratio of the 

height of the tidal wave divided by height of percussion wave (augmented index) 

can indicate the aortic pressure. An increase in this ratio will cause an increase 

in cardiovascular risk (Wilhelm et al., 2007). The decision tree in this paper is 

used to classify the pulse signals into three categories which are normal strength 

pulse (NS-pulse), replete pulse (R-pulse) and feeble pulse (F-pulse) (Wang and 

Zhang, 2009). Six decision tree models are made and each of them is different 

from each other in terms of parameter used or number of leaves. An example of 

the decision trees and predictive accuracy rate (PAR) of all the decision trees 

are shown in Figure 2.16 and Figure 2.17 respectively. D-M4 has the highest 

PAR among the decision trees.  

 

 

Figure 2.15: Time-domain parameters of a pulse signal (Wang and Zhang, 

2009). 
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Figure 2.16: An example of the decision trees (D-M4) (Wang and Zhang, 

2009). 

 

 

Figure 2.17: Predictive accuracy rate (PAR) (Wang and Zhang, 2009). 

 

 There is another research uses Hilbert-Huang Transform (HHT) and 

random forest approach to analyse the TCM pulse of patients that have coronary 

heart disease (CHD).  HHT is widely and typically used to analyse and 

decompose a non-stationary and nonlinear signal into a set of intrinsic mode 

functions (IMFs) through empirical mode decomposition (EMD) (Wang et al., 

2010). HHT is implemented by identifying the local maxima and minima of a 

signal initially. Then, the upper envelope and lower envelope are deduced by 

interpolation and compute the mean envelope. The mean envelope will then be 

subtracted from the signal and these steps are iterated until the number of 

extrema is differed with the number of zeroes by one to obtain the IMF. The 

residual will be iterated again to obtain another IMF. Most of the pulse signals 

can have a number of 7 or higher of the IMF and a residual parameter (Guo et 

al., 2015). Two groups of pulse signals are collected from some healthy people 

and patients with CHD. The IMF can denote characteristics of pulse signal with 

some resolution. The IMF3 to IMF7 from CHD group have more high-frequency 
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parts compared to the normal group as shown in Figure 2.18 and Figure 2.19. 

The energy feature and sample entropy of each IMF of a pulse signal can be 

calculated and extracted to analyse and classify the pulse signal quantitatively 

using random forest with 500 decision trees. The result of the average 

recognition rate is shown in Figure 2.20. 

 

 

Figure 2.18: IMF3 - IMF6 from a patient with CHD (Guo et al., 2015). 

 

 

Figure 2.19: IMF3 – IMF6 from a normal person (Guo et al., 2015). 

 

 

Figure 2.20: Average recognition rate using random forest (%) (Guo et al., 

2015). 
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 Furthermore, another study also used five data mining algorithms 

classifications which are RF, gradient boosting, SVM, AdaBoost and KNN to 

build machine learning model to identify pulse wave parameter between 

hypertension group and healthy group (Luo et al., 2018). The accuracy rate, area 

under ROC curve (AUC), sensitivity (ST) and specificity (SP) of the 

classification models used in the study are shown in Figure 2.21. The ROC 

stands for receiver operating characteristic.  

 

  

Figure 2.21: Results of the classification models (Luo et al., 2018). 

 

2.6 K-means  

K-means is an unsupervised learning algorithm which can solve some clustering 

problem (Trevino, 2016). It is very simple, easy and popular to be applied. The 

purpose of this algorithm is to group the data points based on their features and 

similarities. Initially, a suitable number of K clusters need to be chosen. K 

centroids need to be selected based on K points. Then, each data point will be 

assigned to the closest centroids based on Euclidean distance function to form 

K clusters. After all the data points had been assigned, the positions of the K 

centroids need to be recalculated and the data points will be assigned again 

based on the new K centroids. This step will keep repeat until the centroids do 

not move anymore and the model is ready to be used. 

Figure 2.22 shows an example of three clusters which the crosses are 

representing the data points, square boxes are the centroids and the circles are 

the clusters. This example shows a quite successful clustering model. However, 

there is a problem if the initialization of centroids is randomly selected. A bad 

random initialization of centroids will cause a possibility of bad or low reliable 

clusters will be produced. The example of the bad clustering model is shown in 
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Figure 2.23. There is a method to solve this problem which is K-means ++ 

algorithm and the equation (2.12) is used for this algorithm.  

 

 

WCSS or J = ∑ ∑‖𝑥𝑖
(𝑗)

− 𝑐𝑗‖
2

𝑛

𝑖=1

𝑘

𝑗=1

 

(2.12) 

 

Where 

WCSS: within-cluster sum of squares 

k: number of clusters 

n: number of cases 

𝑥𝑖
(𝑗)

: case i 

𝑐𝑗: centroid for cluster j 

 

Basically, it is used to calculate the square of distance between each data points 

of case i with its centroid. As the J is decreasing, the number of clusters is 

increasing, the better the data is fitted. However, the maximum number of 

cluster is equal to the number of data points and this is not a good select for the 

number of clusters. So, the best way to determine the optimal number of cluster 

is to use the elbow method. Based on Figure 2.24, there will have an obvious 

drop of J when the number of clusters is increased and then the J continue to 

drop insignificantly. The optimal number of cluster will be the point where the 

J drop not so substantially.  

 

 

Figure 2.22: Example of three clusters (Eremenko and Ponteves, n.d.). 
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Figure 2.23: Problem of random initialization (Eremenko and Ponteves, n.d.). 

 

 
Figure 2.24: Elbow method (Eremenko and Ponteves, n.d.). 

 

2.6.1 Related Work 

K-means algorithm can be used to denoise the collected pulse signals before fit 

into other machine learning models. The data is divided into two groups through 

the K-means algorithm which one group of clusters have a certain degree of 

similarity in each cluster while another group does not (Luo et al., 2018). In 

Figure 2.25, the blue points are indicating the normal pulse wave while the red 

points are indicating the noise pulse wave that needs to be filtered. In Figure 

2.21, the accuracy of the classification of pulse wave of machine learning 

models had an increased after filtered out the noise pulse wave. 
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Figure 2.25: K-means clustering analysis to perform noise reduction (Luo et 

al., 2018). 

 

2.7 Fuzzy C-Means (FCM) 

FCM is a clustering method and it assigns “degree of truth” to the data instead 

of boolean logic to the data. This means that the data can belong to multiple 

clusters or classes instead of one cluster. It is useful in pattern recognition. 

Initially, every point is assigned with some membership values, uij to initialize 

an objective function, J(0). If there are two clusters, then each point will have 

two membership values and an example of this is shown in Figure 2.26. The 

centres will be calculated based on equation (2.13) (Fuzzy C-Means Clustering, 

n.d.). The membership values will need to be recalculated based on the new 

centres acquired in the previous step. Equation (2.14) is used to recalculate the 

membership value. The objective function needs to be computed after each time 

the centres and membership values are obtained. The objective function is 

calculated from the equation (2.15), where m ≥ 1. The values of centres and 

memberships need to recalculate repeatedly until the difference between 

objective functions is lesser than the termination criterion based on equation 

(2.16).  

 

 
𝑐𝑖 =

∑ 𝑢𝑖𝑗
𝑚𝑥𝑗

𝑁
𝑗=1

∑ 𝑢𝑖𝑗
𝑚𝑁

𝑗=1

 
(2.13) 

 

 
𝑢𝑖𝑗 =

1

∑ (
‖𝑥𝑗−𝑐𝑖‖

‖𝑥𝑗−𝑐𝑘‖
)

2

𝑚−1𝐶
𝑘=1

 
(2.14) 
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𝐽(𝑡) = ∑ ∑ 𝑢𝑖𝑗
𝑚

𝐶

𝑗=1

‖𝑥𝑗 − 𝑐𝑖‖
2

𝑁

𝑖=1

 

(2.15) 

 

 ‖𝐽(𝑡) − 𝐽(𝑡−1)‖ < ϵ (2.16) 

 

Where 

ci: dimension centre of the cluster 

uij: degree of membership of xj in cluster i. 

xj: j
th of d-dimensional measured data 

J(t): Objective function 

ϵ: termination criterion with a value between 0 to 1 

 

 

Figure 2.26: Example of two clusters of FCM (李政軒, 2015). 

 

2.7.1 Related Work 

In the previous discussion of the researches, most of them are using supervised 

learning algorithms to build the pulse classification machine learning model. 

When the data is increasing abundantly, these data will be required to labelled 

by different TCM doctors. As the price of the medical devices gradually 

decreased, the quantity of data is continually increasing but the number of 

professional doctors to analyse and determine the pulse data is limited. 

Moreover, different doctors will have their own subjective judgements on pulses. 

Therefore, this condition will cause some incorrect or inaccurate labelling of the 

pulse data which will later lead to wrong predictions. This will also be a 

hindrance for the objectification of pulse diagnosis (FENG and Li, 2018). Thus, 

the unsupervised learning algorithm can be an effective and ideal solution to 

train the data and classify the data without or less subjectively.  
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 The collected pulse signals are usually inevitable from noise and drifting 

baseline. Dual-tree complex wavelet transform is implemented in the study to 

solve the drifting baseline problem in the pulse signals (FENG and Li, 2018). In 

the study, the pulse signal is normalised to 128 Hz for each cardiac cycle and 

perform zero padding to adjust and normalise the length of the pulse signal to 

128 points. Then, the characteristic parameters or features of the pulse is 

extracted using Mel-frequency cepstral coefficient (MFCC). Some other 

approaches such as linear discrimination (LD), power spectral analysis (PSA) 

with Fast Fourier Transform (FFT), linear predictive coding (LPC) and linear 

prediction cepstral coefficient (LPCC) are also used to extract the characteristic 

parameters in the pulse signals. K-means, KNN and FCM classifiers are used to 

analyse and classify the pulse signals based on the characteristic parameters. 

Theoretically, the membership value should in between 0 to 1, but the 

membership value in this study is allowed to exceed one and this brings a better 

result. The overall result is shown in Figure 2.27. FCM classifier with 

membership value more than one, associated with parameters extraction from 

MFCC has the best result to classify the pulse signals. 

 

 

Figure 2.27: Result (FENG and Li, 2018). 
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CHAPTER 3 

 

3 METHODOLOGY AND WORK PLAN 

 

3.1 Introduction 

Figure 3.1 shows the overview of project work plan. Data samples are collected 

from 56 people in this project. Machine learning classifiers are applied in this 

project to group the samples to two categories which are person who active in 

exercising or person who are not active in exercising. Type of exercising can be 

swimming, jogging, gymnastics and etc.  

The two main software used in this project are Sense 2020 V1610 

20141106 and Spyder. Sense 2020 is a software provided by Bayspec as an 

interface, operated with fibre Bragg grating analyser to collect raw data while 

Spyder is an integrated development environment (IDE) to code and run scripts 

written in Python programming language. 

 

 

Figure 3.1: Overview of project work plan. 
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3.2 Data Collection 

The required devices used to collect TCM pulse data in this project are amplify 

spontaneous emissions (ASE), fibre Bragg grating analyser (FBGA) that shown 

in Figure 3.2 and fibre optic sensor (FBG) made by previous FYP student (Hew, 

2019).The fibre optic sensor was improved to allow a force to be exerted on it; 

i.e. the current design of the sensor has a polylactic acid (PLA) cover built using 

3D printing to protect the fibre sensor from frequent ruptures. The design of the 

PLA cover is shown in Figure 3.3. The polydimethylsiloxane (PDMS) is the 

first layer of protection for the sensor and the PLA cover act as the second layer 

protection to protect the sensor from breaking when exerting a force on it. The 

PLA cover can also decrease or eliminate some noises such as surrounding 

voices that will affect the performance of the sensor. The melting point of PLA 

is 180 °C to 220 °C. The curing time of PDMS is 48 hours at room temperature. 

So, the sensor with PLA cover was put in a 70 °C drying oven without sharing 

with others in UTAR 7th floor chemistry laboratory to speed up the curing time 

of the PDMS instead of room temperature when building the sensor.  

Next, to collect raw pulse data using Sense2020, the sample rate has to 

be set at 1000 Hz, high dynamic range mode, and peak search with uniform 

threshold at 2000. If it shows more than one peak, the output of ASE needs to 

be adjusted until only one peak. Then, back to the system setting and tick the 

“Fast Record Acquired Spectra into Binary Files”. The peak search setting need 

to be set as shown in Figure 3.4 before the “Confirm” button is clicked. Then, 

the exact locations of TCM pulses of one hand (Cun, Guan and Chi) need to be 

found before placing the sensor on the participant’s hand. Medical tape can be 

used to fix the position of the sensor on the participant’s hand. When the “start 

continuous acquisition” button is clicked, the system starts to record the 

spectrum data taken from the sensor in a binary file which is a .dat file. Different 

forces will exert on the sensor to take the pulses on the surface layer, middle 

layer and deep layer of the hand, 10 seconds are taken for each force during the 

recording. The time is calculated using an electronic watch. Then, “stop 

continuous acquisition” button is clicked when want to stop the process. Open 

and select the record file by clicking “Open Record File” at playback saved 

spectra shown in Figure 3.5. Once the “Search peaks in the Binary Spectrum 

File” button is clicked, the system will automatically find wavelengths of each 
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peak in the record file and the data can be saved into an excel file. The graph of 

pulse data waveform can be plotted in excel file by selecting the data in column 

“Peak_WL1” and insert “scatter with smooth lines” which shown in Figure 3.6. 

This plotting method is too slow, thus a Python program is built to fasten up the 

plotting process.  

 

 

Figure 3.2: FBGA. 

 

 

Figure 3.3: PLA cover. (Hew, 2019) 
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Figure 3.4: System setting of Sense 2020. 

 

Figure 3.5: Playback saved spectra of Sense 2020. 
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Figure 3.6: Graph of pulse data waveform plotted using Excel. 

 

The original Python program to plot the graph was already built but there 

are some further modifications of the code was made in later. The modified 

Python script is attached in Appendix A. The Python script can be run in 

Windows Command Prompt (CMD) shown in Figure 3.7. The format of the 

command to run a Python script is “python filename.py” or “python3 

filename.py” if more than one Python version was installed. Some errors 

encountered before are resolved by installing Python 3.8 in Microsoft Store. 

Moreover, a simple GUI toolkit that available in Python, Tkinter, is used in the 

coding. Examples of Tk GUI are shown in Figure 3.8. The Python program will 

automatically open the latest spectrum record excel file, the pulse waveform 

will be plotted in a pop-up window and ask user to choose a folder to save the 

excel file.  

 

 

Figure 3.7: Run Python script in CMD. 
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Figure 3.8: Tk GUI. 

 

Before starting to collect pulse data, forms were prepared and printed. 

The form is used to record the health condition of a person when collecting the 

pulse data from the person. The template of the form is attached in Appendix B.  

There are some rules needed to be followed by the participants to collect 

their pulse data; they need to put their hand on a pillow, stably fix their hand on 

the pillow, breath with a normal speed, and sit with a proper posture. The correct 

sitting posture is shown in Figure 3.9.  

 

 

Figure 3.9: Correct and incorrect sitting posture. 
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3.3 Data Pre-processing 

After the data are collected, some unsuitable or unacceptable data were excluded; 

this process is known as data selection. Examples of data need to be excluded 

are people who smoke a lot, people who had surgery on hands and people who 

are sick, such as fever, cough, and etc. This is because these kinds of data will 

affect its usability and preciseness to determine a person's sportability. For 

example, a sporty guy who has a slow pulse when he is in a healthy condition 

could have a quick pulse when he has a fever. In other words, the pulse of a 

sporty person who is sick will be affected and doped with a sick pulse’s 

characteristic, hence, leading to a noisy characteristic in the data. 

Since the collected data are in different folders, it is important to 

organise all the data into a single excel file. This is to reduce the overhead of 

opening each excel file multiple times to retrieve the data upon doing the 

machine learning later. Python can run more quickly and smoothly by just 

reading an excel file to retrieve all the pulse data at once. This also makes the 

data looks tidy. A Python script was coded to do this process semi-automatically. 

Before the data organised into an excel file, some other processes such as 

filtering and normalization will be performed. Figure 3.10 shows the initial part 

of Python codes to read and retrieve data from the excel files. A flowchart of 

the program is shown in Figure 3.11.  

 

 

Figure 3.10: Read and retrieve data from excel files. 
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Figure 3.11: Flowchart of a Python program. 

 

3.3.1 Filtering 

It is important to filter the pulse data to eliminate the noise in the pulse. There 

are many methods can be used to filter the noise such as using MATLAB, 

Python, etc. The filtering process is done in this project through some Python 

codes shown in Figure 3.12. An open-source scientific library known as SciPy 

is used in the coding to perform complicated Fast Fourier Transform (FFT) 

mathematic calculation. FFT process a time-space signal to frequency-space 

signal to analyse frequency components of the signal. Based on the frequency 
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components obtained from FFT, the unwanted frequency such as noises of a 

signal can be observed and removed through a filter. A low-pass FFT filter cuts 

off high-frequency components above a limit but allows low-frequency 

components to pass through the filter. Based on the graph shown in Figure 3.13, 

the frequency of the signal is between -10 Hz to 10 Hz. Examples of the signal 

before and after filter are shown in Figure 3.14 and Figure 3.15 respectively. 

 

 

Figure 3.12: FFT low-pass filter codes. 

 

 

Figure 3.13: Zoom-in power against frequency graph. 
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Figure 3.14: Example of an original signal. 

 

 

Figure 3.15: Example of a filtered signal. 

 

3.3.2 Remove Baseline Wander 

After done the filtering process, there is a need to remove baseline wander of 

the signal. Baseline wander is a low-frequency noise which can be eliminated 

through filters such as a high-pass filter (K. Brzostowski, 2016). A notch filter 

also able to be used for baseline drift removal of biomedical signals such as 

ECG (Luo et al., 2013). The python codes to remove baseline wander of a signal 

is shown in Figure 3.16. In this project, the “remove baseline wander” function 

from the heartpy library that implements a notch filter to filter the low-

frequency noise. The low-frequency noise is near to zero which can be observed 

in Figure 3.17. Therefore, a value of 0.003 Hz is chosen to be the cutoff 
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frequency of the notch filter. Example of a signal after removed baseline wander 

is shown in Figure 3.18. 

 

 

Figure 3.16: Python codes of baseline wander removal. 

 

 

Figure 3.17: Power against frequency graph. 

 

 

Figure 3.18: Example of a signal after removed baseline wander. 

 

3.3.3 Cutting 

Since the obtained signal containing pulses that are taken from the surface layer, 

middle layer and deep layer of the hand, the pulses can be further cut into three 
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pulse signals. The minimum points of a signal need to be found out to do the 

cutting process. So, the minimum points are found by inverting the signal and 

use a find_peaks_cwt function from Scipy library. A graph of a signal with 

minimum points is shown in Figure 3.19. Some minimum points are chosen to 

act as the starting points to cut the signal into three pulse signals data. Example 

of a signal after cutting process is shown in Figure 3.20. Then, the three pulse 

signals data will be written into an excel file named “Data.xlsx”.  

 

 

Figure 3.19: Example of minimum points of a signal. 

 

 

Figure 3.20: Example of a signal after the cutting process. 
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3.3.4 Labeling 

Pulses that taken from left or right hand will be labelled when writing the pulse 

signals to “Data.xlsx”. ‘0’ represents right hand while ‘1’ represents left hand. 

The example of the data written in “Data.xlsx” is shown in Figure 3.21. After 

writing all the data in each excel file to Data.xlsx, the data are labelled into two 

categories which are sport and non-sport categories. ‘0’ will be represented as 

non-sport category while ‘1’ will be represented as sport category. 

 

 

Figure 3.21: Data written in “Data.xlsx”. 

 

3.3.5 Normalizations 

After that, another Python script is created to load the data at once from 

Data.xlsx and perform further normalizations such as offset and feature scaling. 

Since the original data have a value of 1549 and above, the data is offset by 

deducting the first point of the data with three decimal places from each data. 

This makes the data start from a value approximate to zero, not around 1549. 

Feature scaling on data is also done by using a standard scaler function from 

sklearn library. It transforms the data in a distribution with a mean value of zero 

and a standard deviation equal to one. Standardization can be used to improve 

the accuracy of machine learning classification models. The equation used to 

calculate the standard scores by the standard scaler function is shown in Eq (2.3). 

 

 
standard score, Z =

(𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒, 𝑥 − 𝑚𝑒𝑎𝑛, 𝑢)

𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛, 𝑠
 

  (3.1)  

 

 

3.4 Data Splitting 

Pulse data are taken three times Cun from each person to average the data by 

putting into the machine learning models and the total number of samples is 315 

after processed data selection from 56 people. If the data is chosen based on Cun 

from each hand from a person, the number of samples is 108 samples after 

further data selection. A train_test_split function from sklearn library is used to 
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split the data into two data sets. The data samples are split into 75% training set 

to train the model and 25% test set used for validation or evaluation to test the 

performance of the machine learning models. 

 

3.5 Machine learning algorithms 

Sklearn which is also known as Scikit-learn, a machine learning library consists 

of many different algorithms used to build machine learning models. The 

machine learning algorithms used in this project are k-nearest neighbors (KNN), 

naïve Bayes, random forest, gradient boosting and support vector machine 

(SVM). The theory of KNN, random forest, gradient boosting and SVM were 

already discussed in Chapter 2.  

naïve Bayes is implemented on the Bayes theorem to calculate posterior 

probability, P(c|x). The equation of Bayes theorem is shown in (3.2). The c is 

represented as class and x is the value of a predictor. The probability 

of predictor given class is represented as P(x|c) and it is calculated using the 

equation shown in Eq 3.3. The prediction will base on the calculated posterior 

probability of each class. For example, the calculated probability of female 

given a certain height, P(female|height) is 3.2 while the calculated probability 

of male given the height, P(male|height) is 5.5, then the predicted result will be 

male.  

 

 
P(c|x) =

𝑃(𝑥|𝑐)𝑃(𝑐)

𝑃(𝑥)
 

(3.2) 

 

 
P(x|c) =

1

√2𝜋𝜎𝑐
2

𝑒
(−

(𝑥−𝜇𝑐)2

2𝜎𝑐
2 )

 
(3.3) 

 

 

The python codes to build each machine learning models are shown in 

Figure 3.22. The ‘p’ parameter is representing the distance function used in 

KNN classifier is Euclidean distance.  
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Figure 3.22: Machine learning classifiers written in python codes. 

 

3.6 Evaluation 

There are various methods to evaluate the performance of a machine learning 

model. Common evaluation metrics used for classification are accuracy, 

confusion matrix, area under curve (AUC), F-measure and logarithmic loss. A 

confusion matrix is a matrix or table that presents and summarises the number 

of correct and incorrect predictions. The incorrect predictions are either false 

negatives (FN) or false positives (FP) which are the blue boxes shown in Figure 

3.23 while the green boxes with true positives (TP) and true negatives (TN) are 

the correct predictions. Accuracy, precision, recall, specificity and F1-score can 

be calculated from the confusion matrix and the equations of each metrics are 

shown in Eq (3.4), Eq (3.5), Eq (3.6) and Eq (3.7) respectively. F1-score can 

represent both precision and recall by calculating harmonic mean between them 



44 

and the equation is shown in Eq (3.8). A good performance model should have 

a higher F1-score because a high precision and a high recall are required.  

  

 

Figure 3.23: Confusion matrix. 

 

 
Accuracy =

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 

(3.4) 

 

 

 
Precision =

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(3.5) 

 

 

 
True Positive Rate or Recall =

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(3.6) 

 

 

 
False Positive Rate or Specificity =

𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

(3.7) 

 

 

 
F1 Score =

2(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)(𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

(3.8) 

 

 

A Receiver Operating Characteristic (ROC) curve is a graph of true 

positive rate against false positive rate. Area under the curve (AUC) is the area 

under the ROC curve which has a value in a range of zero to one. An ideal 

classifier will have a value of AUC equal to one which means the ROC curve 
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will go along both y-axis and x-axis. This implies that the model able to 

differentiate the classes correctly at various thresholds settings. Logarithmic 

loss or log loss is the measure of the error of a machine learning model. If the 

log loss value decrease, the accuracy will increase.  
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CHAPTER 4 

 

4 RESULTS AND DISCUSSION 

 

4.1 Introduction 

Students are the targeted group to collect their pulse data in this project. The 

number of participations who fulfilled the screening requirements illustrated in 

the previous chapter is 56. The shortest duration to collect pulse data of a person 

is 15 minutes. Sometimes, difficulties that occurred upon measuring certain 

people’s pulse resulted in a longer collection time. Examples of difficulties 

mentioned here include people’s bad sitting posture or sitting with a lot of 

movement, which eventually introduced unnecessary noise in the pulse signals.  

Each pulse signal is measured at three different layers，i.e. shallow (浮), 

medium (中), and deep (沉), with each taking 3 seconds. Based on an article in 

“Medical News Today”, a healthy adult has a normal breathing rate between 12 

to 20 breaths in a minute. According to a book named “中医万问：常识篇”, it 

stated that people who always do exercises such as an athlete or a healthy person 

might have “slow pulse” and a slow pulse means less than 4 pulses per breath. 

Assuming that a participant has 20 breaths per minute, a calculation can be 

conducted as shown below.  

 

60 𝑠𝑒𝑐𝑜𝑛𝑑𝑠

20 𝑏𝑟𝑒𝑎𝑡ℎ𝑠
= 3 𝑠𝑒𝑐𝑜𝑛𝑑𝑠 𝑝𝑒𝑟 𝑏𝑟𝑒𝑎𝑡ℎ 

 

 

Moreover, 10 columns are needed in an excel file to store the pulse data 

without the cutting process. This is because the maximum character can be 

stored in one cell of an excel file is limited to 32767 characters and the pulse 

data without cutting is 30 seconds, will leading to 30k data points. One data 

point has 9 characters which include 4 decimal places and the decimal point. A 

total of 10 characters is needed for one data point after including a comma ‘,’ to 

separate each data points in the cell. Thus, the calculation is shown below to 

verify the numbers of columns needed to store 30k data points.  
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10 characters × 30000 data points = 300000 characters 

 

𝑐𝑜𝑙𝑢𝑚𝑛𝑠 𝑛𝑒𝑒𝑑𝑒𝑑 =  
300000 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑠

32767 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑠
= 9.16 ≈ 10 

 

If the cutting process is done, the total number of data points is 9k which 

is equal to 90k characters. Thus, the number of columns needed to store the data 

in an excel file is approximate to 3 columns only. This can save a lot of memory 

space in an excel file, lesser noise contained in data and can process the data 

quickly upon training in a machine learning model.  

 

4.2 Data Analysis 

Data analysis was done based on a total of 108 pulse samples after data selection 

from 56 people both left and right “Cun” (寸). This is because left “Cun” is 

related to a human’s heart while right “Cun” is related to human’s lungs. This 

research can study the effect of exercising on human’s heart and lungs.  

In the non-sport category, 37.70% of samples do not have deep layer 

pulse while only 2.13% of samples from sport category do not have deep layer 

pulse. This means that if a person who always exercise, there is a high chance 

will have pulses can be observed at the deep layer of their hand. A detailed 

number and percentage of samples with and without deep layer pulse is 

tabulated in Table 4.1.  

 

Table 4.1: Number of samples with and without deep layer pulse. 

 With deep layer pulse Without deep layer pulse 

 

Non-

Sport 

Left Cun 20 11 

Right Cun 18 12 

Total 38 23 

Percentage 62.3 % 37.7 % 

 

Sport 

Left Cun 24 0 

Right Cun 22 1 

Total 46 1 

Percentage 97.87 % 2.13 % 
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After excluding the data that do not have deep layer pulses, non-sport 

category left 38 samples and sport category left 46 samples. The number of 

pulses in 3 seconds of these samples are recorded and plotted in bar charts 

shown in Figure 4.1 and Figure 4.2. The number of pulses in 3 seconds are 

separated into a few divisions; i.e.  3, 3 to 4, 4 and 4 to 5. The frequency of 3 to 

4 pulses in 3 seconds division of non-sport category is almost the same as the 

sport category while the frequency of 4 pulses in 3 seconds division of non-sport 

category is similar as the sport category. However, the non-sport category has a 

higher frequency than the sport category at 4 to 5 pulses in 3 seconds division. 

Sport category has a higher frequency than the non-sport category at 3 pulses in 

3 seconds division. This validates the statement that people who always do 

exercises such as an athlete or a healthy person will have a “slow pulse”. 

 

 

Figure 4.1: Number of pulses in 3 seconds of non-sport category. 

 

 

Figure 4.2: Number of pulses in 3 seconds of sport category. 
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Each category is further divided into 2 groups which are left Cun and 

right Cun. The bar charts of each group are shown in Figure 4.3, Figure 4.4, 

Figure 4.5 and Figure 4.6 respectively. The heights of pulse data from the left 

Cun of the non-sport category is compared with the heights of pulse data from 

the left Cun of the sport category. Comparison of heights of pulse data between 

right Cun from both categories is also analysed. The quantity of pulse data that 

have a height between 0.009 to 0.019 from left Cun of the sport category is 

significantly greater than the non-sport category. This is because people who 

always exercise have a stronger heart and left Cun is related to human’s heart. 

However, there is no much distinct difference in heights of pulse data between 

right Cun of both categories. 

 

 

Figure 4.3: Graph of frequency versus heights of left Cun’s pulse from non-

sport category. 

 

 

Figure 4.4: Graph of frequency versus heights of left Cun’s pulse from sport 

category. 
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Figure 4.5: Graph of frequency versus heights of right Cun’s pulse from non-

sport category. 

 

 

Figure 4.6: Graph of frequency versus heights of right Cun’s pulse from sport 

category. 

 

4.3 Machine Learning Models 

The machine learning models used in this project are KNN, Naïve Bayes, 

Random Forest, Gradient Boosting and SVM. There are two sets of data samples 

which are 108 data samples and 315 data samples. Two data sets are trained in 

each machine learning models and make classifications. 

 

0

1

2

3

4

5

6

7

8

Fr
eq

u
en

cy

Heights of Right Cun's Pulse

Non-sport: Right Cun

0
1
2
3
4
5
6
7
8

Fr
eq

u
en

cy

Heights of Right Cun's Pulse

Sport: Right Cun



51 

4.3.1 Results and Discussions based on 108 Data Samples 

These 108 data samples are fed into several machine learning models to train 

and make predictions. The results of each machine learning models are shown 

in Table 4.2. Example of a confusion matrix with labels is shown in Figure 4.7. 

All the ROC curves of each machine learning models are presented in the graph 

shown in Figure 4.8.  

 

Table 4.2: Results of each machine learning models for 108 data samples. 

Metrics 

Systems 

Machine Learning Models 

KNN Naïve 

Bayes 

Random 

Forest 

Gradient 

Boosting 

SVM 

Accuracy, % 66.67 66.67 59.26 62.96 62.96 

Confusion 

Matrix 
[
12 4
5 6

] [
14 2
7 4

] [
12 4
7 4

] [
12 4
6 5

] [
15 1
9 2

] 

Precision, % 60.00 66.67 50.00 55.56 66.67 

F1-score 0.57 0.47 0.42 0.50 0.29 

AUC, % 71.59 62.78 63.35 67.05 72.16 

Log Loss 11.51 11.51 14.07 12.79 12.79 

Time, s 0.05 0.03 0.02 5.42 0.41 

 

 

Figure 4.7: Confusion matrix with labels of KNN classifier. 
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Figure 4.8: ROC curves of each machine learning models. 

 

The machine learning models that have the highest accuracy with the 

lowest log loss are KNN and Naïve Bayes. The highest accuracy is 66.67% 

while the lowest log loss is 11.51. Naïve Bayes has a higher precision compared 

to KNN. However, Naïve Bayes has a lower F1-score and AUC percentage 

compared to KNN. This means that Naïve Bayes has a lower recall than KNN 

although it has higher precision. KNN has the highest F1-score which implies 

both precision and recall of KNN is better than the other models. SVM has the 

highest AUC percentage of 72.16% but it also has the lowest F1-score which is 

0.29. Low recall of SVM can be aware as it has a high precision of 66.67% but 

low F1-score. Low recall of SVM indicates it has less correct predictions on 

sport category. KNN has the highest number of correct predictions on sport 

category which can be observed from its confusion matrix or F1-score. 

Furthermore, KNN has a smooth ROC curve compared to the others and has the 

second-highest AUC percentage which is 71.59%. In order words, it has a better 

capability to distinguish between categories. Therefore, KNN is the best 

machine learning model based on the results and comparison with other 

machine learning models for the data set.  
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4.3.2 Results and Discussions based on 315 Data Samples 

These 315 data samples are fed into some machine learning models to train and 

classify the data. The results of each machine learning models are shown in 

Table 4.3: Results of each machine learning models for 315 data samples. Table 

4.3. All the ROC curves of each machine learning models are presented in the 

graph shown in Figure 4.9.  

 

Table 4.3: Results of each machine learning models for 315 data samples. 

Metric 

Systems 

Machine Learning Models 

KNN Naïve 

Bayes 

Random 

Forest 

Gradient 

Boosting 

SVM 

Accuracy, % 72.15 69.62 68.35 70.89 75.95 

Confusion 

Matrix 
[
37 7
15 20

] [
38 6
18 17

] [
35 9
16 19

] [
34 10
13 22

] [
40 4
15 20

] 

Precision, % 74.07 73.91 67.85 68.75 83.33 

F1-score 0.65 0.59 0.60 0.66 0.68 

AUC, % 72.34 69.25 69.97 75.71 78.12 

Log Loss 9.62 10.49 10.93 10.06 8.31 

Time, s 0.76 0.09 0.22 14.55 3.21 

 

 

Figure 4.9: ROC curves of each machine learning models. 
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 SVM has the highest accuracy which is 75.95% while random forest 

has the lowest accuracy which is 68.35% among other machine learning models. 

Although Naïve Bayes has higher accuracy and precision than the random forest, 

Naïve Bayes has a slightly lower F1-score and AUC percentage than the random 

forest which implies that Naïve Bayes has a lesser correct quantity in classifying 

the data as sport category. This condition can also be observed from the 

confusion matrix, ROC curves of Naïve Bayes, and random forest. Although 

gradient boosting has the most correct number in distinguishing the data as sport 

class, it also has the least correct amount in categorising the data as non-sport 

class and this can be discerned by comparing the confusion matrixes of each 

machine learning models. KNN has the same amount of true positives with 

SVM but the other metric system’s results of KNN are lower than SVM. The 

precision, F1-score and AUC percentage of SVM are the highest and it also has 

the lowest log loss. SVM also has a better ROC curve compared to others. Thus, 

SVM has a good performance in classifying between categories for the data set. 

 

4.4 Compare both results between two data sets 

When the amount of data raises, the accuracy of machine learning models also 

increases. This is because adding more data can increase the diversity of the 

samples and decrease the chance of overfitting which leads to a better model is 

created. Moreover, the time to train the data using gradient boosting for both 

data sets is the highest. This is due to gradient boosting will need to perform 

gradient descent algorithms which a new tree will be added to the model each 

iteration to reduce the loss while the existing trees in the model have remained 

unchanged so it takes longer duration to train the data. According to the results, 

the best machine learning model to be used for 108 data samples is KNN but 

the best machine learning model to be used for 315 data samples is SVM.  

 

4.5 Possible Reasons for Low Accuracy of the Results 

Firstly, the participants that classified as sport category claimed themselves do 

exercises regularly but there is no evidence to validate the truth of their claims 

which will influence the accurateness of the labelled data. In addition, the 

participants are chosen randomly which they have a different constitution or 

body mass index (BMI). This may increase the diversity of the data but it also 
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has a probability to become an outlier. Besides, the best time to do pulse 

diagnosis is early morning before breakfast (吕文曾 , 2008). According to 

midnight-noon and ebb-flow doctrine (子午流注), health physical condition of 

a human will have different at different hours. Since the physical condition will 

change at different hours, the pulse will also have changes. However, there is 

no fixed time to take the pulse from participants in this project and the pulses 

taken from each hand of a participant are different too. This may become a 

hidden influence on the correctness of the obtained data. Lastly, the 

coronavirus pandemic impacts the process of data collection. Precaution is 

applied by providing hand sanitizer to the participants and some candies are 

prepared to attract volunteers but the number of volunteers is less than expected 

and results in fewer data are collected.  
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CHAPTER 5 

 

5 CONCLUSIONS AND RECOMMENDATIONS 

 

5.1 Conclusions 

In this project, different machine learning models for pulse data classification 

had been understood by studied their theories and implemented various machine 

learning algorithms. The implemented machine learning algorithms to train and 

classify the pulse data using Python are k-nearest neighbors (KNN), naïve 

Bayes, random forest, gradient boosting and support vector machine (SVM). 

Theories about each machine learning models had been discussed in this report. 

Steps such as data pre-processing, labelling and data splitting were applied in 

order to build the machine learning models. Some pulse data had been analysed 

and found out that the pulse data of people who always do exercises will have 3 

or 3 to 4 number of pulses occurred in 3 seconds. They also usually have a higher 

pulse’s height of their left hand.  

The collected TCM pulse data had been trained with the machine 

learning models and automatically classify the test data set into two classes 

which are non-sport category and sport category. The non-sport category means 

people who not active in exercising and vice versa for sport category. The 

generated results of each model are presented and discussed in the report. The 

objective of evaluating the accuracy of each machine learning models was done 

by comparing various metric systems between the models. The metric systems 

are accuracy, confusion matrix, precision, F1-score, percentage of AUC, ROC 

curves, log loss and the costed time to train the data. As the data sample increase, 

the accuracy of each model also increases. Random forest has the lowest 

accuracy among the machine learning models although it also shows an increase 

in accuracy when the data sample increased. The highest accuracy to 

automatically classify the TCM pulse into non-sport or sport categories is 75.95% 

using SVM model that trained based on 315 data samples. This satisfies the 

other aim which is to classify if a person is active in exercising or not through 

his or her TCM pulses using machine learning. 
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5.2 Recommendations for future work 

Some suggestions are listed below to improve future work that wants to classify 

different types of TCM pulse data.  

1. A group of targeted people needed to be fixed so that the pulse can be 

taken from the same group of people and able to monitor the changes of 

their pulse each day.  For example, if want to classify or predict whether 

a female is menstruating, before her menstrual period or after her period, 

it is important to obtain her TCM pulses data each day as different people 

will have a different menstrual cycle length.  

2. BMI of the targeted people needed to be in the same range or the BMI 

of each targeted person needed to be recorded and becomes an important 

variable to train and classify the data. This is because BMI can be a big 

factor to affect the position of the person’s pulse (surface, middle or 

deep). 

3. The time to collect people’s pulse data needed to be fixed due to 

midnight-noon and ebb-flow doctrine. As a suggestion, the time can be 

separated into the morning session, afternoon session, evening session 

and night session. One of the timeframes is selected and fixed to collect 

pulse data. 

4. The pulse-taking system is required to be further enhanced to obtain a 

more stable pulse data and able to speed up the pulse-taking process 

from each hand of a person.  

5. TCM practitioners are needed to help and cooperate in this kind of 

project to verify the pulse type of each collected pulse data. This also 

can attract volunteers as they can know their health conditions from 

TCM practitioners and their pulse data can be obtained for the project 

which will result in a win-win situation. Students who study TCM can 

be considered to cooperate with them which they can get more 

experience in pulse diagnosis while at the same time the pulse data can 

be verified.  
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APPENDIX A: Python codes to plot and save pulse data from an excel file. 
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APPENDIX A (continued) 
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APPENDIX B: Data Collection Form 

 

 


