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ABSTRACT

In the research conference domain, paper assignment process often poses as a time-
consuming and repetitive task for a chairman. A chairman is required to manually
review the contents of a research paper, before assigning it to a suitable reviewer.
This project is aimed to develop an automated web-based conference paper system
for the manual process of assigning papers to reviewers by using classification
models. The project is also aimed to select the best classification model for the
system, based on an empirical study. The Knowledge Discovery in Databases (KDD)
process was followed as a formal data mining methodology where 1000 Al
conference papers were carefully collected, pre-processed and transformed to
numerical representations through TF-IDF vectorisation. A randomised stratified 5-
fold cross validation was then applied on several data mining algorithms and
evaluated using the F-measure as a metric. The Support Vector Machine algorithm
resulted in the highest F-measure (0.906), followed closely by Logistic Regression
(0.903), Random Forest (0.891), Naive Bayes (0.880), K-Nearest Neighbour (0.831)
and lastly, Decision Tree (0.778). Grid search optimisation was then performed but
no significant improvements could be observed. The best classification model was
then deployed to a web-based research conference system. The web-based system
was developed using the Django web framework, based on a system architecture
defined in this project called the Enhanced 3-Tier Web-based System with a Data
Mining Layer. In conclusion, an automated paper classification system was
successfully developed using classification models and its practical usage was
demonstrated on a web-based research conference system to help chairmen in

assigning papers to suitable reviewers.
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CHAPTER 1
INTRODUCTION
1.1 Introduction
This chapter aims to provide a preliminary structure for the whole project. The
content to discuss is the background of the problem which provides a general view of
the conference paper review domain. The problem statement section shall describe
the reality of the problem and the need to solve the problem.

The goals and objectives that this project aims to achieve are also outlined in
the project objectives section. The proposed solution provides a system overview of
how the system shall be used and how it should be designed. Lastly, the proposed
approach defines the software development methodology that this project aims to use

to leverage a quality software development lifecycle to this project.

1.2 Background of the Problem

According to Nguyen et al. (2016), assigning papers to reviewers by the reviewing
chair is an important task for conference chairs and the committees which requires a
precise matching between reviewers and papers. It is also mentioned that the
reviewing task must be made within days after the submission due date, which puts a

stressful burden on the conference chairs.

Not only reviewing chairs have to assign the papers to the reviewers, but they
also have other tasks at hand, such as conducting discussions with reviewers, logging
of papers, managing conference schedules, reviewing reviewed papers and also

notifying authors of acceptance or rejection of papers.

Looking at the tasks of the reviewing chairs at hand, the amount of work is
quite extensive and manual. Hence, having a solution that can automate some of the
processes and even the decision made by the reviewing chair can make the paper
review process much more efficient and effective. This leads to the establishment of
this project which is to solve the problems of reviewing chairs by building an

automated system for classifying conference papers.
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1.3 Problem Statement

In the research paper domain, one of the research conference chairman’s tasks is to
assign research papers to reviewers according to their field of topics accordingly.
This is a workflow in the research paper domain called paper review and paper

selection.

1.3.1  Human Dependent Task of Paper Review Process

The workflow of paper review and paper selection presently is a manual process.
Meaning, the task of reading the content of the papers, understanding the topic of the
papers and then allocating the papers to the respective topic reviewers and selecting

the paper for the conference are all human dependent tasks.

For example, consider a conference about Artificial Intelligence. There may
be various sessions in the conference focusing on specific topics such as Machine
Learning, Deep Learning, Computer Vision and even Al Ethics. The reviewing chair
will need to go through all the submitted papers and categorise the papers according

to the conference’s sessions.

1.3.2  Repetitive Task of Paper Review is Time Consuming

The problem with this human dependent task is that it is time-consuming, as well as
a repetitive task. Therefore, there comes a need to find a solution that is more
effective and efficient by automating the current process of paper review. This will
help the reviewing chairman to save a lot of time from the repetitive task of finding

out the topics of the paper.

Hence, it is proposed that building an automated system which incorporates
Data Mining techniques help reviewing chairs to classify the papers automatically.
This way, it saves time by knowing the topic right away to decide which reviewer to
assign the papers for reviewing. This will not only be preventing possible human
errors in the current human dependent task, but as well as saving the time of the

reviewing chairs for more important tasks.



14

Project Objectives

19

1. To develop an automated web-based conference paper system for researchers.

2. To automate the manual process of assigning papers to reviewers by using

classification models.

3. To select the best classification model for the conference paper system based on an

empirical study.

1.5
151

Proposed Solution
User Flow Chart

The proposed solution for this project is defined with two overviews. Firstly, it is the

system overview in terms of the business logic of the system. It is visualised through

a user flow chart which clearly defines the business logic of the system.

Login or
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Account

:

Invite

Reviewers

Accept Reject
Paper Paper

View
Papers
View Paper

Content/Review
by Reviewer

|

Signup/Login

Assign paper

to reviewer
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Figure 1.1: User Flow Chart
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The system firstly will allow account creation where the account type should be

either chairman, reviewer or author with each account having its business logic.

e Author

A user with an author account will be able to upload a conference paper and enter the
paper details such as title, abstract and keywords for the paper to be reviewed by the
reviewer and chairman. The author can then check paper status where a reviewer’s
comment on the paper can be seen if the paper has been reviewed. If the paper is
accepted, the author can proceed to upload the camera-ready. If the paper is rejected,

it is the end process for that paper

e Reviewer

A user with a reviewer account will be able to firstly accept chairman’s invitation to
review papers. After accepting, the reviewer can create an expertise profile where the
topic domain to be reviewed by the reviewer is defined. The reviewer can now view
papers assigned by the chairman and give a comment and review consist of the

option Accept, Weakly Accept, Borderline, Weakly Reject and Reject.

e Chairman

A user with a chairman account will be able to choose to invite reviewers first or
view papers. In the view papers process, the chairman can view the paper’s content
along with the reviewer’s comments if it has been reviewed and then decide to accept
or reject the paper for the conference. Under the view papers process, the system will
also match the topic of the paper to relevant reviewers and recommend the chairman

to assign the paper one of the reviewers for paper review.
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1.5.2  An Enhanced 3-Tier Web-based System with Data Mining Layer
Application Layer
Client Persistent Storage Data Mining Layer
Business Logic Layer
(Chairman,
—R t i »
Presentation equest—= R:Zt;‘gsr’ Query Re-modelling
Layer (UI) —Labelled Data—» | (yaining with
|«—Response—| Result new data)
Automated Topic
Classification
Service (Data
Mining Model)
4 Updated Model

Figure 1.2: System Architecture Diagram

The second system overview is the system architecture. The project will be
developed as a web-based system consisting of a 3-Tier Architecture with an

additional Data Mining Layer.

e Presentation Layer

This layer resides with the Client. This layer is where the Graphical User Interface
(GUI) is rendered at the Client’s side through a web browser. The user will interact
with the client to send requests to the Application Layer where the server resides and

receive responses that will be displayed to the user.

e Application Layer

This layer resides with the Server. This layer is where the Business Logic such as
processes of author, reviewer and chairman accounts are performed upon the request
from the Client. The Data Mining Model is also deployed as one of the business
logics which is the Automated Topic Classification Service where the best model is
derived from the Data Mining Layer. The Application Layer will send queries to the
Persistent Storage Layer where the database server is residing and receive results

accordingly.
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e Data Mining Layer

This layer is where the process of re-building the data mining model can be done.
Occasionally, when more new data is collected in the database for the conference
papers, the data can be queried and send to the Data Mining Layer to re-train the
model with new data. This ensures that the model can continuously be improved and

also adjust to any changes between topic and keyword pattern.

1.6 Proposed Approach
The proposed approach for this project is by using the Agile methodology.

1.6.1 Agile Methodology

Instead of traditional software development methodologies, the agile methodology
will be used which focuses less on documentation, but rather the focus is placed on
the communication and code. For example, Extreme Programming (XP) is one of the

agile methodologies which is based on the values of simplicity, communication,

feedback and courage (Eberlein, 2003).

$99595955955555555595995959555858558555s5855S

Iteration
Iteration

Iteration
/| Heration

$ = Potential release

Analysis
Design
Code
Test

Plan
Deploy

Figure 1.3: Iterative Process of Agile Methodology

In Extreme Programming, the software development lifecycle is iterative and
kept in short lengths, referring to Figure 1.2. It is because XP highly values the
importance of face-to-face communication and collaboration. Face-to-face
collaboration is so impactful that, software developments no longer require separate
phases which allows all phases to be worked on together in one iteration (James,

2007).
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According to the book written by James (2007), the iterations are focused on
completing the stories which are the informal requirements gathered from the
relevant stakeholder. For each iteration, all commitment will be put into picking a
few stories to be completed. At the end of the iteration, a review is done to the

deployed product, whether internally or by the customer stakeholder.

Therefore, in this project, the software development lifecycle which consists
of planning, analysis, design, implementation and deployment will be conducted
simultaneously for iterations that last a few weeks. These simultaneous activities will
be done in a small portion to satisfy the stories gathered from the user. In each

iteration, a few of the stories will be picked to be tasked and completed.

1.7 Project Scope

In this section, the project scope will be clearly defined as the following:

1.7.1  Web-based System

The project will be built as a web-based conference system for reviewing papers. The
system is mainly targeted for conference paper reviewing chair and authors. The
system will allow users to sign up and log in as a chairman, reviewer or author

account. Each of the accounts will have their functionalities.

1.7.2  Target User and Account

The system will allow users with the chairman account to have the functionalities of
viewing papers, selecting papers to view if there are any comments given by
reviewers and selecting to Accept or Reject a paper. The system will also allow a
chairman to invite reviewers to start reviewing papers. A chairman will also have the
functionality of receiving the system’s recommendation of which reviewer to assign

the papers to.
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The system will allow a reviewer to use the Accept Invitation functionality
when the chairman invites the Reviewer to review the papers. Upon accepting the
invitation, the reviewer can create an expertise profile to fill in topics of expertise.
The profile will also be used by the chairman or the system to assign relevant papers
to the reviewer. The reviewer can then view the assigned papers and provide reviews.
A decision on each paper (Accept, Weakly Accept, Borderline, Weakly Reject or
Reject), will then be made.

The system will allow users with the author account to use the functionality
of uploading paper and entering the paper’s details such as title, abstract and
keyword. Authors will also have the functionality to check the reviews and
comments given by the assigned reviewers and also to check whether the paper has
been accepted or rejected. Authors will be able to upload the camera-ready if their

papers are accepted.

1.7.3  Data Mining Modelling

The system will have a feature to recommend reviewers to the chairman to review
the papers. This feature is called the automated topic classification service for this
system. It will be implemented using data mining algorithms that will be chosen by
empirical studies. The data sets that will be used are formed based on papers
extracted from the publishers such as Springer, ScienceDirect, IEEEXplore and
ACM (Scopus and ISI Indexed).

1.7.4  Programming Tools
The system will be developed fully using Python scripting language. Python libraries
for machine learning, web application development and database management will

be used.
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CHAPTER 2
LITERATURE REVIEW

2.1 Reviewing Modules of Similar System Based on a Design Framework
A framework for conference management system was designed by Gupta et al.
(2013). The framework outlines the standard modules that a conference paper
management system should have, which are:

e Login module for authors, reviewers and chairmen

e Module to add conferences by chairmen

e Module to add comments to papers by reviewers and chairmen

e Module to list comments given by reviewers

e Module to assign papers to reviewers by chairmen

A similar system is used to determine whether the modules that are
implemented satisfies the standard modules outlined in the framework. The system
that was chosen is also a web-based conference paper system (OpenConf, 2020). The
modules that are implemented in the system can be seen with the following figures.

OpenConf Conference 2022

OpenConf Peer Review and Submission Management System

OpenConf HomelPriva(y Policy | Email Chairl

View Proceedings
Program:

* At-a-Glance Program
s Full Program
= Mobile Program

Authors:

+ Make Submission

* Edit Submission

* Upload File

+ View File

+ Withdraw Submission
* Check Status

e Submit Copyright
¢ View Reviewer Comments
» View Review Files
Review and Program Committees:

e Sign In

* Sign Up — Keycode: |sseves Enter

Chair:

* Sign In

Figure 2.1: Homepage of openconf.com

As seen in Figure 2.1, the system satisfies the login module. However, it does
not have a login module for authors.
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Submissions to Review:

A blank review form (that opens in a separate window) is available for you to print out if you prefer writing it out before typing it in.

Legend: o Review completed x Review not yet completed

Title - click for review form Abstract Type Review Paper
o 1 - Man-Computer Symbiosis |: Paper E (53KB)
0 2 - The Computer as a Communication Device |: Paper |: (53KB)
o 3 - As We May Think |: Paper |: (53KB)
o 6 - Information Flow in Large Communication Nets |: Paper |: (53KB)
o 9 - Toward A Cooperative Network Of Time-Shared Computers = paper [ (53KB)
o 11 - Communication networks to serve rapid-response computers |: Paper |: (53KB)
o 21 - Standard for the transmission of IP datagrams on avian carriers |: Paper |: (53KB)
0 26 - The Roman Standards Process -- Revision II1 |: Paper |: (53KB)
0 27 - The Infinite Monkey Protocol Suite (IMPS) [= Paper [ (53KB)
0 28 - Electricity over IP [=] paper [ (53KB)

=

ZIP

Figure 2.2: Reviewer page of openconf.com

Figure 2.2 shows the reviewer’s page which allows the reviewer to click one of the
papers to start reviewing the papers assigned. This satisfies the framework’s standard

which is to have the module to add comments to papers by the reviewer.

Links:
R-ID - Show review
Reviewer - Show Reviewer info
Submission - Show Submission info

Legend:
Review Status: D Marked as Complete D Started |:| Not Yet Saved

Recommendation: (1) Reject (2) Probable Reject (3) Marginal Tend to Reject (4) Marginal Tend to Accept (5) Clear Accept (6) Must Accept

S-ID Submission R-ID Reviewer —
- Recom. [ ]

(N}

1 Man-Computer Symbiosis Alan Turing (]

Leonhard Euler [

=)

14 Joseph Marie Jacquard  []

-
u

Edsger Dijkstra (]

2 The Computer as a Communication Device Alan Turing J

(=]

Leonhard Euler [

14 Joseph Marie Jacquard [ |

N W W W owuou
~

-
w

Edsger Dijkstra ]
Figure 2.3: Chairman Review page of openconf.com

Figure 2.3 shows the review list of the chairman’s page. This page allows
reviewer to see the rating given by reviewers and as well as assignment of reviewers
to the papers. This page satisfies the framework for modules to list comments given

by reviewers and assign papers to reviewers.
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The demo of the OpenConf web-based system was further explored, and a
summary of modules is produced in Table 2.1 below, which provides a comparison
on the modules that this project will cover and the modules that the OpenConf
system contains, based on the framework for conference management system by
Gupta et al. (2013).

Table 2.1: Comparison of modules in OpenConf web-based
system and this project

Modules based on the standard framework OpenConf web- | Modules for this
based system project
Login for authors, reviewers and chairmen Only Reviewer Yes

and Chairman

Add conferences by chairmen Yes Yes
Add comments to papers by reviewers and chairmen Yes Yes
List comments given by reviewers Yes Yes
Assign paper to reviewers by chairmen Yes Yes

Additional modules from the proposed solution

Assign paper to reviewers recommended by the No Yes
system
Upload camera-ready by authors No Yes

Referring to Table 2.1, the modules based on the framework are all covered
by the OpenConf web-based system. However, the login module is only
implemented for reviewers and chairmen. The absence of this module may have
negative implications, such as security and management issues (Dehnad, 1989).
Exploiters may create bots to flood the website with fake submissions. It is also
difficult for the conference system and chairmen to manage the submissions made by
authors without credentials. Hence, this project will overcome the limitation by
implementing a login module for all types of users.
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On top of the modules covered based on the standard framework for
conference paper management system, one of the additional modules that this project
will implement is to assign papers to reviewers recommended by the system which
will be used by the chairman users. This module relates back to the objective of

automating the assignment of reviewers using classification models.

There are many motivations to highlight the importance of this module.
Firstly, the volume of papers in conferences nowadays routinely reach up to
thousands of papers which brings to the need of automating the assigning process
which also reduces the time taken to assign the papers, and secondly, automated
assignment of reviewers eliminates the bias of the chairmen to select the usual

reviewers rather than the most suitable reviewers (Charlin & Zemel, 2013).

The other module that will be implemented in this project that is not covered
in the OpenConf system is the module for the author users to upload their camera-
ready paper. A camera-ready paper is the final version of the paper that will be
published in the conference, where it cannot be revised once it is submitted
(“Instructions for the Preparation of a Camera-Ready Manuscript,” n.d.).
Implementation of all these modules in this project will ensure that the management
of conference papers can be digitalised end-to-end and most importantly achieving

automation in the paper assignment process.

2.2 Data Mining Workflow and Algorithms in Document Classification
According to Vijayan et al. (2017), the stages of data mining workflow to perform
document classification consists of text pre-processing, encoding, dimensionality

reduction, classification and performance evaluation.

In text pre-processing, tokenisation is first performed where documents are
split into tokens which are either a single word or a phrase. Text pre-processing
techniques are then applied to these tokens such as removing stop words and
stemming. Stop word removal is to remove frequent words that do not carry any
context. Stemming is to reduce all the tokens into their root word. Symbols are also

removed from the documents. These techniques will reduce the “noises” in the data
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and improve the performance of the classification model as supported by the study
done by Uysal & Gunal (2014), where an appropriate set of pre-processing
techniques improved the accuracy of the model.

After text pre-processing, the next step is to perform the encoding of the
words into vector form. A form of encoding which also utilises weightage of word
frequency across documents is the Term Frequency — Inverse Document Frequency
(TF — IDF) method. This method allocates a higher weight for a word if the
frequency of the word (Term Frequency) appearing in a specific document is high
and lesser weight if the frequency of documents (Document Frequency) in which the
word appears in is high (Vijayan et al., 2017). However, a limitation of this encoding
is that it is a frequency-based encoding that ignores the semantics of each word.

In dimensionality reduction, features are reduced by either removal or
selection. Since the features in this project will be the TF-IDF values for all the
words in the documents, reduction is performed by selecting only top words with the
highest weights to be used as features (Sergienko et al., 2016). It was found that
performing dimensionality reduction significantly improves the efficiency of the
classification model as lesser features means lesser computation is required, thus
reducing the time and memory usage (Sergienko et al., 2016). It is also found that
sometimes, the accuracy of prediction models may also be improved through

dimensionality reduction as noises in the data is reduced (Vijayan et al., 2017).

As for the classification modelling, a multi-class sentiment classification
modelling was performed using various algorithms and it was found that Support
Vector Machine (SVM) was the best performing algorithm in terms of accuracy
while Naive Bayes (NB) lagged a little behind SVM (Liu et al., 2017). However, the
average execution time was also compared, and it was found that SVM took much
longer than NB. These results can be supported by another study, which identifies the

advantage and disadvantages of SVM and NB as illustrated in Table 2.2 below.
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Table 2.2: Comparison of NB and SVM (Vijayan et al., 2017)

Algorithm Advantages Disadvantages
Naive Bayes Simple and efficient Feature independence is
assumed
Support Vector Machine | Performs well in high | High time and space
dimensional data and non- | complexity

linear boundaries

The higher accuracy of SVM can be supported by the ability of the algorithm

to perform in non-linear boundaries while the slower execution time is probably due

to its disadvantage of high time and space complexity.

On top of that, Table 2.3 also illustrates other possible data mining algorithms

that are widely used in the area of text document classification.

Table 2.3: Characteristics and Disadvantages of Data Mining

Algorithms

Algorithm

Characteristic

Disadvantages

Logistic Regression

Linear decision boundary
predicting probabilities

Assumption that each data
point is independent

K-Nearest Neighbour

Non-parametric
classification using

distance metric

Computation highly
affected by large datasets
due to calculating distance

for every data point

Decision Tree

Hierarchical
decomposition  of the
dataset based on the

labelled data points

Sensitive to noise in the
data as the decision tree is
completely composed

from dataset

Random Forest

Generating random
decision trees and uses
ensemble learning method

to perform voting on the

Slow to make predictions
due to comparison
computations when high

number of trees is used
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best tree

Neural Networks

Multi-connection of layers
where every layer receives
the previous layer as input
upon applying activation

functions

Requires a deep
understanding to be able to
interpret and tune the
complexity of the model

according to required use

cases

Referring to Table 2.3, Logistic Regression is a classifier with linear decision
boundary that predicts probabilities of classes which then can be turned into binary
classes of 0 and 1 through the sigmoid function (Fan et al., 2014; Juan & Vidal,
2002). This classifier usually performs well with the assumption that all data points
are independent (Huang, 2015). However, according to Kowsari et al. (2019), since
text documents may contain topics that are interrelated between different data points,

this classifier may not be suitable for text document classification.

K-Nearest Neighbour (KNN) is an algorithm that does not require any
parameters for classification where it only requires the number of neighbouring data
points and classification is done by calculating the similarity of the data points with
each other using distance metrics (Kowsari et al., 2019). This is a classifier that is
easy to implement and works well with any type of feature space and as well as
implementing for multi-class classification problems but the limitation of KNN is
that it is highly computational intensive for large datasets (Chandra Mohan &
Baskaran, 2012; Sun et al., 2002). This may implicate that the use of KNN may be
suitable for text document classification since it is simple to implement. However,
the size of the dataset, such as the number of text feature needs to be taken into

consideration as well.

Decision Tree is an algorithm that utilises a hierarchical decomposition
technique of the data space where a tree is created based on the attributes of the
labelled data points (Aggarwal & Zhai, 2012; De Mantaras, 1991). It is noted that the
decision tree algorithm is fast in both learning and prediction but its limitation is the
sensitivity of the algorithm to noises and highly susceptible to overfitting as the
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decision is constructed solely from the dataset, which may not generalise well to
other data (Giovanelli et al., 2017; Quinlan, 1987). As such, this algorithm may not
be useful for text document classification that involves wider coverage of topics but

great for text document datasets with low noise and highly generalisable data points.

Another tree-based algorithm that is enhanced upon Decision Tree is the
Random Forest algorithm. This classifier incorporates ensemble learning method
where decision trees generated randomly in parallel where the prediction is then
assigned based on voting the best decision tree (Kowsari et al., 2019; Wu et al.,
2004). Benefiting from the advantage of decision tree algorithm, the Random Forest
classifier is also fast in training for text data sets however is slow in making

predictions due to the voting mechanism (Banga et al., 2018).

Finally, the last algorithm is Neural Networks which are deep learning
models. Deep learning models are the state-of-the-art results across many domains in
classification, including various Natural Language Processing (NLP) applications
such as text document classification (Kowsari et al., 2019). Neural Network models
are inspired by the biology of neurons, where the model learning is performed

through multi-connections of layers.

Every layers between the input and out layers that are called hidden layers
receives the output of previous layer as input of one layer (Kowsari et al., 2017). For
the application of Neural Network models in text document classification, the input
layer or first layer may be fed with vectorised text features such as TF-IDF, word
embedding, or other forms of the extracted feature while the output layer consists of
the number of classes for in the classification problem, which in the case of text

document classification, is the number of topics the documents are classified in.

In the evaluation phase, the confusion matrix is widely used for evaluating
the performance of the classification model as exemplified by its usage in multiple
studies in their evaluation phases (Arusada et al., 2017; lkonomakis et al., 2005).
According to a systematic analysis by Sokolova & Lapalme (2009), given that this
project will require the classification into multiple topics, it is best to evaluate the
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overall performance for each class by calculating the macro-average of the same
measure for each of the class. The measure that can be used consists of accuracy,
precision and recall, which are all derived from the confusion matrix (Sokolova &
Lapalme, 2009).

In fact, in a study which reviewed evaluation metrics for classification by M
& M.N (2015), a significant limitation of using accuracy as an evaluation metric is
that the evaluation score becomes much less distinctive. This limitation is due to the
calculation of accuracy which accounts the correct predictions over total instances,
which will diminish the importance of a class with lesser number of instances in a
data set. Instead of accuracy as an evaluation metric, the study reports the averaged
F-Measure to be much more discriminative, as it is calculated based on the average
of each class’s F-Measure, which weighs down the total score if any single class
performs badly. Hence, the use of the averaged F-Measure may be justifiable in this
project to ensure a stricter evaluation metric is imposed on the classification

algorithms.

2.3 Existing Conference Paper Classification Systems

In the classification system by Mustafa (2020), the classification system uses
word2vec model for text representation to determine the semantic and contextual
information of words. The system also employed a method to obtain threshold values
of the words. The system’s prediction uses the similarity threshold where the average
similarity score of a test document for every topic is compared with the similarity
threshold value.

After that, the topic that is having a score higher than the threshold value or
the highest score, is selected as the classified topic to the test document. The
classification was performed using two Computer Science research paper datasets
from the Journal of Universal Computer Science (JUCS) and Association of
Computing Machinery (ACM) respectively. The outcomes revealed good
performance in single label classification, where the average accuracy of 0.87 and
0.84 was achieved for the JUCS and ACM datasets, respectively. For multi label
classification, the average accuracy is 0.82 & 0.80 for JUCS and ACM, respectively.
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In another classification system by Isa et al. (2008), the model implements an
enhanced hybrid classification technique by using Naive Bayes approach and the
Support Vector Machine (SVM). The Bayes formula was used to vectorise instead of
for classification, where the probability of a document belonging to a category is
calculated. The Bayesian formula gives a range of probabilities to which the
document can be assigned according to a predetermined set of topics.

These probabilities are the vector feature that are used for the SVM algorithm
for classification. According to Isa et al. (2008), the disadvantage of Naive Bayes
classifier that uses only the highest probability can be overcome using the SVM
which uses all the probability values associated with every category for each
document as a vector feature. The system also resulted in a significant training time
reduction compared to classifiers that use distance metrics such as k-Nearest
Neighbour and as well as improvement in the classification accuracy when compared

to pure Naive Bayes systems.

Vo & Ock (2015) also implemented a classification system with their
proposed framework to classify short text documents based on their titles. Three
datasets from Computer Science Bibliography (DBLP), Lecture Notes in Computer
Science book series (LNCS), and Wikipedia were used. Topic modelling approach
was also used before classification was performed, which is to reduce common topics
into a single topic using Latent Dirichlet Allocation (LDA) that uses a generative
probability model. After that, two methods were used to enhance features, the first is
by assigning topics from topic models as external features and the second by
combining external texts of adapted topics as external features. The system uses
SVM, Naive Bayes and KNN algorithms for classification. In the results, SVM

classifier performed better than Naive Bayes and KNN in classification performance.

All in all, the common traits that is observed in these systems are that
conference papers data set must require some form of numerical representation

through vectorisation. The trend of SVM outperforming other algorithms can also be
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seen in the results of these studies. Therefore, it may be justifiable that the usage of a
vectoriser is required in this project and as well as including SVM as one of the
algorithms to be evaluated.

2.4 Agile Software Development Methodology

Most modern software development processes nowadays adopt the agile
methodology as it offers a lightweight framework for organisations to respond
dynamically and iteratively, compared to traditional approaches, which are becoming
more obsolete due to its inflexible nature that cannot cater to volatile and

unpredictable modern projects (Abd et al., 2016).

In an empirical study of the agile methodology by Dyba & Dingsayr (2008),
the differences in agile and traditional methodologies were clearly defined.

Table 2.4: Differences between traditional and agile approach
(Dyba & Dingsgyr, 2008)

Traditional Agile
development development
Fundamental Systems are fully Systems are
assumption specifiable and developed  with
predictable continuous design
improvement
Management Command and Leadership  and
style control collaboration
Knowledge Explicit Tacit
management
Communication Formal Informal
Development Lifecycle Evolutionary
model
Organisational Mechanistic Organic
structure
Quiality control Late and heavy Continuous  and
incremental
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Referring to Table 2.4, there are seven categories in which traditional and
agile approaches differ. All these categories can define traditional methodology as a
rigid, formal and strict approach that assumes systems can be completely defined,
predictable and are built through proper planning which is an unrealistic assumption
considering the volatility of modern software development (Abd et al., 2016). On the
other hand, continuous improvement and feedback-based testing being the core of
agile are much more suitable for as a modern software development methodology
(James, 2007).
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CHAPTER 3
PROJECT METHODOLOGY AND PLANNING
3.1 Introduction
This chapter explains and details the software development methodology, data

mining methodology, development tools and project plan of this project.

3.1.1  Agile Software Development Methodology
The software development methodology that is used for this project is one of the
Agile software development methodology which is the Feature Driven Development

(FDD) methodology.

3.1.2  Feature Driven Development

Design each o| Build each
feature feature

h 4

h 4

Plan each feature

¥

Develop overall model Develop feature list

Figure 3.1: Feature Driven Development Process

FDD is a model-driven short-iteration process that consists of five activities. An
overall model of the system is designed for the first two sequential activities. Then,
the third activity groups the related features together and the last two activities are

iterated for each feature.
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Table 3.1: Description of each activity in FDD process

Sequential activity

Description

Develop an overall model

Create a high-level view of the scope and

the architecture of the system

Build a feature list

The overall model is functionally broken
down into list of features

Plan by feature

The feature list is then grouped into

relevant features called feature sets

Iterative activity

Design by feature

For each iteration, one feature set is
selected, and a detailed design is

produced for that feature set.

Build by feature

For the selected feature set, coding and
implementation is done. Testing and code
inspection are performed once the
implementation is done. The completed
feature is promoted to the main build of
the system once it passes the testing and

code inspection.
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3.2 Data Mining Methodology
The data mining methodology that is used for this project is one of the data mining
process models, which is the Knowledge Discovery in Databases (KDD) process.

3.2.1  Knowledge Discovery in Databases (KDD) process

Pre- Trans- Data Interpretation/
Selection processing formation Mining Vs Evaluation
[ —> - — i} — %

I Target I Preprocessed ITransformedI Patterns I Knowledge

Data Data Data

L

Figure 3.2: KDD process (Fayyad et al., 1996)

The KDD process is similar to how a general data mining workflow should be, as
reviewed in Chapter 2. Firstly, the data collected for this project are papers of
Artificial Intelligence conference. Five topics of Artificial Intelligence (Natural
Language Processing, Unsupervised Learning, Machine Learning, Computer Vision
and Pattern Recognition, and Neural and Evolutionary Computing) were picked as
the classes for categorising the conference papers. For each topic, 200 conference
papers were collected from journal publishers such as Springer, ScienceDirect,
IEEEXplore, ACL and ACM (Scopus and ISI Indexed). Papers from these publishers
usually are Scopus and ISI indexed which ensure reliability. These conference papers

were used for training and testing the data mining models.

In the selection phase of the KDD process, the features to be used for input to
the data mining model is selected. For this project, the title and abstract of the
conference papers were extracted as the features while the topic of each paper is the

class or target feature.

In the pre-processing phase, features were pre-processed to clean and reduce
the impurity in the data such as symbols, upper and lower cases that may affect the
performance of the data mining model. The text pre-processing techniques that were

used are stop words removal, stemming and tokenisation.
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In the transformation phase, features were transformed so that they can be the
effective input for the data mining model. For text features, they cannot be used as
inputs as data mining models require inputs to be numerical. Therefore, text features
need to be represented in numbers while trying to maintain the property of the
features. In this project, text features were transformed and represented with Term
Frequency — Inverse Document Frequency (TF-IDF) which reflects how important a

word is to a document compared to the collection of documents.

The next phase will be the data mining phase, where patterns are discovered
from the data using data mining algorithms which can then be used to make
predictions. The data mining problem in this project is a multi-class classification
problem which requires conference papers to be categorised into five classes of
topics. For this project, the data mining algorithms that were used are Support Vector
Machine, Naive Bayes, Logistic Regression, K-Nearest Neighbour, Decision Tree
and Random Forest. Data mining modelling was then performed using a randomised
stratified k-fold validation, where each algorithm was trained in 5 folds of data set

where each fold was stratified to ensure equal distribution of classes in each fold.

The final phase of the KDD process will be the evaluation phase, where the
performance of the data mining model’s prediction is evaluated with certain metrics.
In this project, the macro-averaged F-Measure was calculated for each of the data
mining algorithms mentioned earlier in the data mining phase. Then, the models that
achieved top three in the macro-averaged F-Measure evaluation was then selected for

optimisation.

Notice that in Figure 3.1, the flow of the arrow goes back to each of the
earlier stages in the KDD process. The flow is to illustrate that the KDD process is
iterative, where refinement will be done to the data mining model upon evaluation
until a satisfactory result is obtained. The refinement process was performed in this
project through grid search optimisation, where a set of parameters for each model is
used for each iteration of grid search. Upon the completion of the grid search
optimisation, the set of parameters that yields the highest F-Measure score will be

returned for the top three algorithms.
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Finally, the best performing data mining algorithm among the top three will
be chosen and deployed into the web-based system for classifying the conference
papers when authors submit their papers. The system then matches reviewer users
based on their topic of expertise with the predicted topic of the conference papers.
The matched reviewers are then displayed to the chairman users to automate their

decision-making process in assigning the conference papers.

3.3 Low-Fidelity Design

A low fidelity design is sketched on the main pages of Login, Chairman user,
Reviewer user and Author user. The design is sketched using draw.io, which is a free
online diagramming tool. The Login page is attached as Appendix A, Chairman user
page as Appendix B, Reviewer user page as Appendix C and Author user page as

Appendix D.

34 Project Plan
This section outlines the Work Breakdown Structure and Gantt Chart.

3.4.1 Work Breakdown Structure
Work Breakdown Structure is attached as Appendix E.

3.4.2 Gantt Chart
Gantt Chart is attached as Appendix F.

3.5 Development Tools
This section describes the development tools that will be used in the project such as
programming language, frameworks, database and integrated development

environment (IDE).

3.5.1 Programming Language
Python is an interpreted, high-level, general-purpose programming language. The
Python version that is used for this project is the Python 3.5.x version. Python's

design philosophy prioritises code readability with the use of whitespaces. The
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object-oriented approach of the language will help logical and clear codes to be
written in this project.
3.5.2  Frameworks

e Django

Django is a server-side web framework, constructed using Python. It is a full-
stack and an open-source Python web development framework. Django comes
with a variety of ready-to-use libraries that can develop scalable and versatile

web applications swiftly.

e Pandas

Pandas is a Python library written for data manipulation and analysis. It offers
fast, powerful and flexible data structures and operations for manipulating data in

tables.

e NumPy

NumPy is a Python library that offers comprehensive mathematical functions,
random number generators, linear algebra routines and many more for

mathematical computations.

e Scikit-learn

Scikit-learn is a Python machine learning library. It features many classification,

regression and clustering algorithms that are used as data mining tools.

e NLTK

The Natural Language Toolkit (NLTK) is a Python library that works with
human language data. It comes with a comprehensive set of natural language
processing (NLP) tools such as tokenisation, parsing, classification, stemming,

tagging and semantic reasoning.

e Matplotlib
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Matplotlib is a comprehensive Python library for creating static, animated, and
interactive visualisations which can be used to report results and performance
during evaluation of data mining models.
3.5.3 Database
MySQL database will be used as a database server in this project for SQL operations.
MySQL is an open-source relational database management system (RDBMS) with a
client-server model. RDBMS is a software or service that will be used to create and
manage databases based on a relational model.

3.5.4 Integrated Development Environment

PyCharm is an integrated development environment (IDE) for the Python language.
It offers features that can aid in implementing Python applications such code analysis,
project navigation, refactoring tools, graphical debugger, testing tools, integration

with version control systems and support for web development with Django as well.
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CHAPTER 4
PROJECT SPECIFICATION
4.1 Introduction
This chapter is to show the requirements that are derived from studying previous
works of the conference paper management systems. Use case diagrams and use case

descriptions are also illustrated to show the flow of the web-based system.

4.2 Use Case Diagram
A use case diagram is drawn to illustrate the processes and workflow of the users

consisting of authors, chairmen and reviewers.

An automated system for classifying conference papers

Invite Reviewer
Upload Paper

«include»
|
View Papers
Enter Paper Details
] i
«include»
Author | H
«include»
|
PR
1
Check Paper Status :
|
|
|
! ! |
| : wextend»
«extends | 1
| 1
! 1
|
| Check Review by Reviewer
Upload Camera Ready |
|
|
|
extension points ! el);tensmr! poln_ts d
If paper is accepted wextend» PIBEQIS [Eviewe:
|
|
|
|
| |
! !
: «include»
1
Accept Chairmain \ - Create Expertise :
Invitation cinclude» Profile : Accept or Reject
: Paper
|
«include» |
! |
1
|
|
|
) | Assign Paper to Reviewer
Reviewer iew Assigned Papersf ——————= Give Review :
«include» L

Recommend Reviewer

Figure 4.1: Use Case Diagram of the web-based system

Chairman
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4.3 Use Case Descriptions

Table 4.1: Upload Paper use case description

Use Case Name: ID:
Upload paper uCo01
Primary Actor:

Author

Brief Description:
The author uploads paper and enters paper details that will be reviewed by the reviewer and

chairman.

Preconditions:
1. The user should be logged with an author account.

Relationships:
Association: Author User
Include: Enter Paper Details
Extend: -

Generalisation: -

Normal Flow of Events:
1. The author user wants to upload a research paper for a conference.
2. The author uploads the paper in PDF format.
3. The author enters the paper details such as title, keyword and abstract.
4. The author confirms the upload and await to be reviewed.
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Table 4.2: Check Paper Status use case description

Use Case Name: ID:

Check Paper Status uCo02

Primary Actor:
Author

Brief Description:
The author checks the status of the uploaded paper to see if the paper has been accepted or

rejected. The author can upload the camera-ready paper once accepted.

Preconditions:
1. The user should be logged with an author account.

2. The author should have already uploaded the paper for review.

Relationships:
Association: Author User
Include: -
Extend: Upload Camera Ready

Generalisation: -

Normal Flow of Events:
1. The author wants to check the status of the paper.
2. The author checks whether the paper is accepted or rejected along with the
reviewer’s comment.
3. If paper accepted, the author can proceed to upload the camera-ready paper in PDF
format.

If rejected, it is the end of process for this upload.
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Table 4.3: Accept Chairman Invitation use case description

Use Case Name: ID:

Accept Chairman Invitation ucCo3

Primary Actor:

Reviewer

Brief Description:
The reviewer accepts the chairman’s invitation and create expertise profile to start viewing

assigned papers to be reviewed by the reviewer.

Preconditions:

1. The user should be logged in with a reviewer account.

Relationships:
Association: Reviewer User
Include:
1. Create Expertise Profile

2. View Assigned Papers

Extend: -

Generalisation: -

Normal Flow of Events:
1. The reviewer wants to start reviewing papers assigned by chairman.
2. The reviewer accepts a chairman’s invitation.
3. The reviewer creates an expertise profile to enter area of expertise.
4. The reviewer views the papers assigned by the chairman to start reading and giving

reviews.
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Table 4.4: Give Review use case description

Use Case Name: ID:
Give Review uco4

Primary Actor:

Reviewer

Brief Description:
After the reviewer has done reading the assigned paper, the reviewer now gives review with

the provided options and adds any additional comment.

Preconditions:
1. The user should be logged in with a reviewer account.
2. The reviewer should have accepted a chairman’s invitation.

3. The reviewer should have been assigned with a paper by a chairman.

Relationships:
Association: Reviewer User
Include: -
Extend: -

Generalisation: -

Normal Flow of Events:
1. The reviewer has finished reading the assigned paper and wants to give a review.
2. The reviewer gives a review to the paper with the option of Accept, Weakly Accept,
Borderline, Weakly Reject, Reject.

3. If necessary, the reviewer adds additional comments to the reviewed paper.
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Table 4.5: Invite Reviewer use case description

Use Case Name: ID:

Invite Reviewer UcCo05

Primary Actor:

Chairman

Brief Description:
The chairman sends invitation to reviewer accounts which they can accept the invitations

and start reviewing papers.

Preconditions:

1. The user should be logged in with a chairman account

Relationships:
Association: Chairman User
Include: -
Extend: -

Generalisation: -

Normal Flow of Events:
1. The chairman wants to invite reviewers to start reviewing papers.
2. The chairman views the list of uninvited reviewer accounts.
3. The chairman sends invitations to the selected reviewer accounts and wait for those

reviewers to accept invitation and start assigning papers to them.
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Table 4.6: View Papers use case description

Use Case Name: ID:
View Papers uCo06

Primary Actor:

Chairman

Brief Description:

The chairman views the uploaded papers and then selects a paper to view the content of the

paper.

Preconditions:

1. The user must be logged in with a chairman account.

Relationships:
Association: Chairman User
Include: View Paper Content
Extend: -

Generalisation: -

Normal Flow of Events:

1. The chairman wants to view all the papers and select a paper to view its content.

2. The chairman views the list of the uploaded papers.

3. The chairman selects a paper to view the content of the paper such as the title,
keyword, abstract and assigned reviewer if any.

4. The chairman downloads the selected paper for reading.

5. If the paper has been reviewed by a reviewer, the chairman may check the review
given and accept or reject the paper.
If the paper has not been assigned to any reviewer, the chairman may assign a

reviewer.
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Table 4.7: Assign Paper to Reviewer use case description

Use Case Name: ID:

Assign Paper to Reviewer ucCo7

Primary Actor:

Chairman

Brief Description:
If the paper is not assigned to any reviewer yet, the chairman will assign a reviewer either

manually or automatically as recommended by the system.

Preconditions:
1. The user must be logged in with a chairman account.

2. The paper does not have any assigned reviewer.

Relationships:
Association: Chairman User
Include: Recommend Reviewer
Extend: -

Generalisation: -

Normal Flow of Events:
1. The chairman wants to assign a reviewer to the paper that has not yet been assigned.
2. If the chairman wants to assign manually, the chairman will select a reviewer from a
list of all invited reviewers.
If the chairman wants to assign automatically, the chairman will select a reviewer

from a list of the recommended reviewers by the system.
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Table 4.8: Recommend Reviewer use case description

Use Case Name: ID:

Recommend Reviewer ucCos8

Primary Actor:

System

Brief Description:
If the chairman would like to automatically assign a reviewer, the system will recommend

reviewers based on the implemented data mining prediction model.

Preconditions:
1. The paper does not have any assigned reviewer.

2. The chairman selects the recommended reviewer option.

Relationships:
Association: System
Include: -

Extend: -

Generalisation: -

Normal Flow of Events:
1. The chairman wants to assign the reviewer to the paper automatically.
2. The chairman selects the option to recommend reviewer.
3. The system performs prediction to find suitable reviewers based on the implemented
data mining prediction model to match the reviewer’s area of expertise and paper’s
topic.

4. The system generates a list of recommended reviewers for the chairman to select.
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Table 4.9: Check Review by Reviewer use case description

Use Case Name: ID:
Check Review by Reviewer ucCo09

Primary Actor:

Chairman

Brief Description:
After the chairman has viewed the paper content, the chairman checks the review on the

paper if the paper has been reviewed by its assigned reviewer.

Preconditions:
1. The user must be logged in with a chairman account.

2. The selected paper should have been reviewed by a reviewer

Relationships:
Association: Chairman User
Include: Accept or Reject Paper
Extend: -

Generalisation: -

Normal Flow of Events:
1. The chairman wants to check the review of the selected paper.
2. The chairman views the review option assigned by the reviewer which is either
Accept, Weakly Accept, Borderline, Weakly Reject or Reject.
3. If any additional comment is given by the reviewer, the chairman views the
additional comment to further understand the review.

4. The chairman decides to Accept or Reject the selected paper for the conference.
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Software Requirements

This section specifies the functional and non-functional requirements of the

automated system for classifying conference papers.

441

Functional Requirements
General
The system shall allow users to sign up for a Chairman, Reviewer or Author
account.
The system shall allow users to login to their own account using username

and password.

Chairman
The system shall allow chairman users to invite reviewers to review papers.
a. The system shall display the list of uninvited reviewers to the
chairman user.
b. The system shall allow the chairman user to select the reviewers to be
invited.
c. The system shall allow the chairman users to invite the selected users.
The system shall allow chairman users to view the uploaded papers.
a. The system shall display the list of uploaded papers to the chairman
user.
b. The system shall allow the chairman user to filter the list based on
assigned, unassigned and reviewed categories.
The system shall allow chairman users to assign reviewers to unassigned
papers.
a. The system shall allow the chairman user to manually select a
reviewer from a list of all the invited reviewers.
b. The system shall recommend a list of reviewers for the chairman user
to automatically select a reviewer.
The system shall allow chairman users to view the paper content.
a. The system shall allow the chairman user to select a paper to view its

content.
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b. The system shall display the content of the paper such as title,
keyword, abstract and download link.
c. The system shall allow the chairman user to download the PDF file of
the paper.
5. The system shall allow chairman users to view the review of the paper.
a. The system shall display the review option given by the assigned
reviewer that is Accept, Weakly Accept, Borderline, Weakly Reject or
Reject.
b. The system shall display the additional comments given by the
assigned reviewer.
6. The system shall allow the chairman user to select Accept or Reject option
for the status of the reviewed paper.

e Reviewer
1. The system shall allow reviewer users to accept an invitation from chairman
users.
a. The system shall allow the reviewer user to navigate to the invitation
tab to accept invitations from chairman users.
2. The system shall allow reviewer users to create an expertise profile by
inputting the area of expertise.
3. The system shall allow reviewer users to view assigned papers.
a. The system shall display the list of papers assigned to the reviewer
user.
b. The system shall allow the reviewer user to select a paper from the list
to view the content such as title, keyword, abstract and download link.
c. The system shall allow the reviewer user to download the PDF file of
the paper.
4. The system shall allow reviewer users to give a review to the assigned paper.
a. The system shall allow the reviewer user to give one of the review
options consisting of Accept, Weakly Accept, Borderline, Weakly
Reject and Reject.
b. The system shall allow the reviewer user to provide additional

comments in text form for the paper.
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e Author
1. The system shall allow author users to upload their paper to be reviewed.
a. The system shall allow the author user to upload their paper as a PDF
file.
b. The system shall allow the author user to enter details of the paper
such as title, keyword and abstract.
2. The system shall allow author users to check the status of the uploaded
papers.
a. The system shall display a list of the uploaded papers by the author
user.
b. The system shall allow the author user to select one of the papers to
view the status of the paper review.
c. The system shall display whether the paper is Accepted or Rejected,
and any additional comments given by the assigned reviewer.
i. The system shall allow the author user to upload the camera-

ready paper for the papers with Accepted status.

4.4.2  Non-functional Requirements
1. The system shall prevent unauthorised login attempts on any user’s
account.
2. The system shall be fast and responsive.
a. The navigation user interface (Ul) of the system shall not have any
delay exceeding 3 seconds.
3. The system shall be able to operate on a web browser.

4. The system shall be able to interoperate between different web browsers.
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CHAPTER 5
SYSTEM DESIGN
51 Introduction
This chapter describes the system architecture design, database design and as well as

the user interface (UI) of the system.

5.2 System Architecture Design
Previously, the system architecture was described in chapter one as a concept. In this

section, the implementation for each of the layer will be discussed.

Application Layer

Client Persistent Storage Data Mining Layer
Business Logic Layer
(Chairman,

: ——Request—»~ Reviewer,
Presentation q d Query—m-

Author) Re-modelling
Layer (UI) |—Labelled Data— | praining with
|-—Response— new data)

Result

Automated Topic
Classification
Service (Data

Mining Model)

3

Updated Model

Figure 5.1: An Enhanced 3-Tier Web-based System with Data Mining Layer

Referring to Figure 5.1, the project was developed upon this architecture with
four layers, which are the client, application, persistent storage and data mining layer.
The data mining layer is an enhancement upon the traditional 3-Tier architecture.
This architecture is implemented with Django, which is a Python-based web
framework based on a Model-View-Template (MVT) design. The MVT design of
Django offers many built-in classes that reduces the complexity in implementing our
system architecture, such as eliminating the need to write low-level codes for
handling HTTP requests, constructing raw SQL queries and defining the connection

with the database.
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5.2.1 Presentation Layer

The presentation layer is the client-facing layer. This layer is where the web pages
are rendered at the client’s side through a web browser. In this project, each web
page is created using the Django web framework’s templates. Pages are built upon
Django templates, which are HTML files that can be embedded with Python codes.
The ability to embed Python codes into the HTML files allow conditions, looping
and object data to be used in the templates for rendering Uls and data based on the

application logics (chairman, reviewer and author accounts).

5.2.2  Application and Persistent Storage Layers

For the application layer, it resides with the web server. This layer is where the
business logic such as processes of author, reviewer and chairman accounts are
performed upon the requests from the client. As for the persistent storage layer, it
resides with the MySQL database server. The implementation of the application

layer is through Django’s ability to define pages as View objects.

Each View object contains predefined methods to handle different types of
HTTP requests such as GET and POST requests. Each View object can also be
associated with a self-defined object model such as paper, conference, review, user,
chairman, reviewer and author objects. This association allows data to be queried
automatically from and to the database when performing actions in the View objects

such as creating, retrieving, updating and deleting any of the object models.

This is the main benefit of using the Django framework, where there a layer
of abstraction on top of object models to directly associate themselves to the database
tables to make queries without constructing any raw SQL statements. This
abstraction by the Django framework helps to make interaction between the
application and persistent storage layer much closer and simpler. It is just a matter of
calling an object’s method to get certain fields of the object model from the database

tables or to save the user inputs as an insert or update into the database tables.
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In this layer, one of the View objects that is associated with the paper’s object
model is where the prediction of the topic takes place. It is called the Automated
Classification Service in this system architecture. This was achieved by exporting the
both the vectoriser and the fine-tuned SVM model as a file, which is then loaded into
the web application through the Django’s configuration file. It is also one of the main
reasons a Python framework was chosen to develop the web application, as the data
mining model can be loaded natively, since both the model and web application are
written in the same language. Hence, the complexity of applying the data mining

model’s prediction as an external API can be prevented.

5.2.3 Data Mining Layer

In the data mining layer, the data mining model is created through the KDD process.
The initial output of the data mining layer is a vectoriser and a newly trained data
mining model which are exported as a pickle file using the pickle library that allows
a Python object to be serialised into a file, and then loading back the Python object
by de-serialising the file back into an object in the web application.

There are two Python objects that are being exported as a pickle file. The first
object is the TF-IDF vectoriser in order to vectorise the title and abstract of
submitted papers into numerical features. The second object is the SVM classifier as
the data mining model, to predict the submitted paper’s topic. The pickle file is then
put into a directory of the web application and the file is de-serialised into two
variables, where one is the vectoriser and another is the SVM classifier. They are
then available readily as objects to be called in the application layer for performing

topic predictions.

The process of re-training in the data mining layer is also possible. Consider
the scenario where new conference papers are being accumulated from the
submissions of authors. These papers are also labelled since their topics have been
predicted by the system and corrected by the chairmen if any predictions were wrong.
Therefore, this new archive conference papers in the database can be queried to the
data mining layer to re-train the model with new data through the KDD process again.

This re-training process ensures that the model can continuously be improved and
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1

also adjust to any changes in the pattern and correlations between the features and

labels.

5.3 Database Design

conference_author

1
id INH(11)  —

user_id int(11)

auth_user

1

1
— id int(11) —<—1—
password varchar(128) = c
conference_paper_assigned_reviewers
last_login datetime(&) . .
id int{11)
is_superuser finyint(1) o i .
g paper_id int{11)
username varchar{150) . i .
reviewer_id int{11)
first_name varchar(150)
last_name varchar{150) o
= email varchar(254) 1
1 o : :
i i is_invited tinyint(1)
i R —y i5_staff tinyint{1) - .
user_id INt(1])  — ) ) e domain varchar(100)
- B 1 is_active finyint(1)
o e e 520 int{11)
1 -
title varchar(100) id int(11) =— i AL
A
start_date date title varchar(100) acceptance varchar({100)
end_date date e e comment longtext
submission_deadiine date submit_date datetime(6) = paper_id int(11)
review_deadline date decision varchar(100) TR int(11) =~
created_by_id int(11) == pdf varchar(100)
description longtext predicted_topic varchar(100)
publish_review tinyint(1) author_id int(11) =
“— conference_id int(11)

camera_ready

corrected_topic

varchar(100)

Figure 5.2: Entity Relationship Diagram
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5.4 Web Application User Interface

541 Common views

Welcome to the Research Conference Management System

Our web application comes with an automated classification system for research papers that aims to
help chairmen in their paper assignment process through topic prediction and domain expertise
matching.

Al Conference 2021

Start Date: March 25, 2021

End Date: April 30, 2021

Submission Dead|ine: March 31, 2021
Review Deadline: April 15, 2021

ML Conference 2021

Start Date: March 25, 2021
End Date: April 30, 2021

Submission Deadline: March 31
Review Deadline: April 15, 2021

Figure 5.3: Login page

Hi John

Conferences

1. Al Conference 202

Al Conference 2021 aims to bring together leading academic scientists, researchers and research scholars to exchange and share their experiences and research results on all aspects of Al
applications. It also provides a premier interdisciplinary platform for researchers, practitioners and educators to present and discuss the most recent innovations, trends, and concerns as well as
practical challenges encountered and solutions adopted in the fields of artificial intelligence.

o Start Date: March 25, 2021

End Date: April 30, 2021

Submission Deadline: March 31, 2021
o Review Deadline: April 15, 2021

ML Conference 2021

Al Conference 2021 aims to bring together leading academic scientists, researchers and research scholars to exchange and share their experiences and research results on all aspects of Al
applications. It also provides a premier interdisciplinary platform for researchers, practitioners and educators to present and discuss the most recent innovations, trends, and concerns as well as
practical challenges encountered and solutions adopted in the fields of artificial intelligence.

o _Start Date: March 25, 2021

Figure 5.4: Conferences



54.2 Chairman’s views

/‘ Hi John
Create Conference
Title:
Description:
End date:
Submission deadline: yyyy-mm-dd
Review deadline: Jyyy-mm-dd
/‘ f 1 t Hi John
Reviewers Invitation
Click a rev s to submitted p
No. Name Domain expertise Invited for review Action
1 Nathan Raj Unsupervised Learning Yes Disallow reviewer
2 Linda House Neural and Evolutionary Computing Ye Disallow reviewer
3 Jermaine Lee Unsupervised Learning Invite reviewer
4 Azrol Ibrahim Natural Language Processing e Disallow reviewer

Figure 5.6: Reviewers invitation




Al Conference 2021: Paper Submissions

Click to toggle permissi

Allow authors to see reviews: [

No. Title

Author
1 Sequential Short-Text Classification with Recurrent and Convolutional Neural Netwerk Harry Ackermann
2 A Deep Reinforcement Learning Chatbot Harry Ackermann
3 Dual Recurrent Attention Units for Visual Question Answering Harry Ackermann
4 rt-Text Classification with Recurrent and Convolutional Neural Netwaork: Harry Ackermann

5 Document Image Ceding_ and Cly ring_for Script Discrimination

Harry Ackermann

B Efficient Neural Architecture Search

Parameter Sharing David Stockholm

Predi

ted Topi

Accept Natural Language Processing

Natural Language Processing

Accept Neural and Evolutionary Computing
Accept Natural Language Processing

Accept Computer Visicn and Pattern Recognition
None Neural and Evolutionary Computing
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Figure 5.7: Paper submissions under a conference

Title: Dual Recurrent Attention Units for Visual Question Answering

Author: Harry Ackermann

Abstract:

Visual Question Answering (VQA) requires Al models to comprehend data in two domains, vision and text. Cutrent state-of-the-art models use leamed attention mechanisms to
exaract relevant information from the input domains to answer a certain question. Thus, robust attention mechanisms are essential for powerful VOA models. In this paper, we
Propose a recurrent attention mechanism and show Its benefits compared ta the traditional convolutional approach. We perform two ablation studies 1o evaluate recurrent
attention. First, we introduce a baseline VOA model with visual attention and test the performance difference between convolutional and recurrent attention on the VOA 2.0
dataset. Secondly, we design an architecture for VOA which utilizes dual (textual and visual) Recurrent Attention Units (RAUs), Using this model, we show the effect of all possible
combinations of recurrent and convolutional dual attention. Our single model outperforms the first place winner on the VQA 2016 challenge and 1o the best of our knowledge, it is
the second best performing single model on the VOA 1.0 dataset. Furthermore, our model noticeably improves upon the winner of the VA 2017 chaflenge. Moreover, we
experiment replacing attention mechanisms in state-of-the-art models with our RAUS and show increased performance.

Submitted date: April 11, 2021

Conference: Al Conference 2021

PDF file: submissions/An_automated_system_for_ciassifying_conference_papers_/WTQzIR.pdl Camers Ready Version

Download

Review Section

Reviewed by: Linda House

Comment:

The experiment being able 1o replace attention mechanisms in state-of-the-art
models and showing increased performance looks promising

Acceptance: Accept

Predicted topic:

Assigned reviewers:
Domain Expertise
1 LindaHouse Neural and Evolutionary Computing

No. Name

Chair Decision:

Figure 5.8: Paper details and reviews
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Assign Reviewers

ral and Evolutionary Computing

Figure 5.9: Paper assignment
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5.4.3  Author’s views

Submit Paper

Title:
Abstract:

Conference: ~

Palf: Choose File | No file chosen

Figure 5.10: Paper submission

Hi Harry,

Al Conference 2021: Paper Submissions

No.  Title Author Decision Predicted Topic

1 Sequential Short-Text Classification with Recurrent and Convolutional Neural Network Harry Ackermann Accept Natural Language Processing

2 Deep Reinforcement Learning Chatbot Harry Ackermann Natural Language Processing

3 Dual Recurrent Attention Units for Visual Question Answering Harry Ackermann Accept Neural and Evolutionary Computing

4 Sequential Short-Text Classification with Recurrent and Convolutional Neural Network Harry Ackermann Accept Natural Language Processing

5 ocument Image Coding and Clustering for Script Discriminatior Harry Ackermann Computer Vision and Pattern Recognition

Figure 5.11: Submissions of an author under a conference
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Hi Harry

Predicted Topic Submitted Date  Submitted Conference
1 Sequential Short-Text Classification with Recurrent and Convolutional Neural Network Natural Language Processing April 11, 2021 Al Conference 2021 Accept
2 ADeep Reinforcement Learning Chatbot Natural Language Processing April 10, 2021 Al Conference 2021 Reject
3 Dual Recurrent Attention Units for Visual Question Answe Neural and Evolutionary Computing April 11, 2021 Al Conference 2021 Accept
4 equential Short-Text Classification with Recurrent and Convolutional Neural Networks Natural Language Processing April 11, 2021 Al Conference 2021 Accept
5 Document Image Coding and Clustering for Script Discrimir Computer Vision and Pattern Recognition  April 11, 2021 Al Conference 2021 Accept

Figure 5.12: All submissions of an author

Title: Document Image Coding and Clustering for Script Discrimination Pradicted topic

Author: Harry Ackermann

Chair Decision:
on their typographical charax
tatistics and local binary pattem is performed. It defines feature
e vect focun

superiority of the proposed method with respect to well-known methods in the state-of the-art.

Submitted date: April 11, 2021

Conference: Al Conference 2021

PDF file: submissions/UE | Assignment Q. v

Download

Review Section

Comment:
Paper is satisfactory

Acceptance: Weakly Accept

Figure 5.13: Paper details and reviews
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5.4.4  Reviewer’s views

Hi Linda

Update Domain Expertise

Please choose your domain expertise to allow the system to match suitable papers for reviewers.

This will help the chairman to decide the appropriate reviewers for each paper.

Domain: Neural and Evolutionary Computing hd

Update Domain

Figure 5.14: Update domain expertise

1

t Hi Linda

Assigned Papers

Submitted Conference Review Deadline Decision  Predicted Topic

ISWErnng Harry Ackermann Al Conference 2021 April 15, 2021 Accept Neural and Evolutionary Computing

2 fficient Neural Architecture Search via Parameter Sharing David Stockholm Al Conference 2021 April 15, 2021 None Neural and Evolutionary Computing

Figure 5.15: Assigned papers
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Hi Linda

Title: Efficient Neural Architecture Search via Parameter Sharing

Predicted topic:
Author: David Stockholm

Abstract: Corrected topic:
We propose Efficient Neural Architecture Search (ENAS), a fast and inexpensive approach for automatic model design. In ENAS, a
controller learns to discover neural network architectures by searching for an optimal subgraph within a large computational
graph. The controller is trained with policy gradient to select a subgraph that maximizes the expected reward on the validation set.
Meanwhile the model corresponding to the selected subgraph is trained to minimize a canonical cross entropy loss. Thanks to
parameter sharing between child models, ENAS is fast: it delivers strong empirical performances using much fewer GPU-hours than
all existing automatic model design approaches, and notably, 1000 less expensive than standard Neural Architecture Search. On - -
the Penn Treebank dataset, ENAS discovers a novel architecture that achieves a test perplexity of 55.8, establishing a new state-of- LT B D

the-art among all methods without post-training processing. On the CIFAR-10 dataset, ENAS designs novel architectures that 1 Linda House Neural and Evolutionary Computing
achieve a test error of 2.89%, which is on par with NASNet, whose test error is 2.65%.

Assigned reviewers:

Submitted date: April 11, 2021 Chair Decision:
Conference: Al Conference 2021

PDF file: submissions/An_automated_system_for_classifying_conference_papers_4SIX310.pdf

Download

Figure 5.16: Paper details and reviews

Hi Linda

Review Section

No reviews have been given yet.

Your Review

Comment:

Acceptance: N -

Figure 5.17: Giving a review
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CHAPTER 6
PROJECT IMPLEMENTATION
6.1 KDD Process Implementation
In this section, the implementation of each step of the KDD process is described,
which consists of selection, pre-processing, transformation, data mining and

evaluation.

6.1.1  Selection

The first step of the KDD process is to perform selection. As mentioned before in
Chapter 3 for the data mining methodology, the data that is collected are Artificial
Intelligence conference papers. In this project, the papers were selected through an
intricate filtering process to avoid inaccurate labels that would affect the accuracy of
the data mining model. The five Al topics () that were chosen as classes for
categorising the conference papers was searched on Arxiv, which is an open-source

journal database by the Cornell University.

o 2 We gratefully acknowledge support from
@ Cornell University the Simons Foundation and member s.

Help | Advanced Search

arXiv

Showing 1-50 of 4,962 results for all: natural language processing

t 2 Feedback?
Searching in archive cs. Sear Il archive
natural language processing All fields Nl Search
® Show abstrac lide abstract
i
= -
1. arXiv:2104.06999 (pdf, other]

Cross-geographic Bias Detection in Toxicity Modeling
Authors: Sayan Ghosh, Dylan Baker, David jurge \ P

Abstract: Online social media platforms increasingly rely on Natural.
Submitted 14 2021; original

2. arXiv:2104.06973 [pdf, other] cs A
[RE] Double-Hard Debias: Tailoring Word Embeddings for Gender Bias Mitigation
Authors: + nth Aek rg, Anime ipta

Figure 6.1: Arxiv open-source journals by Cornell University

For each of the papers taken from Arxiv, its title is then searched on Google,
to find out whether it is published to any of the journal publishers (Springer,
ScienceDirect, IEEEXplore and ACM). If the paper does not exist in any of the
publishers’ archive, it is skipped. If the paper exists in the publishers’ archive, the

paper is then checked that they are published under a conference proceeding. This
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filtration process ensures the reliability of the labels for our data set. For the papers
that pass this filtration process, their titles and abstracts are taken as features, while
their topic is taken as the label which is one of the five classes (Natural Language
Processing, Unsupervised Learning, Machine Learning, Computer Vision and Pattern

Recognition, and Neural and Evolutionary Computing).

n ACL Anthology  faq t bmission: Search ?

Attention-Based Convolutional Neural Network for Semantic Relation
Extraction

Abstract (@ PDF

Nowadays, neural networks play an important role in the task of relation classification. In this paper, we propose a novel B’ BibTeX
attention-based convolutional neural network architecture for this task. Our model makes full use of word embedding, part-
of-speech tag embedding and position embedding information. Word level attention mechanism is able to better determine
which parts of the sentence are most influential with respect to the two entities of interest. This architecture enables learning T Search
some important features from task-specific labeled data, forgoing the need for external knowledge such as explicit

dependency structures, Experiments on the SemEval-2010 Task 8 benchmark dataset show that our model achieves better

performances than several state-of-the-art neural network models and can achieve a competitive performance just with

minimal feature engineering

Anthology ID:  C16-1238
Volume: Proceedings of COLING 2016, the 26th International Conference on Computational Linguistics: Technica
Papers
Month: December
Year: 2016
Address: Osaka, Japan
Venue: COLING
sIG:

Figure 6.2: Check paper for conference proceedings under a publisher

At the end of the selection process, 200 conference papers for each class were

collected.

Unsupervised Learning

Machine Learning

Computer Vision and Pattern Recognition

Natural Language Processing

MNeural and Evelutionary Computing

0 25 50 75 100 125 150 175 200

Figure 6.3: Conference papers distribution among classes
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6.1.2  Pre-processing

In the pre-processing phase, text pre-processing techniques were used to
remove symbols and reduce the variations in the characters that causes duplicate
words such as upper and lower cases which do not contribute meaningful patterns for
the data mining algorithm. The text pre-processing techniques that were used are

symbols removal, stop words removal and tokenisation.

#remove non-alphabetic characters
dataset['Abstract'] = dataset['Abstract'].str.replace('["a-zA-Z]", " ')

Figure 6.4: Symbols removal

#declare tf-1idf vectoriser

#include stop word removal

#include Lower casing

tfidf = TfidfVectorizer(ngram_range=(1,1),
stop_words='"english’,
lowercase=True,

)

Figure 6.5: Stop words removal and lower casing

The stop words removal and lower casing are included in a TF-IDF vectoriser

instance itself, so it is defined together with the declaration of a vectoriser.

6.1.3  Transformation

In the transformation phase, features were transformed into numerical
representations of each word using the TF-IDF vectoriser. TF-IDF measures how
relevant a word is to a paper compared to other papers. It is calculated by multiplying
Term Frequency (How many times a word appears in a paper), and the Inverse
Document Frequency (Inverse of how many times a word appears across a set of
papers). For each word, the TF-IDF ranges from 0 to 1. The higher the TF-IDF value

is, the more significant the word is towards that paper compared to the rest of the

papers.
#declare tf-idf vectoriser
#include stop word removal

#include Lower casing

tfidf = TfidfVectorizer(ngram_range=(1,1),
stop_words="english",
lowercase=True,

)

#apply transformation to dataset
features = tfidf.fit_transform((dataset['Abstract'] + dataset['Title']).values.astype('U')).toarray()

Figure 6.6: Applying TF-IDF vectorisation
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recurrent @.25290512288568273
propose @.08239372861108856587
paper 8.082157288646267497
powerful ©.84895620883430988
essential @.06185866928178487
robust ©.084296862616228937
certain @.854142619158321474
answer ©.05890098085323417
input 8.83683166655833159
information 9.832006580498631081
relevant @.04788846909754483
extract 8.858266391514151084
mechanisms 8.1696371883985575
attention 8.4230848639857833

Figure 6.7: Sample TF-IDF values of a paper

6.1.4 Data Mining

The next phase of the KDD process is the data mining phase, where patterns
are discovered from the conference papers using data mining algorithms. The task in
this phase is a multi-class classification problem where conference papers are
categorised into five classes of topics. The TF-IDF values that was obtained from

earlier phases are used as the input data for the data mining algorithms.

The algorithms that were applied on the features are Support Vector Machine,
Naive Bayes, Logistic Regression, K-Nearest Neighbour, Decision Tree and Random
Forest which are imported from the Scikit-learn library. For each of the algorithm, a
randomised stratified k-fold validation is applied for performing validation. With the
randomised stratified k-fold validation, each algorithm was trained in 5 folds of data
set where each fold was stratified to ensure equal distribution of classes for each of
the folds.

folds = StratifiedKFold(n_splits=5, shuffle=True, random_state=5)

models = [
SVC(kernel="rbf"),
MultinomialNB(),
LogisticRegression(),
KhNeighborsClassifier(),
DecisionTreeClassifier(),
RandomForestClassifier()

]

results = []
for model in models:
model_name = model._ class__ ._ name__

score = cross_val_score(model, features, labels, cv=folds, scoring='fl_macro').mean()
results.append([model_name, score]ﬂ
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Figure 6.8: Cross-validation of each algorithm

The evaluation metric that was used for validating the algorithms is the
macro-averaged F-measure. It is calculated the by averaging the precision and recall
values of each class, where the precision is the number of true positive instances
divided by the number of predicted positive instances, and the recall is the number of
true positive instances, divided by the number of all instances that should have been
predicted as positive. The implementation of this metric can be used by specifying
the ‘scoring’ parameter of the cross-validation method as shown in Figure 6.8. All

the algorithms were cross-validated, and the results were evaluated in the next phase.

6.1.5 Evaluation and Results

In this phase, the performance of the data mining model’s prediction is
evaluated with the macro-averaged F-measure. For all the algorithms, the default
parameters are first used. Then, the models that achieved top three in the macro-
averaged F-measure evaluation was then selected to be further optimised in the next

phase to identify the best performing data mining algorithm.

Support Vector Machine _ 0.906
Logistic Regression | 0.003
Random Forest [ 0891
Naive Bayes [ 088
K-Nearest Neighbour || NN o33!
Decision Tree _ 0.778

0.7 0.75 0.8 0.85 0.9

B F-Measure

Figure 6.9: F-Measure of each data mining algorithm

0.95
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Referring to the results of the evaluation in Figure 6.9, SVM outperformed all
the other algorithms, standing at 0.906. The F-measure is followed closely by
Logistic Regression (0.903), Random Forest (0.891), Naive Bayes (0.880), K-
Nearest Neighbour (0.831) and lastly, Decision Tree (0.778). All the algorithms
recorded relatively high F-measures, which indicate that the usage of TF-IDF
vectorisation as the numerical representation of the data set is highly effective.
However, the Decision Tree was an exception, which recorded a subpar F-measure.
The result may be due to the rule-based nature of the algorithm, which could not

cater to the complexity of the data set.

Finally, the three best performing algorithms (Support Vector Machine,
Logistic Regression and Random Forest) were selected to be further optimised and
the results are then again evaluated, to determine the best performing models and its

set of optimised parameters.

6.1.6  Optimisation and Results

In this project, the optimisation process was performed through grid search
optimisation imported from Scikit-learn. In the grid search optimisation, a set of
parameters is defined for each data mining algorithm. For each iteration of the cross-
validation, a combination of the parameters is used in the algorithm’s instance. The
use of different combinations of parameters is repeated until all the combinations of

the specified parameters are exhausted.

For the SVM model, the following set of parameters were defined:

o Kernel: ‘tbf’

e Gamma: [0.00000001, 0.000001, 0.0001, 0.01, 1, 100, 10000, 1000000,
100000000]

e (C:[0.00000001, 0.000001, 0.0001, 0.01, 1, 100, 10000, 1000000,
100000000]

For the Elastic-Net LR model, the following set of parameters were defined:
e Penalty: 'elasticnet’
C: [0.000001, 0.0001, 0.01, 1, 100]
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e Solver: ‘saga’

e Ll-ratio: [0.1,0.2,0.3,0.4, 0.5, 0.6, 0.7, 0.8]

e Max iteration: [10000]
For the Lasso and Ridge LR model, the following set of parameters were

defined:

e Penalty: [‘11°, ‘12°]

e (:[0.00000001, 0.000001, 0.0001, 0.01, 1, 100, 10000, 1000000,
100000000]

e Solver: ‘saga’

As for the RF model, the following set of parameters were defined:
e Max depth: [10, 20, 30, 40, 50]
e Max features: ['auto’, 'sqrt']
e Minimum samples for a leaf: [1, 4]
e Minimum samples for a split: [2, 5, 10]
e Number of estimators: [200, 400, 600, 800, 1000]

Figure 6.10 below shows the implementation of the grid search for the SVM model.
Since the three best performing models are selected for further optimisation, the
same grid searching process is repeated for the other two algorithms as well, as
shown in Figure 6.11, 6.12 and 6.13. For Logistic Regression, two separate grid
search instances were used as some of the parameters of the Elastic-Net Regression

do not exist in the Lasso and Ridge Regressions.
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# grid searching and cross validate using f1 macro scoring

svm_parameters = {
"kernel':["rbf'],
‘gamma’' :[0.060P0001, ©.000001, 0.0001, 0.01, 1, 100, 10000, 1026000, 106620000],
'C':[0.0000EE01, ©.060001, 0.0001, .81, 1, 166, 19000, 1000008, 1000006G8]

¥

folds = StratifiedKFold(n_splits=5, shuffle=True, random_state=5)

svm = SVC()
gridsearch_svm = GridSearchCV(svm, svm_parameters, cv=folds, verbose=2, scoring='fl macro').fit(features, labels)

Fitting 5 folds for each of 81 candidates, totalling 4@5 fits

[cv] ..C=1e-088, gamma=1e-88, kernel=rbf; total time= 5.7s
[cv] =1e-08, gamma=1e-88, kernel=rbf; total time= 5.5s
[cv] =1e-88, pamma=1e-88, kernel=rbf; total time= 5.6s
[cv] =1e-88, pamma=1e-88, kernel=rbf; total time= 5.6s
[cv] =1e-08, gamma=1le-88, kernel=rbf; total time= 5.5s
[cv] gamma=1e-86, kernel=rbf; total time= 5.3s
[cv] gamma=1e-86, kernel=rbf; total time= 5.5s
[cv] gamma=1e-986, kernel=rbf; total time= 5.4s
[cv] gamma=1e-986, kernel=rbf; total time= 5.4s
[cv] gamma=1e-86, kernel=rbf; total time= 5.4s
[cv] gamma=0.08081, kernel=rbf; total time= 5.3s
[cv] gamma=0.08081, kernel=rbf; total time= 5.4s
[cv] gamma=0.08081, kernel=rbf; total time= 5.5s
[cv] gamma=8.0081, kernel=rbf; total time= 5.4s
[cv] gamma=8.0081, kernel=rbf; total time= 5.6s
[cv] =1e-08, gamma=0.01, kernel=rbf; total time= 5.5s
[cv] =1e-08, gamma=0.01, kernel=rbf; total time= 5.4s
[cv] ..C=1e-08, gamma=0.81, kernel=rbf; total time= 5.6s -
revl EMn F=1a_0f A= G Loarmalambhf. +abal £ dman o A
Figure 6.10: Optimisation of the SVM model through grid search

1r_parameters = {

"penalty':['elasticnet'],

'C':[0.000001, 0.0001, 9.61, 1, 160],

"solver':['saga'],

'11_ratio':[@.1, 0.2, 8.3, 0.4, 8.5 , 0.6, 8.7, 0.8],

'max_iter':[10@00],

"multi_class':['auto']
¥
folds = StratifiedKFold(n_splits=5, shuffle=True, random_state=5)
1r = LogisticRegression()
gridsearch_lr_elasticnet = GridSearchCV(lr, lr_parameters, cv=folds, verbose=2, scoring='fl macro').fit(features, labels)
Fitting 5 folds for each of 40 candidates, totalling 208 fits
[CV] END C=1e-86, 11 ratio=0.1, max_iter=10000, multi_ class=auto, penalty=elasticnet, solver=saga; total time= 9.2s
[CV] END C=1e-86, 11 ratio=0.1, max_iter=10000, multi_ class=auto, penalty=elasticnet, solver=saga; total time= 8.2s
[CV] END C=1e-86, 11 ratio=8.1, max_iter=10000, multi_ class=auto, penalty=elasticnet, solver=saga; total time= ©.2s
[CV] END C=1e-86, 11_ratio=8.1, max_iter=10000, multi_class=auto, penalty=elasticnet, solver=saga; total time= ©.2s
[CV] END C=1e-85, 11_ratio=8.1, max_iter=188@0, multi_class=auto, penalty=elasticnet, solver=saga; total time= 9.2s
[CV] END C=le-@6, 11_ratio=0.2, max_iter=18000, multi_class=auto, penalty=elasticnet, solver=saga; total time= 9.2s
[CV] END C=1e-86, 11 ratio=0.2, max_iter=10000, multi_ class=auto, penalty=elasticnet, solver=saga; total time= 9.2s
[CV] END C=1e-86, 11 ratio=0.2, max_iter=10000, multi_ class=auto, penalty=elasticnet, solver=saga; total time= 8.2s
[CV] END C=1e-86, 11_ratio=8.2, max_iter=10000, multi_class=auto, penalty=elasticnet, solver=saga; total time= ©.2s
[CV] END C=1e-86, 11_ratio=8.2, max_iter=10000, multi_class=auto, penalty=elasticnet, solver=saga; total time= ©.2s
[CV] END C=1e-@6, 11_ratio=8.3, max_iter=180@0, multi_class=auto, penalty=elasticnet, solver=saga; total time= 9.2s
[CV] END C=1e-86, 11 ratio=0.3, max_iter=10000, multi_ class=auto, penalty=elasticnet, solver=saga; total time= 9.2s
[CV] END C=1e-86, 11 ratio=0.3, max_iter=10000, multi_ class=auto, penalty=elasticnet, solver=saga; total time= 9.2s
[CV] END C=1e-86, 11 ratio=8.3, max_iter=10000, multi_ class=auto, penalty=elasticnet, solver=saga; total time= @.2s
[CV] END C=1e-86, 11_ratio=8.3, max_iter=10000, multi_class=auto, penalty=elasticnet, solver=saga; total time= ©.2s
[CV] END C=1e-86, 11_ratio=8.4, max_iter=10000, multi_class=auto, penalty=elasticnet, solver=saga; total time= ©.2s
[CV] END C=1le-@6, 11_ratio=08.4, max_iter=18000, multi_class=auto, penalty=elasticnet, solver=saga; total time= 9.2s
[CV] END C=1e-86, 11 ratio=0.4, max_iter=10000, multi_ class=auto, penalty=elasticnet, solver=saga; total time= 9.2s -
LAUL END C—1A_OF 11 natin—0 A mav $+an—d0000  muléi rlacc—nubn  nanaliuv—alackicsnat  caluan—camas $abal +ima O e

Figure 6.11: Optimisation of the LR model using Elastic-Net through grid search
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1r_parameters = {
"solver':['liblinear'],
"penalty’:['11','12'],
'C':[0.00000001, 0.000001, 0.0001, 0.01, 1, 100, 10000, 1000000, 100000000 ]

+
folds = StratifiedKFold(n_splits=5, shuffle=True, random_state=5)

1r = LogisticRegression()
gridsearch_lr = GridSearchCV(lr, 1lr_parameters, cv=folds, verbose=2, scoring='fl_macro').fit(features, labels)

Fitting 5 folds for each of 18 candidates, totalling 9@ fits

[cv] END penalty=11, solver=liblinear; total time= @.8s
[cv] END penalty=11, solver=liblinear; total time= @.@s
[Cv] END penalty=11, solver=liblinear; total time= ©.0s
[CV] END penalty=11, solver=liblinear; total time= 0.9s
[CV] END penalty=11, solver=liblinear; total time= 0.9s
[CV] END penalty=12, solver=liblinear; total time= 0.0s
[CV] END penalty=12, solver=liblinear; total time= @.9s
[CV] END penalty=12, sclver=liblinear; total time= @.9s
[CV] END penalty=12, sclver=liblinear; total time= @.0s
[CV] END penalty=12, sclver=liblinear; total time= @.0s
[CV] END penalty=11, sclver=liblinear; total time= @.0s
[cv] END penalty=11, solver=liblinear; total time= @.8s
[cv] END penalty=11, solver=liblinear; total time= @.@s
[Cv] END penalty=11, solver=liblinear; total time= ©.0s
[CV] END penalty=11, solver=liblinear; total time= 0.9s
[CV] END penalty=12, solver=liblinear; total time= 0.9s
[CV] END penalty=12, solver=liblinear; total time= 0.0s
[CV] END penalty=12, solver=liblinear; total time= 0.0s -
[l EMD nanaldl =17 cndiunn=Tlihlinaan: +ndal 4 Jmma— & D

Figure 6.12: Optimisation of the LR model using Lasso (L1) and Ridge (L2) through
grid search

rf_parameters = {
"'max_depth': [18, 2@, 38, 48, 58],
"max_features': ['auto', 'sgrt'],
"'min_samples_leaf': [1, 4],
'min_samples_split': [2, 5, 18],
"'n_estimators': [200, 400, 600, 808, 1000]
¥

folds = StratifiedKFold(n_splits=5, shuffle=True, random_state=5)

rf = RandomForestClassifier()
gridsearch_rf = GridSearchCV(rf, rf_parameters, cv=folds, verbose=2, scoring='fl macro').fit(features, labels)

Fitting 5 folds for each of 3808 candidates, totalling 1580 fits

[CV] END max_depth=10, max_features=auto, min_samples_leaf=1, min_samples_split=2, n_estimators=200; total time=
[CV] END max_depth=18, max_features=auto, min_samples_leaf=1, min_samples_split=2, n_estimators=200; total tim
[CV] END max_depth=1@, max_features=auto, min_samples_leaf=1, min_samples_split=2, n_estimators=200; total time=
[CV] END max_depth=10, max_features=auto, min_samples_ leaf=1, min_samples_split=2, n_estimators=200; total time=
[CV] END max_depth=10, max_features=auto, min_samples_ leaf=1, min_samples_split=2, n_estimators=200; total time=
[CV] END max_depth=10, max_features=auto, min_samples_leaf=1, min_samples_split=2, n_estimators=400; total time=
[CV] END max_depth=10, max_features=auto, min_samples_leaf=1, min_samples_split

[Cv] END max_depth=18, max_features=auto, min_samples_leaf=1, min_samples_split n_estimators=460; total time=
[Cv] END max_depth=1@, max_features=auto, min_samples_leaf=1, min_samples_split n_estimators=400; total time=
[
[
[
[
[
[
[
[
[

n_estimators=400; total time=

CV] END max_depth=10, max_features=auto, min_samples_leaf=1, min_samples_split=2, n_estimators=408; total time=
CV] END max_depth=10, max_features=auto, min_samples_leaf=1, min_samples_split=2, n_estimators=608; total tim
CV] END max_depth=10, max_features=auto, min_samples_leaf=1, min_samples_split=2, n_estimators=600; total time=
CV] END max_depth=10, max_features=auto, min_samples_leaf=1, min_samples_split=2, n_estimators=600; total time=
CV] END max_depth=18, max_features=auto, min_samples_leaf=1, min_samples_split=2, n_estimators=66@; total time=
CV] END max_depth=1@, max_features=auto, min_samples_leaf=1, min_samples_split=2, n_estimators=600; total time=
CV] END max_depth=10, max_features=auto, min_samples_leaf=1, min_samples_split=2, n_estimators=80@; total time=
CV] END max_depth=10, max_features=auto, min_samples_leaf=1, min_samples_split=2, n_estimators=808; total time=
CV] END max_depth=10, min_samples_leaf=1, min_samples_split=2, n_estimators=800; total tim
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Figure 6.13: Optimisation of the RF model through grid search

Upon the completion of the grid search optimisation, the set of parameters
that yields the highest F-Measure score is returned. Table 6.1 shows the best
parameters for each model and the corresponding F-measure before and after

optimisation.

Table 6.1: Best parameters of each model



79

Models Best parameters F-measure after | F-measure
optimisation before
optimisation
SVM e Kernel: ‘tbf’ 0.907 0.906
e Gamma: 0.01
e (C: 100000000
Elastic-Net e Penalty: 'elasticnet’ 0.905 0.903
LR e C:100
e Solver: ‘saga’
e Ll-ratio: 0.6
e Max iteration: 10000
L1 and L2 e Penalty: 12’ 0.900 0.903
LR e C:1
e Solver: ‘liblinear’
RF e Max depth: 10 0.905 0.891

e Max features: 'auto’

e Minimum samples for a
leaf: 1

e Minimum samples for a
split: 10

e Number of estimators:
200
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Figure 6.14: Comparison of F-measure before and after grid search optimisation

Overall, the improve in the F-measure is minimal all across the models with the most
improved model being RF (1.4%), followed by Elastic-Net LR (0.2%), SVM (0.1%)
and lastly, Lasso and Ridge LR (-0.3%) which showed degradation in F-measure.
The changes in F-measures after performing grid search optimisation seem
insignificant, which could be due to random variations.

However, the SVM model managed to maintain as the best performing data
mining algorithm among the top three. Therefore, the SVM model instance with its
set of best parameters was chosen to be deployed into the web-based system for
classifying the conference papers. This was done through the Pickle library, which
was used to serialise the TF-IDF vectoriser and SVM model instances into a file

named ‘models.p’ which is then exported into the web application’s directory.

# save vectoriser and trained SVM model
import pickle

svm_classifier = gridsearch_svm.best_estimator_

pickle = {
'tf_idf_vectoriser': tfidf,
'svm_classifier': svm_classifier

)
pickle.dump( pickles, open( 'models' + ".p", "wb" ) )

Figure 6.15: Serialising the TF-IDF vectoriser and model instances into a file
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The file was then loaded into the web application through a configuration file
in the web application as shown in Figure 6.15. The TF-IDF vectoriser and SVM
model instances can now be readily used as methods by calling them through the

ConferenceConfig class.

from django.apps inm AppConfig
django.conf inm s
t os

import pickle

path = os.path.join(settings.MODELS, "models.p”)

with open{path, 'rb') as pickled:
data = pickle.load(pickled)
td_idf vectoriser = data[ ' 'tf

svm_classifier = data['s

Figure 6.16: De-serialising the TF-IDF vectoriser and model instances

6.2 Web Application Implementation with Django

As mentioned earlier in Chapter 5, the project’s web application is implemented with
Django, which is a Python-based web framework based on a Model-View-Template
(MVT) design. Therefore, in this section, the mappings of models, views and

templates created in this project, are listed in this section.

6.2.1  Model
The models are defined classes in the model.py file. Each model has its fields and the

corresponding database table that is mapped to the model.

Table 6.2: Models description

Model Fields Database table Description

Chairman - user conference_chairman | The model

that

represents a chairman
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user.
Reviewer - user conference_reviewer | The model that
- is_invited represents a reviewer
- domain user.
Author - user conference_author The model that
represents an author user.
Conference | - title conference_conference | The model that
- description represents a conference.
- created_by Holds foreign key to the
- start_date chairman who created the
- end_date conference.
- submission_deadline
- review_deadline
- publish_review
Paper - title conference_paper The model that
- abstract represents a paper. Holds
- submit_date foreign key to the author
- conference who submitted the paper.
- author
- reviews
- assigned_reviewers
- decision
- pdf
- predicted_topic
- corrected_topic
- camera_ready
Review - paper conference_review The model that
- reviewer represents a  review.
- acceptance Holds the foreign key to
- comment the paper that contains

this review and the
reviewer who gave this

review.
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The views are defined as classes in the view.py file. Each view may correspond to

one or more models and the actions that are performed based on the application logic.

Table 6.3: Views description

View Associated | URL route Description
model
Common views
ConfLogin Conference | accounts/login/ View that contains the

authentication logic and
query of a list of

conferences.
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ConferenceList

Conference

accounts/login/view_conferences/

View that contains the
query to list all

conferences.

PaperList

Paper

accounts/login/view_papers

/<int:conference_id>

View that queries all the
papers under a
conference. For an author,
only his own papers are

queried.
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PaperDetail

Paper,

Review

accounts/login/view_paper_detail

[<int:pk>

View that queries the
details of a paper and its
reviews. POST requests
are also handled

according to permissions.

For a chairman, the
actions of  correcting
topic, making  chair
decision and assigning

reviewers are allowed.

For a reviewer, giving a

review is allowed.

For an author, uploading
the camera-ready paper is
allowed once the paper is

accepted.

The reviews are also
hidden from the author if
the chairman has not
published the reviews.

Chairman’s views

ConferenceForm

Conference

accounts/login/create_conference/

View that handles a
POST request to create a

conference

ReviewerList

Reviewer

accounts/login/view_reviewers/

View that queries all the
reviewers. The chairman
may also update whether
a reviewer is invited or

not.
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RecorrectTopic | Paper accounts/login/recorrect_topic View that handles a
[<int:pk> POST request to recorrect
the predicted topic.
AssignPaper Paper, accounts/login/assign_reviewers | View that handles a
Reviewer | /<int:pk> POST request to assign a
reviewer to a paper
Author’s views
PaperForm Paper accounts/login/create_paper/ View that handles a
POST request to submit a
paper. The topic
prediction is also
performed in this view
upon the POST request.
SubmissionList | Paper accounts/login/view_submissions/ | View that queries all the
submissions of an author.
Reviewer’s views
AssignedList Paper accounts/login/assigned_papers/ | View that queries all the
assigned papers of a
reviewer.
ReviewerUpdate | Reviewer | accounts/login/update_domain/ View that handles a

POST request for a
reviewer to update his

domain expertise.
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6.2.3 Template

The templates are HTML files containing the Ul designs under the template directory.
They are also embedded with Python code in order to display data that is received
from the views and perform minor logics. Each template is associated to at least one

view that calls the template to be rendered to the client.

Table 6.4: Templates description

Template Associated view

base.html Non. It contains the base design that is
inherited by all other templates.

login.html ConflLogin

create_conference.html ConferenceForm

conference_list.ntml ConferenceL.ist

create_paper.html PaperForm

submission_list.html SubmissionL.ist

assigned_list.html AssignedList

paper_list.ntml PaperList

update_domain.html ReviewerUpdate

reviewer_list.ntml ReviewerList

paper_detail.html PaperDetail

assign_reviewers.html AssignPaper

recorrect_topic.html RecorrectTopic
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CHAPTER 7
TESTING
7.1 Unit Testing
Unit tests were performed for every unit of feature that is completed during the
development phase. Performing unit tests ensure that every unit of feature or module

behaves as intended according to the requirements.

7.1.1  Admin Login Module

Table 7.1: Unit test for Admin Login module

Test Case Execution Steps Expected Result Pass/Fail

Login with empty | 1. Login without any field | Prompted to enter | Pass

fields. entries. empty fields.

Login with wrong | 1. Login with credentials | Login  failed with | Pass

credentials. that does not belong to an | incorrect username
admin’s account. and password.

Login with | 1. Login with an admin’s | Login to admin page | Pass

correct credentials | credentials. successfully.

7.1.2  Account Creation by Admin Module

Table 7.2: Unit test for Account Creation by Admin module

Test Case Execution Steps Expected Result Pass/Fail
Add an author | 1. Click add a user. User with an author | Pass
user 2. Enter a new username | group and class is

and password. added in the user and

3. Confirm the password. author pages.
4. Enter the user’s first
name and last name.

5. Select the author user
group.

6. Create an author.
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7. Assign the user as an

author.

Add a chairman

user

1. Click add a user.

2. Enter a new username
and password.

3. Confirm the password.

4. Enter the user’s first
name and last name.

5. Select the chairman user
group.

6. Create a chairman.

7. Assign the user as a

chairman.

User with a chairman
group and class is
added in the user and

chairman pages.

Pass

Add a reviewer

user

1. Click add a user.

2. Enter a new username
and password.

3. Confirm the password.

4. Enter the user’s first
name and last name.

5. Select the reviewer user
group.

6. Create a reviewer.

7. Assign the user as a

reviewer.

User with a reviewer
group and class is
added in the user and

reviewer pages.

Pass
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7.1.3  User Login Module
Table 7.3: Unit test for User Login module

Test Case Execution Steps Expected Result Pass/Fail
Login with empty | 1. Login without any field | Prompted to enter | Pass
fields. entries. empty fields.
Login with wrong | 1. Login with credentials | Login  failed  with | Pass
credentials. that does not belong to a | incorrect username

chairman, reviewer or | and password.

author.
Login with | 1. Login with a chairman, | Login to conferences | Pass
correct credentials | reviewer or author | page successfully.

credentials.
7.1.4  Create Conference Module

Table 7.4: Unit test for Create Conference module

Test Case Execution Steps Expected Result Pass/Fail
Create a|l. Create a conference | Prompted to enter | Pass
conference  with | without any entries. empty fields.
empty fields.
Create a|l Fill in the title and | Invalid date message | Pass
conference  with | description. prompted to user.
invalid dates. 2. Select the end date /

submission  deadline /

review deadline to be

earlier than the present

date.
Create a|l Fill in the title and | Conference Pass
conference  with | description. successfully  created
valid dates 2. Select the end date to be [ and listed in the

after the present date.

conferences page.
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3. Select the review
deadline to be between the
present date and end date.

4. Select the submission
deadline to be between the
present date and the review

deadline.

7.1.5 Invite Reviewers Module
Table 7.5: Unit test for Invite Reviewers module
Test Case Execution Steps Expected Result Pass/Fail
Invite areviewer | 1. Click on the ‘invite | ‘Invited for review’ | Pass
reviewer’ button for a | status of the reviewer
reviewer that is not yet | changes from No to
invited. Yes.
Disallow a| 1. Click on the ‘disallow | ‘Invited for review’ | Pass
reviewer reviewer’ button for a | status of the reviewer
reviewer that already | changes from Yes to
invited. No.
7.1.6  Publish Reviews Module
Table 7.6: Unit test for Publish Reviews module
Test Case Execution Steps Expected Result Pass/Fail
Allow reviews to | 1. Toggle the Yes/No | Toggled to Yes. Pass
be seen by | button to Yes.
authors.
Do not allow |1l Toggle the Yes/No | Toggledto No. Pass

reviews to be seen

by authors.

button to No.




92

7.1.7  Assign Reviewers Module

Table 7.7: Unit test for Publish Reviews module

Test Case Execution Steps Expected Result Pass/Fail

Assign areviewer | 1. Click on the ‘Assign | Reviewer is listed in | Pass
Reviewers’ button. the reviewer
2. Select any of the |assignment table.

reviewers listed.

7.1.8 Download PDF Module

Table 7.8: Unit test for Download PDF module

Test Case Execution Steps Expected Result Pass/Fail
Download the | 1. Click on the ‘Download’ | The PDF file is | Pass
PDF file of a | button. downloaded.

paper

7.1.9 Chair Decision Module

Table 7.9: Unit test for Chair Decision module

Test Case Execution Steps Expected Result Pass/Fail

Accepting a paper | 1. Select ‘Accept’ in the | The ‘Chair Decision’ | Pass
dropdown list. changes from None to
2. Click ‘Submit Decision’ | Accept.

button.

Rejecting a paper | 1. Select ‘Reject’ in the | The ‘Chair Decision’ | Pass
dropdown list. changes from None to
2. Click ‘Submit Decision’ | Reject.

button.




7.1.10 Paper Submission Module

Table 7.10: Unit test for Paper Submission module
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Test Case Execution Steps Expected Result Pass/Fail
Invalid 1. Leave all or any of the | Invalid fields message | Pass
submission fields empty. prompted to user.

2. Click the ‘Submit’

button.
Valid submission | 1. Fill in the title. The submission is | Pass

2. Fill in the abstract. successful and

3. Select the conference. recorded in the

4. Upload the PDF file. author’s submitted

5. Click the ‘Submit’ | papers and the

button. predicted topic is set

in the paper details.
7.1.11 Camera-ready Submission Module
Table 7.11: Unit test for Camera-ready Submission module

Test Case Execution Steps Expected Result Pass/Fail
Invalid 1. Click on the ‘Submit | Invalid fields message | Pass
submission Camera Ready’ button | prompted to user.

without any uploaded files
Valid submission | 1. Upload the camera-| The submission is | Pass

ready PDF file.
2. Click the ‘Submit

Camera Ready’ button.

successful, and a
‘camera-ready’ tag Iis
shown on the file

name.
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Table 7.12: Unit test for Update Domain Expertise module
Test Case Execution Steps Expected Result Pass/Fail
Select a domain | 1. Select current domain | The domain expertise | Pass
expertise expertise to another | is updated.
domain expertise.
7.1.13 Give Review Module
Table 7.13: Unit test for Give Review module
Test Case Execution Steps Expected Result Pass/Fail
Give an invalid | 1. Leave one of the entries | Invalid fields message | Pass
review empty. prompted to user.
2. Click the ‘Add Review’
button.
Give a valid | 1. Fill in the comment. Review is added into | Pass
review 2. Select an ‘Acceptance’ | the reviews section.

option.
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7.2 Integration Testing
After unit testing, integration testing was performed on modules that are preceding
each other. Integration testing is to detect for any errors when all the modules tested

in the unit testing were integrated when actions flow from one module to another.

7.2.1  Account Creation by Admin and User Login

Table 7.14: Integration test for Account Creation by Admin and

User Login modules

Test Case Create accounts and login by user successfully.

Test Procedure 1. Login to admin.
2. Create chairman, reviewer and author accounts as an admin.
3. Login as a chairman, reviewer and author using the

credentials created by the admin.

Expected Results | Accounts are created successfully, and chairman, reviewer and

author users were able to login.

Pass/Fail Pass

7.2.2  Create Conference and Paper Submission

Table 7.15: Integration test for Create Conference and Paper

Submission modules

Test Case Create a conference and submit a paper to the conference

successfully.

Test Procedure 1. Login as a chairman

2. Fill in the conference creation fields and create a conference.
3. Login as an author.

4. Fill in the paper submission fields and submit a paper to the

created conference.

Expected Results | The conference is created successfully, and the paper could be

submitted under the conference.

Pass/Fail Pass
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7.2.3  Invite Reviewer and Assign Reviewer

Table 7.16: Integration test for Invite Reviewer and Assign

Reviewer modules

Test Case

Invite a reviewer and assign the reviewer to a paper.

Test Procedure

1. Login as a chairman

2. Click the ‘Invite Reviewer’ button to invite a reviewer.
3. Select a paper and click the ‘Assign Reviewers’ button.
4. Select the reviewer that was invited.

5. Click the ‘Assign Reviewers’ button.

Expected Results

As a chairman, the reviewer could be invited and assigned to the

paper successfully.

Pass/Fail

Pass

7.2.4  Give Review and Submit Chair Decision

Table 7.17: Integration test for Give and Submit Chair Decision

modules

Test Case

Give a review to a paper and submit a chair decision for the

paper.

Test Procedure

. Login as a reviewer.
. Select a paper and fill in the review fields.
. Click the ‘Add Review’ button.

. Select the similar paper that was reviewed.

1
2
3
4. Login as a chairman.
5
6. Select a decision for the chair’s decision field.
7

. Click the ‘Submit Chair Decision’ button.

Expected Results

As a reviewer, the review could be successfully added into the
reviews section. As a chairman the chair decision is shown on

the paper details after submitting the decision.

Pass/Fail

Pass
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7.25 Camera-ready Submission and Download PDF

Table 7.18: Integration test for Camera-ready Submission and

Download PDF modules

Test Case Perform submission of the camera-ready paper as an author for

an accepted paper and download the PDF file of the paper.

Test Procedure 1. Login as a reviewer.

2. Select a paper that was accepted by the chair.

3. Click the ‘Choose File’ button.

4. Select a PDF file to be uploaded from the local system.
5. Click the ‘Submit Camera Ready’ button.

6. Click the ‘Download’ button for the submitted paper.

Expected Results | As an author, a camera-ready PDF file could be uploaded and
submitted. Then, the similar PDF file could be downloaded as

well.

Pass/Fail Pass
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7.3 System Testing

After completing integration testing, it is then followed by system testing to

ensure that all the modules as a whole are well integrated and all processes can be

performed in the system.

7.3.1  Paper Assignment Process

Table 7.19: System test for paper assignment process.

Test Case

Full process of paper assignment.

Test Procedure

1. Login as a chairman.

2. Select ‘Create Conference’ and fill in the fields to create a
conference.

3. Login as an author.

4. Select ‘Submit Paper’ and fill in the fields to submit a paper
under the conference created by the chairman.

5. Login as a chairman.

6. Select ‘Invite Reviewers’ and click the ‘Invite Reviewer’
button for a reviewer.

7. Login as the invited reviewer.

8. Click ‘Update Domain Expertise’ and intentionally select a
domain expertise that matches with the submitted paper’s
predicted topic.

9. Login as the chairman.

10. Click into the submitted paper and click the ‘Assign
Reviewers’ button.

11. Check that the invited reviewer is listed as a recommended
reviewer with matching domain expertise with the paper’s
predicted topic.

12. Select the reviewer and click the ‘Assign Reviewers’ button.

Expected Results

1. Logged in successfully as a chairman, reviewer and author.
2. Created the conference successfully as a chairman.
3. Submitted the paper successfully as an author and predicted

topic was generated.
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4. Invited a reviewer successfully as a chairman.
5. Updated domain expertise successfully as a reviewer.
6. Assigned the reviewer successfully as an author and the

reviewer was in the recommended list.

Pass/Fail

Pass

7.3.2  Paper Review Process

Table 7.20: System test for paper review process.

Test Case

Full process of paper review.

Test Procedure

1. Login as a reviewer,

2. Select ‘Assigned Papers’ and click into one of the assigned
papers.

3. Click ‘Download’ button to download the PDF file.

4. Fill in the comment field and select an acceptance option.

5. Click ‘Add Review’ button to submit the review.

6. Login as a chairman

7. Select the paper that was reviewed by the reviewer.

8. Check that the review given by the reviewer can be seen.

9. Accept the paper by selecting ‘Accept’ decision and click the
‘Submit Decision’ button.

10. Login as the author who submitted the paper.

11. Check that the decision of the paper is now ‘Accept’.

12. Select a PDF file to be uploaded as the camera-ready paper.
13. Click the ‘Submit Camera Ready’ button and check that the

PDF file name is tagged with ‘camera-ready version’.

Expected Results

1. Login successfully as chairman, reviewer and author.

2. As a reviewer, the PDF file of the paper could be
downloaded.

3. As a reviewer, a review could be given to the reviews section
of the paper.

4. As a chairman, the review given by the reviewer can be seen
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for the paper.
5. As a chairman, the decision for the paper could be made.
6. As an author, the camera-ready PDF file can be uploaded and

submitted when the paper is accepted by the chairman.

Pass/Fail

Pass
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CHAPTER 8
CONCLUSION AND RECOMMENDATION
8.1 Introduction
In this chapter, the benefits, limitations, future improvements, and recommendation

of the project are discussed, followed by the conclusion.

8.2 Benefits of the Project

In much hopefulness, the implementation of this project will be able to contribute to
the research domain, especially in the area of conference proceedings. The automated
classification system in this project is able to perform topic predictions for Al related

conference papers, at 0.907 F-measure which is equivalent to 90.7% accurateness.

Undoubtedly, it will be able to help the chairmen in their paper assigning
process by reducing the time taken to assign papers to reviewers. Besides that, the
web application also contains a suite of features for managing a research conference
which digitalises research conference processes such as conference creation, paper

submission, paper assignment, paper review and paper acceptance processes.

8.3 Limitations of the Project
Every project is bound to have its limitation. In this project, the limitations are
identified as follows:

o Classification of research papers is limited to Al topics only.

e Optimisation of the data mining algorithms were not able to yield significant

improvements in F-measure evaluation.
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8.4 Recommendations for Future Improvements

For future works, the following are some recommendations that can be considered to

improve the project:
e Semi-supervised approach to generate research topics automatically
The use of unsupervised and supervised learning approaches can be combined as
a semi-supervised approach to generate research topics automatically. Clustering,
which is an unsupervised learning technique, can be used to find common
keywords in collections of papers which are identified as clusters. Each cluster of
papers can then be labelled by the common topic, which can then be used as a
data set to train a supervised learning algorithm to predict new papers according

to the topics found by the clustering approach.

e Perform grid search optimisation on different combinations of pre-processing
and transformation techniques

The reason grid search optimisation of the data mining algorithms yielded

insignificant improvement could be due to the complexity of the data set since Al

topics may share many keywords which are harder to classify. Performing grid

search optimisation on different combinations of pre-processing and

transformation techniques could discover the best set of techniques to better

represent the words as numerical features.

8.5 Conclusion

In conclusion, the project objectives were met. An automated web-based conference
paper system for researchers was developed to facilitate their research conference
management activities. The manual process of assigning papers to reviewers by
using classification models was also achieved by deploying the model into the web-
based conference paper system to be used by chairmen. Following the KDD process
as an empirical approach, the SVM model was able to be to be selected as the best
classification model (0.907 F-measure) through evaluation of results for the

conference paper system.
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APPENDIX E: Work Breakdown Structure

Automated system for classifying conference papers start wndl
Develop averall model 240820 300820
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APPENDIX F: Gantt Chart
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