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ABSTRACT
Falls are serious problem which lead to negative consequences oalttyeaju
life especially for older peopléMost falls are caused by the interaction of
multiple risk factorsHowever, nanual analysis in big and complex medical
data to analysthefall risk factor are time consuming with high processing cost.
Therefore,the aim of this studys to develop a clusterifgased fall risk
algorithmwhich canprovide assistances for clinician in management of falls.
Theproposedlgorithm consists of seversthgesincludes data preprocessing,
feature selection, feature extt@n, clusteringandcharacteristic interpretation.
This study employed Malaysian Elders Longitudinal Research (MELOR) dataset.
A total of 1279 subjects and 9 variables from datadet1l1 subjects and 139
variables) are selected forclustering. iDistributed Stochastic Neighbour
Embedding @SNE) for feature extractiorand K-means clusteringlgorithm
achieved the highest performameelusteringwhichgroupingthesubjectsnto
Low (13%), Intermediate A (19%), Intermediate B (21%) and High (31%) fall
risk group.ln comparisonplder people with higkr fall risk haveslowergait,
imbalance, weaker muscle strength, with cardiovascular disoptemer
performance in cognitive testnd advancing age. This is supportedthg
finding in literature review.To concludedthe proposedfall risk clustering
algorithm is capableto group those subjecs that havesimilar features It

preserdg a potential as assessment tool in managemedatief
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CHAPTER 1

INTRODUCTION

1.1 General Introduction

Fall is described as an incident that unititamally causes a person to come to
rest on the ground or floor (World Health Organization, 2018). According to
studies, about one third of people who older than gixgyyears old had fall at
least once in t past twelve month&Sieri and Beretta, 2004; Staws and
Sogolow, 2005; Rubenstein and Josephson, 2006act, falls are the second
most common source of accidental or unintentional injury in the world. The
injury caused by fall can associated with fraeydisability and even mortality
(Pfortmueller et al., 2014 hus, falls in older people are considered as a major
public health issuéGale, Cooper and Aihie Sayer, 2016)

In general, the cause of fall is complex, so it is difficult be analysed if
only depad simple diagnosis results. To deal withstHall interpretation by
fall risk assessment was suggested. Fall risk is simply used to describe the
possibility of falling(Horton, 2007) The most common alternative for fall risk
assessment is implementation of multiple risk factors intervention. There are
many studies have used risk factors to determinéathesk for older people
(Tromp et al., 2001; Whitney et al., 2012)ommon factors including but not
limited to, advanced age, musaeakness, medications and gait imbalance. In
addition, environment from house or hospital also considered as a factor which
can directly affect the incidence of fallLetts et al., 2010)In short, the
possibility of fall carbe linked with number of fall risk factoraatheir strength
of association towards older people.

Based on the evaluated fall risk, fall prevention strategies can be
proposed to create safer environment with reduced fal(EHibtt, Painter and
Hudson, 2009; Gillespie et al., 2009; Van Vost Moncada and Mire, 281h7)
effective prevention programme should explore multipkk factors and
prevent fall from it.Consderation would probably be targeted only individuals
at high risk of falling due to feasibility and cost effectivengé¢swever it is
still challenging to decide the major fall risk factors among older peeglauise

it can vary according different poptitan and scenarios.



In recent years, machine learning and data mining are commonly
applied in medical field Pol at andD&Ynek, a0tz 2012 ; Tr é
2014) Data mining technique provides a user oriented approach to the novel
and hidden pattern in various medical datahya, Duraiswamy and Gomathy,
2013) This is because hand picking features which depend on expertise and
experience may not that efficient for medical analysis. It cannoagtee that
all important information in thexisting data are included. Moreover, it is time
consuming and expensive if complex data are presented. Thus, data mining is
useful to generate new information from large databases.

Machine learning technigaecan be classified into supervised and
unsugervised learning. Supervised methods like classification infers function
from labelled training data. To illustrate this, the diseases symptoms are tagged
with label and trained by classification algorithm. Buatly, this classification
algorithm can idetify the class of a patient based on sympt¢&eaxena et al.,
2017) Therefore, the supervised classification is used as a tool for prediction.

On the other hand, unsupervised learninglslsarning technique that
without the labding. Unsupervised clustering is used to find a structure in a
collection of unlabelled data. The outcome of clustering is a data definition,
where a cluster describes a set of objects that are identical toathe:rare
separate from objects belonging tihver clusters. In the medical field, cluster
analysis offers a standardized, formalized approach for analysing data and
identifying clinical similarity group¢Kalyani, 2012) Clustering techniques are
typically more demanding than supervised solutions because it offer greater
insight into complex medical resul{&halid and PrieteAlhambra, 2019)
Learning from data can help to know the diseasduéea and personalise
treatments accordingpé needAlvarez et al., 2019)

In this study, a clustering algorithm modslproposed for fall risk
clusteing in older peopleThe core idea is usinthe clustering strength to
discover the major risk factors and characteristics for falls in older céinona
fall datasetthe clusteringalgorithmshould be able tolusterthosesubjectawvith
similar characteristiénto samegroup All clusteed groupsare identified with
differentfall risk. By conducting analysis, the associatiothafrisk factors and

fall risk can be revealed.



1.2 Importance of the Study
Falls are serious problem which lead to negative consequences on the quality of
life especially fo older people. To illustrate this, falls and consequent injuries
are major public health problems that often require medical attention. Older
people constitie a large and increasing proportion of the population. The cost
arising from falls represent artge proportion of healthcare spending (World
Health Organization, 2007). Direct cost encompasses health care such as
medication and adequate services. Indirgmst are productivity losses and
disability caused by faltelated injuries. These economic insgof falls are
critical to family and society. Therefore, identify of relevant fall risk factors to
prevent fall is of major importance for commun(fyodd and Skelton, 2004)

In fact, fall data analytics can effectively reduce the cost due to falls in
hospital (Bill, 2007). The beefit of big data is the ability to look at thousands
of factors at the same time, includingthese e mi ngly déextrinsicd ta
at hand. Nevertheless, it is not convenient to test such big data manually. With
the development of clustering algoritha huge number of independent risk
factors can be efficiently evaluated. It can help cliniciaesl dvith the
abundance of knowledge and improve the accuracy of diagnosis. Clustering
observations can be used to examine the correlation or independesate
to offeradeeper insight. All these advantages lead the importance to develop a
clusterirg models for fall risk assessment in older peoplesides that, this
clustering algorithm may not be limited to fall risk assessment but also usable
for othe similar or related problems. All the findingsthis study can provide

valuable insight for futre research.

1.3 Problem Statement
Falling among the older people is not a new problem, but one of the most
complicated and highost unresolved problems coneed by the healthcare
system. Problem statement for the current study is summarised as below:
1 Although there are numerous studies have investigated the fall risk
factors, it is still challenging to identify which group of factors
contribute higler risk in older people and should specifically prevent

from fall.



1 Big and complex medical data analysis @nee consuming with high
processing cost if conducted manually.

1 Although various machine learning techniques have applied in medical
field, it is still lack of research and algorithm that specifically for the

domain of fall risk clustering.

1.4 Aim and Objectives
The main aim of this study was to propose a clustdvaged fall riskalgorithm
asassessment toothich canprovide assistances for clinician in management
of falls. The specific objectives of this research were:
1 To identify themajorrisk factorsfor falls in older cohort.
1 To identify dimensionality reduction and clustering techniques that can
efficiently parttion objects into number of clusters from a large dataset.

1 To study the characteristics between higher and lower fall risk group.

15 Scope aml Limitation of the Study
This study provides literature review on major risk factors of falls in older
people. Apd from that, his studyis focus on developing working algorithms
that able to perform clusteringh dataset. A final thesis included the
development, flow, and performance of the algorithradocumented

The study is limited tanly Malaysian Eldes Longitudinal Research
(MELOR) datasetBesides thathe number of faller and nefaller subjects are
not balance in this datasétherefoe, it may cause som#asin analysis. In
addition,not all thepotentialfall risk factors areavailablein this datasetThe

association of fall and risk factaase analyzed only for those provided in dataset.

1.6 Contribution of the Study
This studymakes the following contributions:
1 Provide smmary of major fall risk factorfrom literature review of
recent twenty years.
1 Provide dustering algorithmthat potential as assessment taol fall
analysis. Itsimplifies the process of data analysis to disecouseful

information if there exist.



9 Clustering analysis inMELOR dataset The characteristics that

contribute higher fall risk are analysadd discussed

1.7 Outline of the Report

This report covers a totaf five chaptersChapter 1 discusses the Intratian
which consisted of backgrounstudy, the importance of study, problem
statement, aim and objectives, the limitation and saagecontribution of study.

Chapter 2 is about the Literature Revidiwis conducted orfall risk
factors, current fall isk predictors dimensionally reduction techniques and
clustering techniques.

Chapter 3describesthe Methodologyin this study. Theproposed
clustering algorithm is explained frommtial phase to final phase. The methods
applied indata preprocessingfeature selection, feature extraction, clustering
and characteristic interpretati@mne illustratedThe Gantt chart and milestone
arealsoincluded. Theproblens encountered and solutisare discussed at the
end of this chapter.

Chapter 4 includese results and discussiorhe resultshat generated
from each phasare described follow by discussiofables and figures are
providedto illustrate the findings.

Chapter 5 discusseséd conclusion and recommendations for future

works.



CHAPTER 2

LITERA TURE REVIEW

2.1 Introduction
In this chapter, literature review that covering falls in older people and clustering
techniques will be conducted. All relevant theories, statements and gaps in
existing researchreidentified through this. In order to ensure ihformation
obtained areup to date, only relevant studies in recent twenty years were
included.

This chapter can be generally divided into two parts. The first part was
discussing about fall risk factor in older peoajor fall risk factordollowed
by assessment toolsere identified from existing researchéesides that,
current fall risk assessments that widely used in hospital were illustrated. The
second part was focus afimensional reduction and clustering techniques
Different methods thaare useful in dimensioality reduction were reviewed.
After this, various clustering approaches as wellchsstering validation
methodswere also explored.

2.2 Risk Factor

Fall risk factor is condition or characteristic that increase the likelihood of fall
Absolutely, there arearious factors that cause older people to lfatlan further
classify into intrinsic or extrinsic factors. Intrinsic factors include individual
characteristics such as demographic, fall history and health status. On the other
hard, extrinsic factors ref environmental factors which cause slipping or loss

of balance. In general, fall may occur as the result of independent or complex
interaction among fall risk factors. It can be confirmed that fall riskgrudhter

with the increasenumber of risk factes. However, the correlations between
each risk factor and falt different. Therefore, it is necessary to identify the

relationship between each risk factor and fall in older people.



2.2.1 Gait and Balance
Gai t 1 s a pewalkingwlieseasindaras anreven distribution of
body weight. In this case, gait and balance disorders are identified as major fall
risk factor in older people, lead to serious injuries and even mortality.

Normal walking among human are achievedtwy legs that provide
both support and balance. Gait cycle is used to describe the unique and
repeatable motion that used for gait analysis. It can be illustrated from two major
phases which are stance phase and swing phase. Stance phase start from heel
strike then pass througdist of motions and end with terminal swing in swing
phase(Lakany, 2008) The maement in each of the leg and body are varying
in different phases. It is important to ensure continual interchange between each
phase because it enables balance while walking. If there is disorder in any
segment of body or altemting of muscle actiont imay cause abnormal gait
pattern and loss of balance. Thus, fall happen as consequence.

2.2.1.1 Current Researches Findings
Severalstudies had proved that gait and balance disorder were significant risk
factor for fall in older cohorflo illustrate thisRubenstein and Josephson (2006)
provided the important insiglhat the risk for fall was nearly threefold increase
for older people who had gait and balance impairments. Although the study has
examined among multiple risk factors, gait and balance deficit still contributes
higher relative 8k ratio compared to a#ins. It shown that this risk factor able
to predict possibility of future fall with more consistency and precise. To support
such statement;anz DA, Bao Y and Sheke PG (2007)also reported that
presence of gait or balance abnormalities increased risk of fall (1.4 cal@®.6
ratio (OR) range) after conducted fifteen studies with relevant information.
Besides that, ten out of fifteen stesl have reported sistically significant
results on this. All these evidences are indicating that gait and balance is an
acknowledgement risk factor. Therefore, evaluation on this risk factor is
essential step to identify fall risk.

There are twotsdies have analysetid diseases that associated with
gait and balance disorder (Duxbury, 2000; Salzman, 2@ud3}bury (2000)
reported that thlinkage of gait disorders with either diseases in musculoskeletal,

cardiovascular and nervous system. In like marBezman (2011l)sted down



various medical conditions associated in a table. It is noteworthy that
musculoskeletal, cardiovascular and neurological disorders are included in both
studies. This indicates the gait disturbandi&ihood caused bgombinations

of one or more diseases under these three categories. Pain, imbalance, restricted
range of motion and poor posture may be induced by these diseases to gait and
balance.

As supportive studyChaiwanichsiri, Janchai and Tantisiriwat (2009)
reported that foot painQR = 2.5) and kne osteoatiritis (OR = 3.2) in foot
musculoskeletal disorder were identified as fall risk factors. However, foot pain
is found that has only little effect on gait in this study. This may be limited to
differences in population in the settings. MoreovBmaki et al. (2005)
concluded that women who had osteoporosis with hyperkyphosis resulted in
slower gait and poorer balance will increased the risk of fall.

In summary, gait and balance is the major fall risk factor and it related
to several diseases. Howeuie effect of some diseases on gait can be obvious
while some are hard to identify and often discovered only after fall. Therefore,
early detection on disease that cause gait and balance disorder is crucial for fall

prevention.

2.2.1.2 Assessment Tools
The simpéstway to identify the abnormal gait is through clinical evaluation for
common patterns of abnormality. Two studies have listed common gait disorder
patterns, associated characteristics and possible causes for each type of gait
(Duxbury, 2000; Salzman, 2@). This assessment method does not involve
complicate setup, but it required understanding mechanisms of each gait
patterns and such characteristics may varies from person to person. In this case,
development and use of tools for gait disorder assesstaamqrovide more
reliable results.

Among of screening tools, Timed O6Up
It measures total time taken (second) to rise from chair, walked three meters
with usual gait speed, turned around, back to chair and stofCtitnes based
on category of testers are used to evaluate functional mobility. Another common
tool is Activitiesspecific Balance Confidence (ABC). ABC is 16 items scale

which testers rate their own confidence interval when performing daily living
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activities This rating scale ranges from zero (no confidence) to hundred
(complete confidence) and overall score is obtained from average score of all
sixteen items. Functionetach (FR) is measure of distance for maximal forward
reach exceed aedBEseofdumortgraintainmg. A threshaldx
distance is defined, and the tester will be predicted has low balance if cannot
exceed it. Other tests as Dynamic Gait Index (DGI) appeared low sensitivity to
risk indication and thus not be review@tirisley et al., 2003)

Several studies have proved TUG as a reliable measure to identify
between fallers andom-fallers (ShumwaCook et al., 2000L.in et al., 2004;
Alexandre et al., 20125humwayCook et al. (2000) reported that 13.5 second
as thresbld value had prediction rate of 90 % of faller classifying. This
threshold value is not consistent with Alexandre et.al (2012), who found that
predictive value of 12.47 second. Due to time of published, the latter result is
more persuasive. However, thigeshold value is likely to vary in different age
group because the gait speed decrease with advanced age. Instead of support
TUG as valid toolLindsay, James and Kippen (20&4ated TUG was poor in
assessing fall riskut it may not that relialel becausethe dataonly collected
from medical records df60 patierd (mean age = §1Another study reports on
accuracy of TUG rely on individual s abil
time (Large et al., 2006)Also, Schoene et al. (2018pncluded that TUG was
more useful in frailty group instead of examined healthy old population.
Nevertheless, TUG ditthe popular assessment tool in gait and balance.

There are two studies have reported that ABC scores related to fall
(Hatch et al, 2003; Huang and Wangébés, 200
al. (2004) showed the ABC scale had no ability to ifermqieople who had
falling history. After systematic reviewgtasny et al. (201Xpncluded that there
were insufficient researches and evidences to prove ABC scale can predicted
falls. Apat from that, the AB& which consists of 6 chosen activities in ABC
only indicates stronger relationship to falls and useful in assessment of fear of
falling (Peretz et al., 2006; Schepens, Goldberg and Wallace,.2010)

Johnsson, Henriksson and Hirschfeld (20f@@ind that FR is weak in
stability measure as it may influenced by movement of trunk during testing. In
contrast, one study found that FR has high reliability in balance measurement

(Lin et al., 2004)Overall, FR still valid as a singbalance assessment.
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2.2.2 Muscle Strength

Skeletal muscles assist in body support and movement through muscle
contraction and relaxation. Muscle strength determines the amount of force that
used to maintain balance. Weak muscle strength can cause imhaiidoocky

due to insufficient force support. As muscle strength and mass reduced with age,
the gait and functional performance are also be affected. Thus, muscle strength

is evaluated amajorrisk factor for falls in older people.

2.2.2.1 Current Researches Findngs

Many studies have reported muscle weakness is associated with fall in older
adults. To illustrate thisDing and Yang (20163uggested older people with
knee muscle strength around 1.05 to 1.10 Rgnwere susceptible to high fall

risk. Muscle weakness especially lower knee joint muscle can lead 1o slip
related fall. Theodd ratio (ORpetween lower extremity weakness and fall risk
reportedrom 1.2(Tromp et al., 2001fp 4.4(Rubenstein and Josephson, 2006)
Besides thatMoreland et al. (2004also indicated loweextremity weakness

was significant fall risk factor after constructed ratelysis in thirteen studies.

During walking, the most activatedu s cl e group t hat
anteroposterior equilibrium is plantar flexors. Other than that, knee extenso
provide stability by support the weight of body. Hence, reduction in plantar
flexor and knee extensor strength are correlate with falls er pkebple Borges
et al.,, 2017) Other than that, i muscle strength can significantly disrupt
comfort and balance of body movembheAccording toNeumann (201Q)hip
extensor muscle produced torque when body accelerated upward andaiforwar
Reduced of hip extensor muscle may causes difficulty to climb step. Moreover,
Rogers and Mille (2003proposed that the sideways postural balance may
impacted by interlimb hip abdumtadductor. Therefore, the strength of hip
extensor, abductor and adductor is related to Kédir€elli et al., 2014)

Horlings et al. (2008)pound that eight stues reported increased falling
risk with reduced muscle strength. The muscle strength measure not only from
lower limb but included upper limbMoreland et al. (2004plso reported
combined odd ratio for upper extremity weakness to fall was 1.53, which
consider significat correlation. There may some conflicts that whether hand

grip strength is consider as efficient measure faiscte weakness with its

contr



11

relationship to fall. To clarify this, rapid arm movement and grasping are
effective defence against sudden {&8hteni et al., 2004Allum et al., 2002)
Hence, weak muscle strength on upper limb can increase the fall risk. In another

way, hand grip strength may refleatestgth of lower limb thus related to fall.

2.2.2.2 Assessment Tools

There are many tools used to measure musclegstreBirect measures are
straightforward which directly test the manual muscle strength while indirect
measures examine through functional pen@ance such as ability to get up from
chair. These two measures cannot compare directly with each other but one
suggests the use of direct measure instead of indieclings et al., 2008)

Among direct measures, hand grip strength (HGS) measuresniat i
simplest method by using digital dynamometer. Testers are requested to grip
and squeeze the dynamometerhard as possible for 3 seconds. After three
trials for each hand, the score with highest value will be recorded. As stated in
Akbar and Setiati (2018}the standard threshold of HGS for male was 26 kg,
while female was 18 kg. This standard is slightly different based on nation and
age groups. @sters will be classified as low muscle strength if record lower than
specified standard threshold. However, $€&sts can be influenced by body
size soMaranhao Neto et a{2017)suggested allometric normalization of HGS
with body height can provided more reliable result. This idea is accepted by
Sevene et al. (201wWith D. Belka and DeBeliso (2019n fact, HGS is proved
highly correlate with functional mobility in many stud{@jnappels et al., 2008;
Wang et al., 2016; Akbar and Setiati, 20IB)ereforejt is a valid assessment
tool to examine muscle strength and identify faller from-fedier.

Sit to stand $TS) is one of indirect measures. Testers are requested to
stand from chair. The measurements are time taken per repetition or number of
repetitons completed within 10 or 30 second. Performance on this will
determines lower limb strength. This measurgnsved that had moderate
association@R = 1.2) with falls(Tromp et al., 2001) The alternative view is
that STS result affected by balance and other multiple factors instead of
represent lowe limb strength only(Lord et al., 2002) Therefore, it may

effective in fall risk assssment but not for muscle strength.
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2.2.3 Cardiovascular Disorder

Cardiovascular refers circulatory system whidngsts of heart and blood

vessels. Its primary function is carrying oxygen and nutrient from heart to whole

body. Disorder in cardiovascular miagad to insufficient supply of oxygen, loss

of consciousness and then fall. Among of cardiovascular disopterglence

of fall risk increases with orthostatic hypotension. Orthostatic hypotension (OH)

refers significant blood pressure reduction witBiminutes of standing which

systolic blood pressure decreases O 20 mr
mmHg (Schatz et al., 1996) ow blood pressure causes slow transportation of

oxygen to bodyparts especially brain which will easily lead to syncope and

subsequent fall.

2.2.3.1 Current Researches Findings

Shaw and Claydon (2014ad expressed the relationship between falls and OH
in flow chart.It also concludes that OH is associated with falls in older people.
This is supported by several studies which reportratid (OR) of 1.7 to 2.5
(Heitterachi et al., 2002; Van Der Velde et al., 200fcyontrastTromp et al.
(2001) reported that OH was not associated with fall. This may because it is
general study for all potential risk factors but not specifically for OH. Besides
direct mechanismwhich is reduced blood pressure, OHh @ssociated with

falls through impairments. To demonstrate this, diabetes older people without
OH has better balance compare with those with (Gbirdeiro et al., 2009)
Hohler et al. (2012also reportedtht Par ki nsonds patient wit
level of disability. In summary, OH represents an intrinsic fall risk factor.

Apart from OH, hypertension is also onecafdiovasculadisorders. It
happensvhen di ast ol ic bl ood pressoadepOed9dumeHQG
140 mmHg and the duration exceed two occasions. Hypertension can increase
the risk of OH and cause fatkangavati et al. (201I¢ported that older people
with uncontrolled hypertension had highest possibility of OH and graaker
of fall (hazard ratio = 2.5).

Moreover, cardiovascular drugs can have eftestards fall. Although
there are insufficient data to show the ways that cardiovascular drugs cause fall,
one studies reported that withdrawal of cardiovascular dragssignificantly

decrease fal(Van Der Velde et al., 2007afommon cardiovascular drugs
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include diuretics, bethlockers, digitalis and statinBe Vries et al. (2018)ad
analysed sixteen drug class among 131 articles. According to study, medication
of loop duretics (OR= 1.36) and digitalis (OR 1.60) may increase fall risk.

2.2.3.2 Assessment Tools

Commonly, manual sphygmomanometer is used as blood pressure measuring
tool, butit can onlyprovideinstant result per measurement. The precise timing

is required to apture the transient alternative blood pressure. In this case, beat
to-beat monitoring of blood pressure carovide more frequent and precise
result. Hemodynamic systesuch as Finapres system and Task Fdvbenitor

are used to estimate beatbeat finger blood pressurévVan Der Velde et
al.,2007b) However blood pressure selection iagerpretationresult between
lowest single beat or avemagver period was still inconsistent in studies.

Assessment in OH is done with blood pressure recording from two
different body positions. It can furthée classified into active and passive
testing. Active testmvolve muscles contraction when charajgositions while
passivegests do not. Active standing test (AST) involved lytngstanding
procedure which participants need five to ten minutes of rest at qupsite®n
and then stand upright. Measurement is conducted to check whether blood
pressue decreassignificant within three minutes accordingdefinition of OH.

On the other hand, standardised tilt table is used in passiveupeit test
(HUTT). Tesers still follow procedures as AST but raised upright at 60° to 80°
of headup tilt instead of active standing.

AST and HUTT have been used in many studies (Tromp et al, 2001;
Weiss et al., 2002; Gangavati et al., 2011). Themisagreement regarding
which assessment tool is more suitable as standard. Accordhyglite, Soysal
and Isik (2017) HUTT had higher sensitivity and specificity than AST. In
contrast, several studies indicates the limitation of HUHi&itterachi et al.
(2002) proposed that positioning finger on chest which above heart level in
HUTT could affected thaccuracyTan and Kenny (200@&)Iso stated that more
exaggerated response produced in Hwhich lead to misinterpreted. Besides
that, there are several variability indices tbamputed from AST result can
increase accuracy of fall predictig@oh et al., 2016)In overall, AST which

notrequiredtilt table is more accurately to measure OH ocaurgal life.
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224 Cognitive Impairment

Cognitive impairment describes condition when persaces difficulty in

concentrating, memorising and making decisions. Cognitive impairment is very
common in older people which di&dereent i a, Al
are some signs of cognitive impairment such as loss of memory, fail of

recogniton and vision problems. All these can affect the sensory and motor

systems of human. As the result, people with cognitive impairment are difficult

to regulate their ggibalance and response with environment changes. In other

words, fall risk will begreateiin this group.

2.2.4.1 Current Researches Findings
Cognitive impairment is known as fall risk factor in many stud&&sri and
Beretta, 2004; Rubenstein and Josephson, 20@8¥allo et al. (2009¢portel
that the risk of fall for patients with cognitive impairment were higher. After
conducted metanalysis for twentysix studies,Muir, Gopaul and Montero
Odassd2012)estimated th®©R for cognitive impairment to any fall was 1.32
and seous injury fall was 2.33 among communrityvelling older people. All
these had shown association of increase fall risk with cognitive impairment.

Cognitive impairmentan be classified to diseaspecific diagnosis or
specific cognitive domain. Mildagnitive impairment (MCI) and dementia are
inside category of diseaspecific diagnosis. MCl is earliest sign of dementia
which describes the state of cognitive functigniower than ordinar{Feldman
and Jacova, 2005t can causes gait dysfunction in older pedplerghese et
al., 2008) Impaired gait has greater incidence of fall. This is supported by
Delbaere et al. (20120t suggested the risk of multiple fall was twice in people
associateavith MCI compare to those without MCI. Apart from that, dementia
is proved an indepelent risk factor for fallingDoorn et al, 2003) Dementia
is described as severe or persistent disorder characterizedlinedn memory
and thinking skill. In fact, dementia are associated with other risk factors include
impaired vision and motor impairmeftiarlein et al., 2009)Different types of
dementia can have different fall risk pattern. However, currentnasesastill
unable to provide adequate findings on this.

Executive function (EF) disorder is one example of cognitive

impairment in specific cognitive domainhis disorder leads problems such as
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hard to concentrate and unable control self behavior. As stated by Herman et al.
(2010) healthy older paple with poorer EF had higher risk of fall.

2.2.4.2 Assessment Tools

There are several cognitive screening tools available. Although these tools are
not diagnostic, it can still provide useful analysis in detection of cognitive
change and possible underlyingmntia.SidatGidan (2013)provided god
summary of various types of assessment tools with explanation.

Montreal Cognitive Assessment (MoCA) is primary examining short
term memory, executive function and concentration. Ppaints required to
complete the test within ten minutes. Theltotark for this assessment is thirty
points and a score of equal or less than twéime/ point is considered
subnormal. MoCA has excellent sensitivity to identify mild cognitive
impairment ad its short assessment duration useful in busy clinical setting
(Nasreddine et al., 2005; Harkness et al., 2011)

Mini-Mental State Exam (MMSE) is generally applied assessment t
examine attention, language and stiertn memory. The maximurscore is
thirty marks and less than twerfiye marks is impairment suspected. It is
different from MoCA as it takes 15 minutes to complete and executive function
is excluded. Its primary asss s me n t includes early dement
disease. MMSE Isahigh specificity but not very sensitifiearner, 2012)

Many studies have compared the performance of MoCA and MMSE.
According toDong et & (2010)was that MoCA had higher sensitivity than
MMSE in vascular cognitive impairment detection after acute stroke. A similar
view is held byGluhm et al. (2013)This study foud that MoCA is better
cognitive impairment predictor than MMSE. lIts finding also indicates that the
mean MoCA score is lower than MMSE. This shows that MoCA is more
challenging so it can distinguish cognitive impagmhmore accurately. On the
other handMMSE is less capable to determine complex cognitive impairment.

Apart from MoCA and MMSE, there are also Memory Impairment
Screen (MIS), Clock Drawing Test and Mi@og Test used for assessment tool.
Each of thecognitive screening tools has its strimm specific clinical setting.
However, one with high sensitivity and specificity should be chosen as ideal

assessment tool. In this case, MoCA was highly prefered.
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2.2.5 Demographic

Demographics describe the popuwatibased on factors. In this case, age a
gender are identified asajorfall risk factors. It has no direct relationship with
fall. However, different groups of age and gender tend to have different

intervention with each risk factor and contribute th fa

2.2.5.1 Current Researches Findings

Many studies show fatal fall rates increase with age and gender. Age of 65 years
old above has higher fall risk (World Health Organization, 2018). One study
shows thatOR for fall is increasing with age in both mamd women(Gale,
Cooper and Aihie Sayer, 2016Jowever, among the fallers, womere anore
significant associated with fgltevens and Sogolow, 2009is is supported

by Stevens et al. (2012)

Verghese et al. (2006pund that high incidence of abnormal gait
increased with age. Normal human tends to walk slower when getting older.
This may because of lesser energy and body strength dugdgital factors.
Besides that, a low spd may help to maximise balance and stability (Duxbury,
2000). Apart from that, increased stance width, period of double support phase
and change of bent posture are characteristics of gait that may varied with agin
(Salzman, 2011). Therefore, both spesmull stability decrease when age
increasgSchrager et al., 2008{owever, there are still inadequate of accepted
standards that clearly deéira normal gait pattern in older peopléerefore, it
is quite challenging to identify abnormal gait pattern in different age groups.
According toVerghese et al. (2006)vomen had higher incidence of non
neurological gait abnormal compared to men. This may due to foot problems or
medical risk factors. To support this, foot degeneration is more severe for
women(Chaiwanichsiri, Janchai and Tantisiriwat, 2009¢nce, women tend
to have slow walking speed and weaker balance.

Many studies hae set age as inclusion criteria wherammne the
relationship between muscle strength and fdteland et al., 2004; Borges et
al., 2017) This shows that age is a factor that interferes with muscle strength in
indirect way. To support thigkeller and Engelhardt (201®yoved that aging
process had caused reduction of nisnass and muscle strength. This may

due toreduced number of muscle fibre and its size. More@dknn et al. (2002)
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proposed that balancemecting muscle responses were altered aigk so

older people are unable reacted immediately when sudden fall happened. Apart
from that, the pattern of deficit in lower extremity strength is different for gender.
Sieri and Beretta (2004roposed that male faller had deficit in ankle plantar
flexion strength while female falldrad lower knee extension strength. These
differences in muscle strength can contribute to different risk for fall.

Orthostatic hypotension (OH) is also influenced by age: (20(8) had
proved that prevalence of OH increased with age. This may because the aging
causes physiological changes which | ead
homeostatic mechanism, baroreflex helps to maintdaod pressure level
through heart rate comtt When blood pressure is decreasing, baroreflex will
come out with a feedback loop so the heart rate will be faster to restore it back.
In other words, blood pressure level will not fluctuate significanthaibreflex
is effective functioning. Furtheroor e, compl i ance descri bes bl
capacity to actively expand and contract with changes in pressure. When such
mechanism is not working properly, OH can easily happen. To illustrate this,
older peopt associated with reduced ludroreflex respnsiveness and cardiac
compliance have higher risk for Q8hibao et al., 2007By the way, there are
insufficient studies to shothe OH prevalence with different gender.

With aging, brain processing speed and sensory perception are
decreasing. Cognitive abilities also will decline as degenerate in brain structure
(Murman, 2015)Besides that, brain damaged or degenerative dementlas wit
age can lead to cognitive impairment. THiere, risk for cognitive impairment
is associated with agéeldman and Jacova, @®). In order to prove this, major
study amples with cognitive impairment report a mean age above seventy years
old (Muir, Gopaul and Montero Odasso, 2012 addition, reduction in
executive function is also assaeid with age. Such deficits can impair the
ahlity of an older adult to compensate for agdated gait and balance changes
(Herman et al., 2010)However, there aresufficient studies to show the

cognitive impairment prevalence with different gender.

2.2.5.2 Assessment Tools
In thissection, questionnaire is implemented assssent tool to record down

the age and gender.
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2.2.6 Other Risk Factors

Instead of themajor fall risk factors that had mentioned, there are also other
minor factors that determine fall risk in older people. Impartant to explore
the effect of each towasdhe fall risk. The factors included falling history, fear

of falling, medication, visual impairment and obesity.

2.2.6.1 Current Researches Findings
Falling history is the major factor for recurrent fall. Individuaigh history of
falls are threefold increadeisk for falling againRubenstein and Josephson,
2006) It similar view, Dhargave and Sendhilkumar (201@)entified falling
history had strong association with falling. Recurrent fall can be caused by same
underlying fall factor as previous or associated with new fall risk factors.
Therefore, it is important to ask whetheripat have fallen before, the number
of fallsand its causes. Although falling history cannot directly linked to first fall,
it can be useful information when screening for risk of future fall.

Fear of falling describes the psychological fear that ¢tetabalance
and functional performances. [&equent falls can happen indirectly through
fear of falling. According taJung (2008) there were many modifiadlrisk
factors related to fear of falling. History of fall is one of the modifiable risk
factors. Individuals who have previous falls are more easily feel anxiety and
depression associated with fear of fallingenkinger et al. (2015plso
concluded that walking ability and mobility disability were associated with fear
of falling. However, there is lack of robust evidence shows fear of falling will
cause falls as isolation factor. It is commhotogether with other fall risk factors.

Major medication can influence the central nervous system and increase
the fall risk.Van Vost Moncada and Mire (201p)oposed a table that listed
common medication that associated with falls. These drugs are called fall risk
increasing drug (FRID). Polypharma which consume high number of
different drigs will cause higher risk for fajPfortmueller et al., 2014Yhis is
because of different side effeetsdinteractions between these drugs. However,
the side effecof medication for each individual is negentical.

Visual impairment also leads to increment of fall riBubenstein and
Josephson, 20065timuli from visual and vestibular system can affect the

balance of body. Therefore, individuals that have visual impairment may have
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lower sense of direction and muscle response. The relative risk for falls will be
higher if visual impairment paired with other semy impairmen{Dhital, Pey
and Stanford, 2010pespitethat, it still needs some researches to exphoore
in this area.

Obesity can increadehe fall risk in older adult$dimes and Reynolds
(2012) indicatedthat weight is linear proportional to fall risk. In other words,
greater risk of falling for those individuals of obesity. As body weight rises, the
balance control mechanism becomes less prone to controlling body sway

oscillations. Theredre, there will le greater balance instabilifiiue et al., 2007)

2.2.6.2 Assessment Tools

Questionnaire is used to record down of falling history. Number of faikgq,
factors assciated with previous falling, injuries caused and difficulty after
previous fallen should answered in deaitnold and Faulkner, 2007Besides

that, questionnaire should be conducted to record the medication review for
types and total numbers of medication used.

Fear of fdingcan beassesed by single question AAI
falling?0 or [Derkihgeretfaf., i2@l8FalyEffiGcyState
consists of ten questions which total hundred marks to examine the level of fear
of falling. However, the questions only evaluate indoorvdis but not
included outside activities. Therefore, Activities Specific Balance Confidence
Scale which has more specific questions is more preféited), 2008)

There are some studies have used Snellen eye chart as assessment of
visual impairmen{Van Helden et al., 2007; Herman et al., 20B3rticipants
are requested to stand three meters away from eye chart and read. The
participat is considering visual impairment if visual acuity is less than 0.40.

Body mass index (BMI) is a commdnol that assess obesity. It is
gener at ed by participant s wei ght and h
Participant will classified as obesity @ BMI is more than thirtyCho et al.
(2018)suggested that central obegi§/O) was accurate way tosess obesity
with fall. It is assessed by using waist circumference. Participant will be
classified as CO if waist circumference is more than 88 cm for women or more
than 102 cm for men. Combined both BMI and CO measurementroeaial¢
more accurate resudtbmpared with BMI alone.



20

2.3 Current Fall Risk Predictors

Fal I ri sk predictors are tools wused
includes relevant risk factors in a structured format. By answering the questions,
patient @an be identified whether Heas high possibility to fall or not. This is
quick and coseffective method to facilitate busy hospital and clinical setting.

Hendrich Il Fall Risk Model (HFRM 11) is a common standard to predict
fall risk. The latest versn is developed in year 2@. HFRM Il provides quick
assessment on eight identified risk factors. It included confusion, depression,
alter elimination, dizziness, gender, administration of antiepileptics and ability
to rise in single movement. Each facteitl be assigned specifiscore after
evaluated by nurses. Individual who accumulates five point or above out of total
sixteen points is determined as high fall risk. HFRM Il can provides 74.9 %
sensitivity and 73.9 % specificity of predictive res{Hendrich, Bender and
Nyhuis, 2003) This proves that HFRM Il is a validate tool to examine fall.

Morse Fall Scale (MFS) is also a tool to measure likelihood of falling.
Six risk factors which inaded history of falling, git, mental status, heparin
lock, use of ambulatory aid and secondary diagnosis will be examined. Each
factor will be assigned specific scores after evaluation. If the participant scores
more or equal than fortfrve points, hisfall risk level is high. Acording to
Morse, Morse and Tylko (1989YIFS had 78 % sensitivity and 83 % specificity.

St. Thomas Risk Assessment Tool (STRATIFY) is used to identify
clinical characteristics and falling risk of older peopldiver et al. (1997)
reported that STRATIFY can predict fall risk at 93 % of sensitivity and 88 % of
specificity for investigation in local cohort. It has five variables for assessment
which are falling histgr, mental status, toiletinfyjequency, visual impairment
and mobility. Participants need to answer yes or no to each question. One mark
will be assigned if the answer is yes and vice versa. Five questions contribute
five marks in total. A score of abovedwvill considered high failhg risk.

After conducted metanalysis among fourteen related studfggnda
Gallardo et al. (2013)ad summarised the diagnostic odd ratios and likelihood
ratio which represent the global performance ratio of each assessment tool. In
comparison, STRATIFY has the beperformance in assessingllfaisk.
However,the included fall risk factors also not exactly same in all predictors.

Thus, theperformance can changes dependype of predictorand population.

t
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2.4 Dimensionality Reduction

In machine learning, dimensionglits defined as the quantiof features inside

input dataset. To deliver a reliable analysis, the amount of data that required for

learning algorithm will increase if dimensionality is higher. In other words,

more data are needed if number of featuréager. However, some algthims

are difficult to train an effective model in problem with huge features number

but small sample size because it prone to overfifitiga and Gillies, 2015)

To overcome this, dimensionality reduction included feature selection and

feature extraction are proposed to preserve only significant features.
Dimersionality reduction is impoant technique in many automation

applications especially medical fie{halid, Khalil and Msreen, 2014)To

illustrate this, test results after various diagnoses can act as different type of

features to assess the fall risk of patient. However, the analysis may not that

meaningful because some irrelevant features are associated withimgeckest.

Therefore, featueselection and extraction are essential in this case. It can be

used in isolated or combination to reduce dimension of feature sets and improve

performance for subsequent processing stégetoda and Liu, 2002)

2.4.1 Feature Selection

Feature selection is useftd reduce size of search space by selecting subset
from existing features. A brute force feature selection is assessing all possible
relationship of underlying features by experience and expertise. However, this
is not a relial# way to assess large dahso it usually done by automatic
feature selectio(Krakovska et al., 2019According toCheng, Wei and Tseng
(2006) feature selection algorithm was able to remove irrelevant attributes in
medical data. Different from feature extraction, no features are created after
featue selection. This does not make the interpretation of features complicated
for human comprehension. Therefore, feature selection is more widely used to

analyse medical data due to this advan{&genant and Rao, 2013)

2.4.1.1 Filter Type Feature Selection
Filter model selects features kbdson information content whichiainterclass
distance or statistical dependence. Different from wrapper, it does not involves

learning techniques. Most filter type feature selection techniques include
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feature ranking which determined by crasdidation(Santos, Datia and Pato,
2014) In univariate method, every feature is evaluated separately. Apart from
that, multivariate method assesses the relationships among features.
IndependentT-test feature edection is a general used method. It
computes the statistical information and examine which group are statistically
different from each other. To illustrate this, features with maximum-grtasp
mean value and minimaltir@-group variability will be se@hed and use(Hira
and Gillies, 2015)CorrelationBasedFeature Selection (CFS) is alanother
common method to search feature subset corresponding to the degree of
connectivity between the features. It finds the features that strongly correlated
to class but uncorrelated to each other. CFS is proven asiwffeelection

method to boost rning algorithm efficiencyChormunge ad Jena, 2018)

2.4.1.2 Wrapper Type Feature Selection

Wrapper method involved training and testing phases to evaluate which feature
is meaningful. The wrapper approaches are good with precision because it
chooses the best features but come with price of comnmah complexity.
Sequential seah is a heuristic based algorithm that find the features with the
highest classification accuracy when every new function is added. This search
is terminated when a new inserted feature does not improving selected feature
criterion (Dy and Brodley, 2004)Besides that, genetic algorithm (GA) is a
randomized approach which find the smaller set of features thtbagises of
evolutionary biologytechnique. However, the generation and population size of

GA must be quite large to obtain an effective result.

2.4.1.3 Embedded Type Feature Selection

Embedded method is efficient because it integrates selection of featuees as p
of the training process and is typically unique to the learning algorithms
provided. Random forest is set of classifiers which use different samples of the
original data to costruct a variety of decision trees aimnpute the importance

of each featwer (Hira and Gillies, 2015)The feature of lowest importance may

be excludedout Another method is Least Absolute Shrinkage and Selection
Operator (LASSO) which builds a linearonel that sets multiple feature

coefficients to zero and the naero ones islassified as chosen features.



23

2.4.2 Feature Extraction

Feature extraction is general method that developing a transformation from
original features to a smaller set features whilesprves most of relevant
information at the same timM€humerin and Van Hulle, 2006Ynlike feature
selection feature extraction produces new features through me(giing and
Gillies, 2015) As medcal data sets commonly small and high dimensionality,
Li, Liu and Hu (2011)suggested feature extraction can improved analytical
efficiency after extracted the optimal subset. In similar vi€van et al. (2014)

had proposed a framework for faee extraction which useful in risk prediction.

2.4.2.1 Linear Feature Extraction

According to Hira and Gillies (2015) data vhich transformed to lower
dimensional space through linear mapping was represented as linear feature
extraction.Principal Component Analysis (PCA) is the most vikelbwn linear
algorithm. It is proven as effective dimensionality reduction in medicals#sa
(Pol at and Gg¢.PEAaims Boaétett; the ZAdr@aBion between
variablesand convert those data which have correlated features into linearly
uncorrel@ed. Covariance matrix or correlation matrix are used to compute the
covariance or correlation between two features. Based on-eegamposition,

the eigenvector and eigenvaluecovariance matrix can determine new feature
space directions and its magme. Most of the information about data set
distribution are carried by the eigenvectors with highest eigenvalues. Besides
that, eigenvalues can used to calculate the variancehwdetermine total
features number along the new feature axes. In other w&@# uses
covariance measure for redundancy minimisation and variance measure for
information maximizatior{Khalid, Khalil and Nasreen, 2014)

Linear Discriminant Analysis (LDA) is used widely in dimension
reduction which involving higldimensional data. Its working principle is
subspaceedection with maximum discriminant power. LDA maps the data onto
a lowerdimensional vector space in such a way that the ratio of the distance
between the class and the distance within the class is maximized and thus
maximizes discrimination. In past twgnyears, LDA was developed and
applied as prgprocessing stee La Torre and Kanade (20063d expressed
LDA in matrix factorization which more convenign understand. As LDA has
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similar properties with Kmeans clusterind)ing and Li (2007 proposed LDA

used as subspace selection beformdans. This study showsghi clustering
accuracy with this approach. However, LDA has singularity problem that affect
the its performance in certain applications. To solve this, an intermediate stage
by usng PCA before LDA can be used. Besides that-dioensional LDA is
proposedo overcome limitation in classical LDA and thus improve efficiency
(Ye, Janardan and Li, 2005)

2.4.2.2 Non-Linear Feature Extraction

In real life, there may have ndimear relationship exits in linking variables.
These nodinear dependencies can rrase the difficulty in correct
dimensionality reduction as many linear methods can fail to adequate identify
them(Krakovska et al., 2019)

In this case, the use of kernel function provides a powerful and
principled way of detecting nelinear relatims(T. SenthilSelvi and R. Parinal
2018) It is usually combined with linear algorithm. For example, Kernel
Principal Component Analysis (KPCA) maps the data into a high dimensional
feature space by using namdiar mapping first then apply PCA to extract the
optimal feature subspagki, Liu and Hu, 2011)Jade et al. (2003)roved that
good performance of KPCA as features extraction and denoising method.

In fact, t-Distributed Stochastic Neighbor Embedding{E)is alsoa
popular methodhat used to map high dimensiondta to only two or three
dimensionslit achievedthe better visualization result compare to other-non
parametric visualizatiomethodgVVan Der Maaten and Hinton, 2008)

Moreover, nodinearfeature extraction can be accomplished by neural
network approach. The basic idea is using feedforward neetabrks along
with single hidden layer as newly extracted feai(Metoda and Liu, 2002)

This neural network is initiated by one hidden unit angbiieslictive accuracy

is estimated. Then, the network is enhanced by adding additional units until it
fully connected. At this stage, irrelevant or redundant network will be removed.
In short, this approach is designed to find minimum number of hiddenthatits
contains most of the information. The hidden units represent features extracted
from original data setAutoencoders and Self Organizing Map (SOM) are
examples of thigHira and Gillies, 2015)
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2.5 Clustering Techniques

Data clustering defined as unsupervised classification which partition objects
into different groups without class labels.€Tprimary objective of clustering is

to explore series of underlying patterns from natural grouping whidhldee
anomalies detectiofOyelade et al., 2019An efficient clustering should have

the mximum similarity for intracluster while minimum for intecluster. In
recent years, clustering is adoptednaachine learning technique to identify
patterns of various diseases and develop risk predictive model for patients
(Alvarez et al., 2019)Although there a numerous studies available for
comparson of different clustering techniques, but it still lacks of empirical
result to decide which clustering@roaches can obtain the most reliable and
accurate results (Saxena et al., 20R@driguez et al., 2019 his is because
different approaches alve its own strength in specific input dagend
applications. Thenajor types ofclustering techniques that were summarised in

Figure 2.1.

K-means Clustering
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Figure 2.1: Types of Clustering Techniques.
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2.5.1 Partitional Clustering

Partition clusteang is widely used technique due to its usability and easiness of
execution. Its working principle is decomposing objects of a dataset into
different clusters based on predefined objective function and improve iteratively

for partition efficiency until pesible optimisation mad&axena et al., 2017)

2.5.1.1 K-means Clustering

K-means clustering is popular algorithm among partitiongbr@grhes
(Valarmathy and Krishnaveni, 2019)his clustering algorithm requires defined
number of cluster (k) and centroid for each cluster. According distance to
centroid, each data poins initially associated wit nearest cluster. New
centroid is computed based on associated data point and classification process
repeated until convergence criterion happen in new iteration. In faoeadfs
clustering applies the objective function ofnSisquared Error (SSE) which
measure of variation within a cluster. The SSE is decrease with each iteration
so that grouping can identified more correctly.

K-means clustering is simple and efficient method used in medical
diagnosig(Nithya, Duraiswamy and Gomathy, 2013)ccording toEscudero,
Zajicek and Ifeachor (2011)K-means clustering was applied toteigrate
information from dierse variables into relevant disease pattern. To illustrate
this, Guo et al. (2017)divided participants into specific groups based on
diagnostic features and identified underlying risk factors withéans analysis.

The perbrmance of Kmeans clustermpis affected by initial centroids
chosen and number of clusters. This is due to the final classification can rely
heavily on these factors. Therefore, several modifications or enhancement of
this algorithm are proposedK-mears ++4) initialization follows weighted
probability score to select the first centrdhlarvizhi and Ravichandran (2018)
proposed thatK-means +} had lesser computed time and better accuracy
compared with traditional Kmears algorithm in clustering of medical datasets.

A similar view is held byKalyani (2012)which stated enhanced-means
algorithm achievetetter performance.

Instead of Kmeans clustering, fnhedian and Kmodes also can produce
reliable results according different scenario in dataset. Other than that,

Partitioning Around Medoid (PAM) creates cluster by makiisg of medoid.
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The obtained medoids are highlyistant to outliers and noig®yelade et al.,
2019) However, it is high cost algorithm compared withm€ans clustering.

2.5.1.2 Fuzzy C-means Clustering
Hard assignment of cluster points is not feasible impkex datasets where
clusters overlap. To solve this, a fuzzy clustering algorithm can be used to
extract such overlapping structures. In fuzzyn€ans (FCM) clustering, the
membership of each point to mple clusters may range from zero to one but
the weighted sum must be equal to one. Then, the membership and centroid are
updated after each iteratiom other words, this approach allows two or more
clusters have similar point at the same time. Howether objective of FCM
still same which find centrds that minimize a dissimilarity function.

Ramya (2018had proposed disease prediction system by using FCM.
In this systen, the membership degree is associated with thee\af features
in clusters so that the cluster is not affected much by noise. Apart from that,
Rustempasic ahCan (2013Jeported combined FCM with pattern recognition
systems were wuseful i n diagnosis of
provides better result than hakdmeans algorithm to cluster thyraitand data
(Al bayr ak and.ARtheseshoarn theat merdb@reh Yunction can

improves the clustering performance especially in medical diagsystism.

2.5.2 Hierarchical Clustering

Hierarchical clgtering creates a nested sequence of clusters. Different from
partitional clustering, predefined number of clusters is not required in
hierarchical clustering. This algorithm will decide the appropriatetetas or
groups in the end of process. This apploallows a more heuristic and robust
process for clustering data objects. Hierarchical clustering is an useful clustering
technique in medical doma(iNithya, Duraiswamy and Gomathy, 2013his
technique will uncover trends using either a-ttmpvn or a bottorup strategy.
Therefore, it can be categorised into agglomesatbottomup) and divisive
(top-down) clusteringnethods which illustrated in Figure ZRawan, 2019)

Par k
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[ Aqqlomerative Hierarchical Clustering ]
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Figure 2.2: Types of Hierarchical Clustering.

2.5.2.1 Agglomerative Clustering

Agglomerative clustering begins with a dietpn cluster having just one data
object per cluster. All clusters are now uniquely depicted at the base of the
dendrogram. Then, the nearest cluster sets begin to merge at a time to create a
bottomup cluster herarchy. This process is terminated whealfcluster which

contain all data objects achiev@durtagh and Contreras, 2012)

Agglomerative clustering can further breakdown to three categories of
clustering based on linkagéSaxeaa et al., 2017)The first is a singleelation
clustering, the relation between the two clusters is created by a single entity pair.
The distance between two clusters in this clustering is measured by shortest
distance from either member of one grawpany member of other group.
Complete linkclustering tests the resemblance between two clusters as their
nearest dissimilar members are identical. It is sindachoosing the pair of
clusters whose merger has the smallest diameter. The last onelissteeng
of averagdinkage also known aghe form of minimal variance. Average
distance from either member of one cluster to any member of the other cluster

determines the distance between two clusters.

2.5.2.2 Divisive Clustering
On the other hand, divisivgpproaches begin with all the data entitirea large
macracluster and break it continually into two classes, creating aldom

structure of cluster@Rodriguez et al., 2019Yhis approach has the benefit of
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being more powerful in contrast with agglomerative clustering particularly
when there is no need to produce a full hieraralyhe way down to the
individual leavesHowever, there are several factors to affect the performance
of this algorithm. The primary factors are the splitting criterion and method used.
K-means square error standard may be used to get effective dikisien
Selecting the cluster chosen to splight not be as relevant as the first two
reasons but selecting the most suitable cluster to split further while the aim is to
create a compact dendrogram may also be beneficial. An easy way of picking
the clusteto be further separated may be achieyesitmply testing the cluster's
square errors and separating the one with the greater value. According to
Praveen and Rama (2018&)ivisive clustering algathm by using the mean

value of objects praded good performance in numeric clustering.

2.5.2.3 Enhanced Hierarchical Clustering

The key shortcoming in conventional hierarchical clustering is that it cannot
pass inside a hierarchy of other clusters once pwiots of the cluster are
connected to eaatther. Therefore, some enhanced hierarchical clustering has
been proposed. COBWEB addresses the uncertainty associated with categorical
attributes in the clustering by means of a probabilistic model close t@ Naiv
Bayes (Saxena et al., 2017). For this hoet the dendrogram is sometimes
called a classification chain, and the nodes are called concepts. In addition, the
CHAMELEON method utilizes a graghased partitioning algorithm to initially
organize the data eties into large amounts afmall subclusters such that
items in each cluster are closely connected and therefore less influenced by

outliers (Praveen and Rama, 2018).

2.5.3 Density Based Clustering
Density based method is used to discover clusters of aybitzapes. Its
working principle is clusténg the regions which have high point density and
separate out those with low density. In other words, this method relies on
distance and spatial location of data points. Therefore, it chooses the number of
clustes itself based on input data instead dfrdeg it at the beginning.

Among densitybased approacheBensitybased spatial clustering of
applications with noise (DBSCANis the most common used. DBSCAN
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requires two parameters which are epsilon (maxmdistance from one point
to another pointand minPts (minimum number of neighbour poir(tdali,
Kulkarni and Bagade, 2017)Core points which have overlapping
neighbourhoodire determined and form the skeleton of a cluster. Objects that
are not associated with cluster considered nds¢garmathy and Krishnaveni,
2019) The cluster is expanding until all pts in dataset were examined.
According toDaszykowski, Walczak and Massart (200DBSCAN
was efficient anchad high computational speed for exploration of analytical
data. In similar viewOgbuabor and F. N (2018¢ported that DBSCAN had
good clustering performance in healthcare dataset. In recent years, sdi@e st
have proposed the enhanced DBSCAN method can improve pegfiissmance
(Kalyani, 2012; Tran, Drab and Daszykowski, 201Bgsides that, there is a
view suggested byl-Shammari et al. (2019yhich combined of Piecwise
Aggregate Approximation (PAA) and DBSCAMart provide more efficient

clustering in medical data streams.

2.5.4 Grid Based Clustering

Grid based clustering creates grid structure and merge the grid cells to obtain
cluster. Statistical Imfrmation GridBased Clustering (STING) is one example

of this clusering methodPark and Lee (2004)lustrated the use of STING
algorithm for data steem. STING has low computational cost, but it requires
predefined desity parameter which can affect the quality of clustering. Optimal
grid (OPTIFRID) is another method which the dataset is partitioned in a region
of low density(Oyelade et al., 2019Y his approach isfficient for clustering

high dimensional databases with noise. Although-bgasded clustering is well
known, there are still limited study show the use of this clustering algorithm in

medial domain.

2.5.5 Model Based Clustering

Model based clustering appriees optimize with certain mathematical models
as well as find the eligibility of the provided results. Similar to traditional
clustering, modebased clustering approaches often detectracheristic
information for each cluster, where each cluster reflaccategory or group
(Saxena et al., 2017)
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A neural algorithm moddbased clustering is sedrganising map
(SOM). It is commonly used for feature extraction, vismaion and data
mining( Takdemi r andSOMalso®amg as,othe? e0rdl network
approach which involved training and mapping phases. Typically, it consists of
two-dimensional grid of map. Throughout the learning process, weight of
neuron is randomly initialised. Data points in the input spaceddcegar each
other are mapped to local map units. The training phase utilized competitive
learning. The neurons of the prototype compete for the recent example. The
winner is the neuron, whose weight vector is closest to the present case. The
champion andhis neighbours learn by changing their weights. After numerous
iterations, SOM can success divide the input data into several clusters. These
mechanism is discussed detail (fizzag and Lebbah, 200Q8Besides that,
several studies have proposed enhancement for SOM tecl{Kiqng, 2001;
Kumar Roy and Mohan Pandey, 2018js application included image
processingspeech recognition and medical diagngsisu, 2006) According
to Markey et al. (2003)SOM can used for cluster analysis of breast cancer

database.

2.6 Clustering Validation Measures

The evaluation of validity ahaccuracy for generated partitions is important
step in cluster analysi&®kodriguezet al., 2019) Criteria used to calculate the
reliability of the partition may be classified as im&rand external.

The internal validation indices are focused oompactnessand
separation measurd# is important to determine how similarly éamstance
relates to the cluster and how far the cluster is isolated from the other clusters.
Similarity of points in same cluster delivers the most critical purpose in this case.
Often clustering techniques are using distance calculations to deterraine th
similarity (Saxena et al., 201L7)Examples of distance measures included
Euclidean dstance, Manhattan distance and Jaccard distance. Apart from this,
Cosine measure and Pearson correlation measure can also b@Masied
Kulkarni and Bagade, 201 7pifferent measures may give different outcomes,
so it is better to understand the mechanism of each methods befat®isele
Silhouette analysis and DaviBsuldin criteria are the popular internal

validation methodsSilhouette analysismeasures on the distance of each point
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within the cluster to points in neighbouring clusteaviesBouldin criteria
measures the imelass to intraclass distance ratio.

On the other hand, external validity indices calculate the densig
between the performance of the cluster algorithm and the proper partitioning of
the dataset. The Jaccard index is a Akethwn technique to defen the
equivalence of the two datasets (Mali, Kulkarni and Bagade, 2017). In addition,
the Rand Index is basic metric used to measure how close clusters are to the

standard classifications.

2.7 Summary

To conclude this chapter, the main risk factors weratified throughout
literature reviews. Gait and balance, muscle strength, cardiovascuededis
cogniive impairment and demographic factors are proved to have strong
correlation with fall among older people. The other risk factors such as fall
history, fear of falling and visual impairment was not directly linked with fall
butinteract withmajor factordhence increase the fall risk. Besides that, various
assessment tools for each fall risk factor were discussed. Choosing the right
assessment tool is portant for identification of actual fall risk. In general,
current fall risk assessment likes HFRM IIF8B and STRATIFY can provide

fast yet reliable results based on same situations. However, the accuracy may
not there because the diagnosis symptomsealifferent as time pass and some
important features might not include in such assessment. Ther&farare
selection, feature extracti@and clustering techniques adentifiedto develop

amachine learning algorithms for fall riglssessmerih olderpeople.
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CHAPTER 3

METHODOLOGY AND WORK PLAN

3.1 Introduction

In order to complete thisroject therelaed informatiorwascollected through
background study anditerature review.Some appropriatedimensional

reduction techniques and clustering techniques were identified and fdtted.
this, the clustering algorithnmcluded stages ofdata preprocessig, feature
selection, feature extraction, clustering and characteristic interpretaien
constructed based on the selected technidiesalgorithmwasevaluatecand

enhanced to achieve the objectie¢ this project In this chapter,the

methodology igliscussed in detail.

3.2 Equipment
This project only involved software equipment. It included:

I.  Spyder (Anaconda) software (Released 2019. Version 3.3.6.)

ii.  Statistical Package of Social Sciences (SPSS) software (IBM Corp.
Released 2018. IBMSPSS Statistics foWindows, Version 20.0.
Armonk, NY: IBM Corp)

Spyder is powerful integrated development environment (IDE) written in
Python. The Python version used here was Version 3.6. Python offered
advanced development tools in data exploratiowd aisualization. The
algorithmwasdeveloped in Spyder. Apart from that, a large and complex data
set can quickly understand with advanced statistical procedures in SPSS

software. SPSSwvasusedfor statisticalanalysisonthe generated result

3.3 ProposedClustering Algorit hm

The overview of clusteringlgorithmwasproposedn Figure 3.1. It consists of
severalstages At the firststage the input datasetasimportedand analysed

In the data preprocessingstage the algorithmwashandling themissing data
inside the dasetandcategorizediatainto different categoryNormality testing

was used to examine thdata distributionof numerical variablesFeature

selection was conducted in sequential order. Hypothesis testing (Independent T
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test, MannWhitney U test or Chsgquarel test) was performed on all variables.
Next, correlation filter (Spearman correlation and Cramer V correlation) was
applied on those significant variableBhen, he feature importance of the
selectedvariables was computedfter feature selectigrprincipal component
analysis (PCA) anddistributed stochastic neighbour embeddin§NE) were
appliedto transform thehoserdatainto lower dimensional spacén clustering
stage K-means, Hierarchical and Fuzzyn@ans clugringwereimplemented

for each transformed data. The performance of eantbinatiorwasevaluated
through cluster analysis. Thell risk and characteristiof each clustered group
wasanalysed irthelast stagef algorithm

— _ &
Missing Data Handling
|
Y Y v
Numerical Categorical Data
Preprocessi
Feature reprocessing
Cardiovascular Common Categorization
Variable Variable
Normality Testing
v ’ <
Independent T-test Hypothesi )
(normal) / mann U Chi-square test Typ ,O[ esis
whitney test (not normal) esting
Spearm»an Cramer V High g
Correlation corralation Correlation
(common variable) Filter Feature
Selection
Feature Importance
(Cardiovascular
variable)
" il g Feature
Importance
Feature Importance
s/
I PCA ‘ | t-SNE ‘ e
Extraction
~
|Hierachical | K means Fuzzy C-means
> Clustering
Y.
Cluster Evaluation (silhoutte
score, cluster balance, davies
bouldin index)
‘ A
Characteristic
Interpretation

Figure 3.1: Overview for Proposed ClusteringAlgori thm.
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3.3.1 Input Data

The study dhtaset is obtained from Malaysian Elders Longitudinal Research
(MELoR). Theaim of MELOR study isto investigate various aging effects
including prevalence of falls towards older people paian. This study
involved participarg who were communitgwelling older Malaysians and aged
fifty -five and above. Individualsreselected if the inclusion criteria are met and
informed consent is obtained. The data are collected from questionnaire
interview in phase one then assessmenfhase two.

The questionnairas developed by a panel of experts from different
areas. Itis conducted as ho#veesed interview through computgided platform.
Participantsare interviewed by interviewersheyarerequired to provide their
basic demogphic data, fall history and medication history. If gaaticipant
himself is unable to answer specific question, his relatives are asked to provide
the relevant information. All the answers are double confirmed with
participand eelatives before recordedown.

In phase two, participants are required to attend at University of Malaya
Medical Centre to conduct both physiological and medical assessments. Basic
anthropometry included standing height, weight, waist hip circumference
are measured by ppopriate measurements. The Jamar Plus + digital hand
dynamometer (Sammons Preston, lllinois, USA) is used to measure hand grip
strength. As for gait and balance, three tests are conducted in standard
procedures. Itncluded TUG test, frailty walk tesindfunctional reach. Apart
from that, cardiovascular autonomic reflexes are measured by Active Standing
test with continuous be#b-beat blood pressure monitored. Montreal Cognitive
Assessment (MoCA) also conductedguestionnaire to screen for cognitive
impairmentased on the scare

All these procedures were following operating standard to ensure
consi stency. Fall ers are identified in gt
mont hs ?o0. Agai n,uesteth to assist in auch questiorwd th | req
participant found difficulty to provide reliable answer.

In overall, he study has recruited a totalafe thousanébur hundred
elevencommunitydwelling older people, who underwent a comprehensive
interview and clinical assessmeahé hundred anttirty-ninevariables related

to falls were extracted).
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3.3.2 Data Pre-processingMethods

Input dataset contains huge number of rows and colyfi4ikl subjectsx 139
variable3. Data preprocessingwas used totransform the raw data into
understandable and assible formatit included missing data handling, feature

categorization and normality testing.

3.3.2.1 Missing Data Handling

Missing data are comon inmedicaldatasetTo illustrate thispeoplewho did
not complete blood pressure measurement cannot prtheddood pressure
record. The missing data are redudng the statistical powerand
representativeness of the datasee approach choseln this casewas
excludng thosemissing dataand analysed the remaining dafde data are
eitherexcludedin rows or olumns(Jason, 2017)Before the stage of feature
selection the percentageof missing datain each variable(column) was
identified If thepercentage of missing ratimasexceedinghe threshold0%y),
such variablaevasexcludedfirst. Then,the subjec{row) that containe@dne or
more missinglata in selected variable waxscludedafter feature selectioifhis
is toavoidlarge dat@eing excluded due to those irrelevant variables

3.3.2.2 Feature Categorization
There are different types of data included categb and numerical data.
Categoricalvariable contains defined set of valuegile numericalvariable
contains continuouar integer valuesThe univariatefeature selection methods
are differentwhen deal with categoricabr numerical data(Jason, 209).
Therefore, éature categorizatiostepwasused to classify the type of data
the feature selectiomethodcan beappliedbased oreachtype of data

Besides thasome of variablesiaycontain only basic information such
as name andD. Therefore,it was also used tdilter out those irrelevant
variablesbefore subsequent staggéowever, this step ibased orthe domain

knowledge.

3.3.2.3 Normality Testing
ShapireWilk test wasusedto examine the normality of continuous variable

The null hypothesiss stating the data is in normal distributidine variableis
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indicated amon-normally distributedf this testrejects thenull hypothesigthe
computed pvalue is less than 0.p%Jason, 203). The test wasmplemented
with 95% confidence On the othe hand, @ssing the normality tedqthe
computed pvalue ismore than 0.0% shows thatno major deviation from
normality has been detectdtis normality testingvasassistedvith histogram
plot. It is one of graphical method that used to evaluate wh#tbetistribution
follow familiar bell shape. Theariablewasclassified to normal distribution if

bell shapes observed

3.3.3 Feature SelectionMethods

Feature selectiowasconducted to select the relevasiriablesfrom original
datasetlt wasconductedhroughhypothesis testinndependent fest, Mann
Whitney U test or Chsquare testhigh correlation filte(Spearman correlation
and Cramer V correlatiorgndfeature importancéandom forest classifign

sequential order.

3.3.3.1 Hypothesis Testing

Thevariablethat can identifjpetween fallers and nefallerswasconsidered as
importantvariable Thereforehypothesis testing was performed on all variables

to evaluate the difference between fallers andfiatiars To illustrate this it

tests whethefiallers have older age comame to norfallers If the result obtained

was positive, agaasan importantvariable Independent -fest is commonly

used to assess whether two unrelated groups are statistically different from each
other, provide the data isommal distributed as showin Figure 32 (Vadim
Uvarov, 2018)

PDF value 4
b Probability density

function of Student's
t-distribution

/

is 1- {usually 0.95).
We do he null-hypothesis
if t-statistic falls into that area

\ o / t-statistic value

Area of tails Is a (usually 0.05)
We reject the null-hypothesis if t-statistic falls into these areas

Figure 3.2: Probability Density Function of T-test.
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A null hypothesiswas statedhat there is no difference between two
measured variables. The probability to accept or reject hypothesis is depend on
pval ue. Assume t hat ( wdlug obtahadwlichless | ev el U
than U indicates t hhereardiffelenchbetweentnve si s r ej e
groups. In order to implementtést, thevariablesvereselected as test variables.
After computation, the output significant valueas used to compare with
signi fi can cwaslésetham kignificiince ldvdl, sueariabke was
significantvariableand hence keep for subsequent stages. On the other hand,
the variable was excluded to reduce the dimensionalgtyit cannot identify
between faller and nefaller.
The ManAWhitney U testvasperformedsame functioras indepndent
T-testbut forthe not normally distributedariable(Jason, 2018)The feature
selectionwas conducted with MamiWhitney U test if such variable fail
ShapireWilk test. As for categorical variable, Csguarel test for

independenceasapgdied (Bede, 2019)

3.3.3.2 High Correlation Filter
The correlation methodasconducted byspearmarorrelation.TheSpearman
correlation coefficient calculates the linear relationship betwaenbles The
value of the coefficient ranges betweérand +1, whre there is no association
at O Correlationspproach tel or +1 suggestia very good linear association.
Besides that, coefficient 60.5or +0.5 represents moderate correlatiolhe
heatmapvasconstructed to visualise the correlatamongthe variables.

If thevariable hd high correlation(abovecoefficient of-0.8 or +08)
with another variablegnly one variable will beselecteqShetye, 2019 Cramer

V correlationwasconducted for theategoricavariables.

3.3.3.3 Feature Importance

Feature importance is a technique that used to assign scores to input variable in
a predictive model. The score indicates the relative importance of each variable
when conducting predictiorthus, the most relevant varialitas the highest
relative score and hencbaild be remainedOn the other hand, the variable
which has lower score is removed becauss ot muchmportanttoward the

model.
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The random forest classifierasmeta estimatdhat applies a variety of
decision tree classifiers to different ssdimples of the dataset and uses
averaging to improve predictive precision and control -dxng. In this case,
it wasused as predictive model. The input variaberefit into random forest
classifier. Thenthe importance score for each varialblas observed. The
variables with higher scomgerechosen for subsequent stg§aikh,2018)

3.3.4 Feature Extraction Methods

Feature extractiomcluded PCA and-8SNEtransformedhe input data to more
manageabladimensional spacdor processingBefore this,all the selected
variabledrom feature selection stage wetandardized within a specific range
to preventvariablefrom large domain dominate&:-score standardizationas
used to transform the data into distriion which has mean of zero and standard
deviation of onéGoyal,2020) It wascomputed through equation 3.1.

X = (3.1)

where
X = original attribute
K = mean beforstandardization

U = standard deviation before standardization

3.3.4.1 Principal Component Analysis (PCA)

The basic idea of PCA is linear transformation from input space to another
dimensional space. The coordinates of data in the new space are uncorrelated
and have maximum variance. It preserved only small number of attribute
(Shihab, 2004)

The covaiance matrix was obtained through equation 3.2. The
covariance matrix describes the association between the variables in the data set.
It is important to recognize highly dependent variables as they contain bias and
repettive information. Besides that,ogariance matrix consists of both
eigenvector and eigenvalugere computed The eigenvectors are used to
classify and calculate the principal components. Eigenvalue describes the
magnitude of respective eigenvector. Afteonputing all the principal
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comporents, itwassorted in descending order from highest to lowest eigenvalue.
Only predefined number of eigenvectors with respective eigenvalue were
chosen as it already contained most of the inform@@Gamsewak.S, 2020). Eh

PCA steps were summarised igéie 33.
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where

N = number of samples in class

x = mean vector of input data

Calcualtethe covariencematrix for thefeatures

Calculatethe eigenvaluesand eigenvectorsfor the
covariancematrix

Sort eigenvalues and their corresponding
eigenvectors

Pick k numberof eigenvaluesand form a matrix of
eigenvectors

Transformthe original matrix

Figure 3.3: Steps Involved in PCA Feature Extraction.

3.3.4.2 t-Distributed Stochastic Neighbour Enbedding (tSNE)

t-SNE algorithm works bgstimatingthe probability of similarity of points in
high dimensional spac Then, ittries to recreate the similar probability
distribution at low dimensional spa(eathak,2018)

The similarity of pointsvas determined ashe conditional probability
that point A will select point B as its neighbour if neighbours were selected in
proportion to their probability density under the Gaussian (normal distribution)
centred at A.Then, t-SNE attempt tominimises thedifference between
similarities in higher dimensional and lowdimensional spaceKullback-

Leibler divergence is a calculation of how the distribution of probability varies
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from the predicted distribution of probabilitih other words,-SNE minimize
the divergence betwednothdistributions After this, thosedata were recreated
in lower dimensional spac&het-SNE steps were summarised in Figuré.3.
The hyperparametef perplexitywasdescribed the effective number
of neighbours for any point.lferation of this parameter will provide different
results Therefore, severdesting were conducted to find the most suitable

perplexity for this dataset.

Calcualte the probability of similarity of
pointsin high demensionaspace

P

Minimize  the difference between
similaritiesin higherdimensionakndlower
dimensionakpace

2

LRecreatethe desire probability distribution ‘

in lower dimensionakpace

Figure 3.4: Steps Involved in {SNE Feature Extraction.

3.3.5 Clustering Methods
The clusteing methodswere included K-means clustering, hierarchical
clustering, and Fuzzy -@eans clusteringDifferent clusteringmethodsmay

provide different resudtin different dataset.

3.3.5.1 K-means Clustering

K-means clustering is one of partition methods. fumed the number of
clusters before the algorithm appligdgbuator and F. N, 2018 Elbow method
andSilhouette coefficient were used to evaluate the suitable number of cluster.
K-means clusteringvas chosen becauseist simple to implement=irst, the
centroid ofeach clustewasset randomly. Then, each data pauasallocated

to closest centroids. Euclidean distance as equatiome&3sed to calculate the
distance between posnd centroid. The cluster centromererecomputing
when new data pointsvere inserted. Thse stepswere kept iterating until
convergnce was observed. Thesteps for this clustering algorithm was

summarised in Figure 3.
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d.y =04 - Vo) +0¢ - ¥.) (33)
where
X = position of data point
y = position of centroid

Predefined number
of clusters

v

Find the centroids of
each cluster

v

Calculate distance
of all data points to
centro

ids
e I

Move data points to
nearest cluster

All cluster is same as
previous iteration

Figure 35: Flow Chart for K -means Clustering Algorithm.

3.3.5.2 Hierarchical Clustering
Agglomerative clustering which using bottorrup approachwas used. At
beginnng, each data poinvas considered as one single cluster. Then, the
closest datalusterswere startmergingeach other. This stepasrepeated until
the final cluster which contain all data poimtasformed (Malik, 2018) The
steps for agglomerative dtering algorithm was summarised in Figur@ 3.

The dendrogramwereused to illustrate the number of diess formed
in different Euclidean distance. The number of clusters can be determined by
defining the minimum distance required to be a separate cluster. Besides that,
the criterion for choosing the pair of clusters neergewas chosen award

method It minimizes the total withirtluster variance.
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Input data point

v
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v

Set each point as a
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Merge closest
cluster

'

Update distance
matrix

Figure 3.6: Flow Chart for Agglomerative Clustering Algorithm.

3.3.5.3 Fuzzy CG-mean Clustering

The Fuzzy @mean clusteringgs like K-means clustering but each data pbias
different membership coefficient of seabkrclusters(Kemal 2018) The
membership coefficient is varying from zero to ohe.conduct Fuzzy @nean
clustering, the number of clustevererequired to defineThe coefficientsvere
assigned randomlp eachdata point for being in the clustefBhecentroid of
each clustewasdetermined. Then, the coefficient of each data point of being
in the clustewascomputed. Tiesestefs wererepeated until maximum number

of iterationswasachievedThe stepsveresumnarised in Figure 3.

Specify number of
clusters

Assign randomly to
each point coefficient

v

Calculate the cluster
centroids

v

Compute the
membership values of
each point being in the
cluster

No

Maximum numbered
iteration achieved2

Figure 3.7: Flow Chart for Fuzzy C-means Clustering Algorithm.
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3.3.6  Cluster Evaluation Methods

The purpose of evaluation is to examine how well the clustesedts obtained
from different clustering method$his evaluatiothecls whether the cluster is
well-separated fromhe other cluster@alarvizhi and Ravichandran, 2018)
this case, external clustering validatimas not applied becausao true class
labelexistedin this datasetOnly internal clustering validatiomcluded range,

SilhouetteCoefficient andDavies Bouldin scoreverecomputed.

3.3.6.1 Range

The range is referring to maximum cluster size difference among the generated
cluster. This was obtained by gbtracting the number of data poinetween
largestand smallesgeneratedcluster. Lower value of the ranges desired
becausat indicates all tle clusters havalmost similar number of data points.
Therefore, e clusters arenore balance with each otheithe information

retrieved from such cluster is more accurate and valuable.

3.3.6.2 Silhouette Coefficient
Silhoudte coefficientvasused to analyse drappreciate the difference between
the resulting clusters. Thimethodcan determine how similar of each entity in
a cluster is to entity in another cluster. The silhouette value is betwleand
+ 1. The value of 4 implies the right clustering of adsjts, while the value of
- 1 means that items are not correctly clusté€gbuabor and F. N, 2018)

In order to obtain the silhouette value, the mean intra cluster distasce
calculated After this, the nearest cluster distarficen next closest cluster was
obtaired. The metrics then were used to compute thsilhoudte value by

equation 3.4Theclustering performanceas evaluated by the value

g=_B-2) (3.4)
max(, b,

where
a = average dissimilarity inside cluster

b = average dissimildy to neighbour cluster
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3.3.6.3 Davies Bouldin Score

The score is defined as each clust@verage similarity measure with its most
similar cluster, where similarity is the ratio between witlnster distances and
betweenrcluster distances. Thereferelustes that are more distanha less
dispersed will result in &igherscore.The minimum score is zermnd better
clusteringresult will indicatea lower value.The score was computed by using
the equation 3.fDrakos, 202Q)

_(di - d‘)
Dij —TJ

[

(35)

where
d = average distance between every data point in cluster i and its centroid
d; = average distance between every data point in cluatef its centroid

dij = Euclidean distance between the centroids otweclusers

3.3.7 Characteristic Interpretation
The fall riskwascalculated for eacblusteredyroup by dividing the number of
fallers to total number of faller and ndaller within the group The odd ratio
(OR) was also computed by dividing the group fall risk taverall fall risk.
Besides that,he characteristic adachgroupwasindicated bycomputing the
mean and standard deviationf each selected variableThe median and
interquartile range&verecomputed if thevariablewasnot normally distributed.
After this, SPSS software was used to condtreiskalWallis H test
and Du nKkrgslalWalksdHtestis amultiple comparison tesb evaluate
whetherthere is a difference between groups. The null hypothésiessthat
there is no difference between gpo If the obtained jwvalue is less than 0.05,
the null hypothesisvasrejected.Then D u n n 6 wasuses sastpodioc test to

perform multiple pairwise comparisohhe procedure igmilar as Kruskatest.

3.4 Project Planning

A meticulous planwas developd by consideringresources and timélhis
projecthadnot involved any costbecause only software wased Figure 338
shows the Gantt chart for this project. All the taskseconducted successfully

and completed on timeline as shown in Figuée 3.



(4) i WEEK
TASK PROGRESS > Z :
3 O 1 2 3 4 5 6 7 8 9 10 11 12 13 14:15 16 17 18 19 20 21 22 23 24 25 26 27 28
Phase 1  Project Initiation and Planning '
Project Title Formulation 100% 1 1
Background Study 100% 1 2
Literature Review 100% 2 7
Phase 2  Project Execution
Conceptual Design 100% 8 12
Data Pre-processing Algorithm
; Yl 100% 12 19
Development

Clustering Algorithm Development  100% 12 20

Preliminary Testing 100% 12 17
Performance Evaluation and
Analysis

Phase 3  Project Enhancement
Algorithm Improvement 100% 21 25
Overall Performance Evaluation 100% 24 26

Phase 4  Project Report Writing

100% 20 21

Progress Report Writing 100% 9 13
Final Report Writing 100% 23 28

Figure 3.8: FYP Gantt Chart



47

Start [FYP Project Timeline]
Part 1 Completed Progress Part 2
Completed Final Report
’ Report ’
i .: E Completed Phase 3
Completed Phase 1 i ICompleted Phase 2 i
M M ¢
15/1/20 24/2f afaf20 14/5/20 23/6/20 2/8/20 11/9/20 21/10/20
Phase 1 I
Phase 2
Progress Report Writing
Phase 3 <IN
Final Report Writing <IN
Figure 3.9: FYP Project Timeline.
3.5 ProblemsEncounteredand Solutions

There were some problems encountered when completing this project. First,
thereis no best way to deal with missing data. Ttv® common ways in this
case arexclusionand imputation. In imputation method, tméssing value can
be replaced by mean or median. Howeversséimputed values are predicted
from other valuesn datasetThis can cause the clustering result to be biased
because ofisleading data poin Therefore,exclusionmethodwas chosen.
althougha portion of datavereremoved The missing ratio in this datasgas
smallso itstill offers a complete and true data for clustering.

Besides thathe distribution of data fasome variables areohnormal.
Some of the statistical test such as ANOand independenik-test required the
normality assumptionTo deal with this problem,amparametric test(Mann
Whitney U test Spearman correlatiomnd KruskalWallis H Tesj were
introduced It is didribution-free tests and assess the growgdian instead of
group meandn other worditd o e sgswne data follow a specific distribution.

Moreover the number of variables related to cardiovascular variability
are hugein this datasetMost of trem arecarry similar information but in
different representationThis may cause redundant informatiorherefore,
random forest classifier modelasused to evaluate the feature importance of
each variable. fie variable that havhighest relative scoreas chosenfor

further process.
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The data maye nontlinear due to the variabledt will affect the
performance of methods like PCA that required linearity of daiasolve this,
t-SNE which is nodinear methodvasconducted. The difference betwete

resultof PCA and tSNEwereanalysed

3.6 Summary

The software used here were Spyder and SPSS software. The relevant
information regarding the inpulatasetvas discussed clusteringalgorithm
included data prprocessing feature selection, feature eattion, clustering
techniquesand characteristic interpretatiowas proposed. Missing data
handling, feature categorization and normakisting were implemented in data
pre-processing. Hypothesis testing, high correlation filter and feature
importancewere chosen as feature selectimethodswhile PCA and tSNE
wereused for feature extraction. Furthermoremi€ans clusterinddierarchical
(Agglomerative) clusteringand Fuzzy emeansclusteringwere selected as
clusteringmethods Relevant steps and floshartswere explained in deia
Besides thatGantt chart and project timelingere includedto illustrate the
planned taskdn last section,the encounteregroblemand proposed solutions
werediscussed.



CHAPTER 4

RESULTS AND DISCUSSION

4.1 Introdu ction
This chaptewaspresenting and discussing the results obtained by proposed fall
risk algorithm. It consists of several parts includathpre-processingfeature

selection featureextraction,clustering anctharacteristiénterpretation.

4.2 Data Pre-processing
The original dataset which consists ofie thousandour hundred eleven
subjects andne hundred and thirgine variableswere loaded into Pandas
DataFrame ashown inFi gur e 4. 1. The target vari abl
which indicates thedentity of faller or nonfaller was removed from data frame.
On the other hand, a new variable that represents the dominant hand grip
strength ofsubjectwas inserted. Besides that, all the zeatue inside data
frame was replace to NaN (missing data espnttion).

The new variable is suggested to be included because there is difference
of manipulation speed between dominant hand anedoamnant hands (Cary
and Dipcot, 2003). According to the research, it stated thatlopninant hand
was manipulat® objects slower compared to dominant hand. In addition,
Petersen et al. (1989) reported that dominant hand grip strength dfaigded
person was 10% stronger compared to-dominant hand. As for zenaalue, it
could affect the result of statisticalaysis Therefore, replace it to NaN value

can ensure the reliability of arithmetic result regardless of the operation.

put[15]:

Codeatprocessing Age Gender ... RR_SSR_HFnu RR_SSR_TPow RR_SSR_LFHFnu
5] 52 6@.17796 z ... 1.268863 B.869283 B.418865
[ 521 ©62.00008 2 @.367804 B8.285931 4.719379
2 522 56.82957 2 @.7e5431 B.141963 1.646436
& 523 56.69268 2 1.1le7844 B.e660le B.872685
o 524 56.39699 1 @.883927 B.869875 1.171573
486 51378 62.60008 2 @.218879 8.152916 15.237685
[L4a7 51371 65.e0008 2 @.674985 B.185277 2.888756
L4885 51372 73.ebbee 2 1.628857 B.852382 B.376398
[L489 51374 63.e0b2e 2 2.849435 B.8@87235 B.163627
L4l 51376 75.@0028 1 8.936662 B.286867 1.153917
[1411 rows x 139 columns]

Figure 4.1: Summary of Data Set (1411 Subjects, 139 Variables).
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4.2.1 Missing Data Handling
The missing value percentage was compute@Htorariables. From the result
obtained, 133 out of 139variables had missingatawith different percentages

Among of them, the variabl esdamah@RSSt 6 an

exceed 10% so it was removed out from data frame.

Bennett (2001) neorted that analysis was likely to bias when the
percentage of missing data was above 10%. The statistical result determined by
such variable may not be correctly estimated. Theze 10% was set as
thresholdin this case For those variablesthat having lower percentage of
missing datait can still be analysedfter dropping thossubject withmissing

data.

4.2.2 Feature Categorization
The remaining variables were classified intdormative, numerical and
categorical group. The informative group consistsfieé variable which
described the ID in MATLAB, dominant hanged report of clinical falls,
condition of continuous blood pressure and MoCA questionnaire language.
There were nly variabls6 Gender 6 and OEthnicityoé for
whereas onbundred and thirty variables were categorised into numerical group.
The numerical group was further classified intwdiovasculagroup(systolic
blood pressure variability, R&ariability, etc.Jand common group (age, height,
etc.). The numbers afardovascularvariables were one hundred and sixteen
whereas the numbers of commariableswere only fourteen.

Informative variables are irrelevant with fall risk analysis. It is
subjective and challenging to be evaluated especially for comparison.dreeref
it should manually be filtered out because only provides information instead of
valuable metrics. Besides that, cardiovascular variables occupy almost 89%
among of the numeral variables. Although the numbers of cardiovascular
variables are huge, miosf it are representing similar feature but in different
met hod of computati on. To il lustrate t
computing systolic blood pressure variation dmg with standard deviation and
another one with coefficient of variation. Gme other hand, the number of

common and categorical variables are lower but all of it are unique in this data



51

set. In short, this stage simplifies the dataset umaerstandakl categorieso
the further steps can be implemented based on each category.

Informative
: Variable (5) :
Variable afte Cardiovascula
Original Missing Numerical Variable (116)
Variable Value Variable
(139) Handling (130) Common
(137) : Variable (14)
Categorical
Variable (2)

Figure 4.2: Number andCategory of Variables.

4.2.3 Normality Testing
The result ofShapird Wilk test indicatedonl y one variabl e, 606DBI
normaldistribution. All othemumericvariables had failed thnormality test.

Apart fromnormalitytest, histogram alsesedto check thalistribution
of data However, the graphical methods may @eebughto provide conclusive
evidence compare to normtglitest (Razali and Wah, 2011Among all
normality testsRazaliand Wah (2011)eportedthat Shapio-Wilk test hadthe
best performancePark (2016)alsorecommendedhis test when sample size
was less than two thousantherefore, ShapirdVilk test is he most suitable
normality testingmethodin this data set.

The causes for nenormality are including outliers and underlying
distribution. The presence of outliers will lead the data to skew. In this dataset,
most of thevariablessuch as height arfthnd grip strength do not haslefined
rangesso the large percentage of outliers are an issueeThay alssituation
like multiple normal distribution combined to multimodal distributi¢m this
case, emevariableshave significant difference betwedaller and noffaller
group so it may cause the data to give the appearance of bimodal data.

Thereis difference between measurements in normally distributed and
nontnormally distributed variabless shown in Table 4.1Therefore all
variablesexcepto DBP _ s p 6 we r mediannistdroyastie dange wand

non-parametric tesn further stages
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Table 4.1: Measurements Between Normally and Non-Normally
Distributed Data.

Data

o Non-Normall
Measurement Normally Distributed or-rorma'ty

Distributed
Measure of
Mean Median
Central Tendency
Measure of Spread L .
P Standatl Deviation Interquartile Range
of Data
Parametric Nonparametric
- . (IndependenT-test, (MannWhitney test,
Statistical Analysis .
y ANOVA test Pearson KruskalWallis test
Correlation Spearman Correlation

4.3 Feature Selection

After data preprocessing the numberof variables at this stage were one
hundred and thirtgwo. In order to eliminate the duplication cardiovascular
group, only the most representativa@ relevant variablemongsystolic blood
pressure(SBP) variables diastolic blood pressur@DBP) variables and RR
interval (RR) variableswill be chosenIn other words, only three out of one
hundred and sixteecardiovasculawariableswereselected in the end. As for

common variablest will be selected if pass all three feature selection methods

4.3.1 Hypothesis Testing
The hypothesistest consists of ohependent fest (for normal distributed
numeric variables), ManfWhitney test (for nomormal distributedhumeric
variables) andChi-squard test (for categorical variables). After Hetess, the
numberof common variables had reduced from fourteenite whereashe
number ofcardiovasculavariables had reduced from one hundred and sixteen
to forty-seven. Apart from that, the number of categorical variables were
remained as two.

Hypothesis tests @& used todetermine he variable thathave
significance differencbetweerfaller groupand nonrfaller group By analysing
the selectedvariables, the characteristic betwedaller and norfaller groups
can be comparedhis result has 95% level of conkdce because trapha

valuewas set to 0.05.



4.3.2 High Correlation Filter
The correlation test consists of Spearman correlation (for numerical variables)
and Cramer V (for categorical variables). After this test, the numbenuhon
variables had decreaséwm nine to only six. According to Figu#.3, the
variabl e 6Domi nant _ Halyn d cogealategp 6 with we r e st
O0Ri ght HandAveraged and oO6LeftHandAveragebo.
was strony correl ated wi. t Wherefard; r ariablésy 1 5f t 6
ORI amtdiAver ageo, 0Left HandAveraged6 and OF
Number of categorical variablesmairedas two after Cramer V correlation test.

The threshold set is 0.8 and any value above is considering as strongly
correlated. Those strongly cotaged variables are redundant so keep only one
of them is enougliMolala,2019) Dominant hand grip strength and TUG test
are supported by literature review, so it was preferable. This test is not
conducted for cardiovasculaanables because those varebhre very similar

with each other.

-10

Age PR 0013 014 014 014 022 033 029 019

Height_cm -0.013puEERVEERRVEE WY 058 0.12 018 018 o8

Dominant_Hand_grip - 027 033 025

RightHandAverage - 026 032 024 0.6
LeftHandAverage - 026 032 024
FR-022 038 037 -0.4

TUGs - 033 012 027 026
Frailtyl5ft - 0.29 018 033 032 032 039 0.34 -0z

CT_scoremax30 - 0.19 018 0o
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0.

%]

4 024 037 03

W
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[ [}

Height_cm
LeftHandAverage -
U
Frailty15ft -
CT_scoremax30

Dominant_Hand_grip -
RightHandAverage -

Figure 4.3: Heat Map for Correlation Test.

4.3.3 Feature Importance

The feature importance method was used to select the top representation for
cardiovasculawvariables. Before this, the forgevencardiovascularariabkes

weregr ouped into 6SBP6, O6DBPO6 and ORRO&6 grou
ORRO var i abputee According te Figure 4fleft), O RR_SSR_ARVO
(standing to supine ratio of RR variability computed in average real varigbility

had the highegelative scoreThus the similarepresentatiowas also chosen
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for 6SBPO ganiable Whizls Rv@re SBP. SS R _ARnNd6
@OBP_SSR_ARVDH

After combined the three selectedrdiovasculavariables and other
eight selectedvariables after correlation filtiethe feature importance of each
variablewas computed again. According to Figurd 4right), the variable
6Gender 6 and OEt hni cithresild(0ddo itwae v al ue
filtered out.

The scores of input variables in a predictive matawsits relative
importance when making prediction. The random forest classiisichosen
as preditive model because it provides the method of mean decrease impurity.
Gini impurity is measuring probability of incorrect classification for training
dataset. Random forest classifier computed the impurity decreased from each
variable and rank them accand to this. The relative scores can highlight the
most relevantcardiovasculawvariable (highest scoreplso, it acts as final
interpretation to examinghich variable should be includeifter dropping the
vari abl e 6 Ge n d ehedemanmdvarigbedstil man achiewe 6 , t
95.39% cumulative importanc&herefore, these two variables considered as

low importance features.

Gender
Ethnicity

AR_HFNu_sp
RR_LFHF sp
RR 3015 Height_cm
RR_LFHFnu_supine TuGs
RR TPow st CT_scoremax30
RR_LFHFnu_standing FR
RR_SDNNst RR_SSR_ARV
RR_PowlF_sp DBP_SSR_ARV
RR_PowlF_st SBP_SSR_ARV
RR_CWVst Age
RR_SSR_ARV Dominant_Hand_grip

0.00 0.02 004 0.06 0.08 0.00 0.02 004 0.06 0.08 010 012

Figure 4.4: Featurel mpor t ance for Cardiovascul ar
Group (Left) and Selected Variables after Combining @rdiovascular and

Common Variables (Right)

4.3.4 Discussion of Feature Selection Methods

As summarised in Table 4.2, thgpothesis testingnethods are succdally
reducing one hundred and thittyo variables to onlyfifty -eight variables
followed by correlion method (fiftyfive variables) then feature importance

method (nine variableshh comparison, the filter methods (hypothesis testing
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and correlationmethod) isless computationally expensivéhan embedded
method (feature importance method) (Shetye, 2019). Therefore, the filter
methodswere used toexcludethoseirrelevant variable$irst. The embedded
methodwasthen appliedvhenthe number of variabsewere lesseiThe result
obtained from this@mbination was satisfied.

The final selected variablegere carryingnostof the information from
original full variables. It reduces the algorithm complexity and noise caused by
misleading data. Furtherma most of the selected variables are majbrisk
factors that identified previolysin Literature Review. Thus, the relationship
between these variables and fall risk can be discovered.

Table 4.2: Number of Variables After Each Stage in Feature $&ction.

Stage Number of Variables
After Pre-processing 132
After Hypothesis Testing 58
After Correlation Filter 55
After Feature Importance 9

4.4 Feature Extraction

The nineselectedvariables were further proceedaathis stage In order to
ensurethe accuracy of dataset, all tteubjects that contain missing data in
selected variablesere removedinstead of one thousand four hundred eleven
subjects, one thousand two hundred seveairig subjects wereemained The
missing ratio was 9.36% whickdsthan 10% so istill canbe accepted.

Besides that, all the variables were standardized so it had centred around
zero with standard deviation of one. This is important when comparing different
variables in different unitdVithout this stepthe variades with large unit may
dominate and mislead the result of feature extraction. Figbrmdicated the
data after Zscore standardization. Although the data were rescaled, the
di stribution of dat anzidkep 2048).6t change

after
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jout[45]:

Dominant_Hand_grip RR_SSR_ARV SBP_SSR_ARV ... (T_scoremax3® Height_cm TuGs
@ B.268323 -8.124454 B.837694 ... 1.51z2@838 8.398237 -1.196615
1 1.387639 -8.1151a9 B.794194 ... 1.877741 8.169984 -8.385698
2 -8.889355 -8.388555 -8.379576 ... 1.294886 8.284111 -8.115392
k] -8.893874 -8.159323 8.177826 ... -8.225124 8.284111 -8.115392
14 1.433927 -8.341687 1.296992 ... B8.86@597 8.748615 -1.196615
1486 @.213618 -8.611818 -8.582664 ... ©.86@597 -8.172394 -8.385698
1487 -1.456941 -8.322615 -8.174693 ... -2.659412 -1.427738 -8.926318
1488 -@.358664 B.17a7al 1.911824 ... 8.426389 -1.835482 -8.926318
1489 -@. 266889 4.888612 B.771588 ... 8.426389 -8.488646 -B.385698
141@ @.883172 @.152888 -1.875945 ... 1.877741 1.767749 -8.926318
[1279 rows x 9 columns]

Figure 45.: Summary of Data Set after Zscore standardization (1279

Subjects, 9 Variables).

4.4.1 Principal Component Analysis (PCA)

PCA was conducted by Scilitearn python built in library. The parameter was
set as default. All nine varilds were computed as princigaimponents. The
variance caused by each component were illustratéigare 46. According to
result, the first to ninth principal component was representing 28.25%, 14.33%,
12.73%, 10.52%, 9.49%, 8.24%, 6.52%, 5.87% an®l4.0n order to obtain at
leag 60% variance ratio, first four components (65.83% cumulative variance)
were chosen. The scatter plot of data point based on first two principal
components was shown in Figur&.4.

The criteria for choosing number of pecipal components are
performance and cumulative variance ratio. The general rule of thumb is to take
the number of key components that lead to significant variance and ignore those
with declining variance returns (Malik, 2018). In this case, the variaticeis
decreasing along theomponents. However, the change of variance ratio is
smal | after second principal component s.
diminishing variance. As for performance, the accuracy is similar although
number of chosen principabmponents are changing. Ither words, increase
number of components doesné6ét i mprove the
Hair et al (2012), it reported that the appropriate variance explained for the
model to be valid in factor analysis was 60%eidfore, 60% is set as thretho
to decide the number of principal components.
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Figure 4.6: The Variance Ratio Explained by Each Principal Components
(Left) and Total Explained Variance by Number of Principal Components
(Right).
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Figure 4.7: 2D Representation of Itand 2" Principal Components.

4.4.2 t-Distributed Stochastic Neighbour Embedding ASNE)
t-SNE was used to create tlomensional representation from original nine
dimensions. In -SNE, tuneable parameters have complex effect on the
generated result. After several run, tlaegmeters were set as perplexity (180),
early exaggeration factor (12), learning rate (200 scatterplofor the result
was shown in Figure 4.8 (right).

The perplexity describes the effective number of meigirs that used
to compute defined struate of clusters. Larger perplexities contribute to largest
nearesheighbours and less sensitive to small structures. In contrary, a lower

perplexity perceives a smaller number of neighbours and hence neglects more
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global information in favour of the locakighbourhood. When the size of data
set is larger, more points anecessary to accomplish a reasonable sampling of
the local area, and thus greater perplexities may be expected (Scikit Learn,
2014). As indicateth Figure 48 (left), local variations @& dominate with only
perplexity of ten. In comparison, perplexity of one hundred and eighty loses
some fine detail but retain larger and meaningful structure together.

Other than perplexity parameter, the eakaggeration factor handles
how close natral structures are in the original space and how much gap is
between them. The distance between existing clusters would be greater in the
embedded area lérger values are provided. Apart from that, most poirgs a
clustered in a compact cloud of littetliers if the learning rate is set too small.

In short, tSNE is stochastic method that will produce different results based on
hyperparameters(Wattenberg et al., 2016). In this case, the selected
hyperparametsrcan extract the pattern inside data egiog to similarities of

data points.
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Figure 4.8: 2D Representation for tSNE with Perplexity 10 (Left) and 180
(Right).

4.4.3 Discussion of Feature Extraction Methods

PCA is a linear feature extraction method that aims to optimize variation and
maintains lage pairwise distances. Data points that different from original data
set will far away from each other after PCA transformation. However, data set
may have the marofd structure instead of linear. In this case, PCA may not be
able to interpret the datdfieiently. From the result obtained, the variance ratio

is not significant decrease after second principal component. All this may due

to the nonlinearity of data se
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Unlike PCA, tSNE achieves a better visualization result which the data
points arespread evenly. The data points of faller are concentrated at one side.
This may becauseSNE is a nonlinear technique that preserve local similarities.
Linear dimesional reductiomelies on putting dissimilar data points further
away in a lower dimensial representation. Nevertheless, in order to illustrate
high-dimensional data on loimensional, notinear manifolds, it is important
that similar data points begressed close together, which is somethiSH§E
does not PCA.

Other than linearitythere are some key differences between PCA and
t-SNE. To illustrate this, PCA is mathematical technique that look for axis that
explain highest variance bWHSINE is probabilistic method that attempt to
minimize the divergence between distributiorRSNE s computationally
expensive as it may take longer time than PCA, especially for large data size
(Jaju, 2017).

In fact, tSNE can work with both linear or nonlimedata sets and
produces meaningful clustering (Bedre, 2020). Balamural and Melkumyan
(2016) reported thatENE can retained local structure and revealed the global
structure such as presence of clusters. This shown-8dEtcan work with
clustering algrithm to produce a better result. Derksen (2016) reported that
constructed PCA beforeSNE was able to improve the result when the number
of variables were more than fifty. However, this method is not implemented
here because the number of variablesis ¢ase have only nine.
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4.5 Clustering Algorithm

After feature extraction, the datwere successfully transformed to two
dimensionalfor t-SNE and fourdimensionalfor PCA. In this stage, the
transformed data were further clustered into defined grdupesalgorithm was

implementedy using Sklearn library.

45.1 K-meansClustering
The appr@riate number of clusters was evaluated by elbow method and
Silhouette Coefficiernt before clusteringAccording to Figure 2(a) the sum
square error (SSEQr both PCA and-SNE transformed data wetcentinuel to
decrease when the number of clustersaasedTo illustrate thisthe distance
between point and closest centroids wasrdased when the more centroids
were exists The elbow point for the-SNE result was identified as four.
However, it may difficult to choosing the elbow point of the PCAveur
Therefore,Silhouette Coefficient was also computed to observe the suitable
number of clusters. Based on frgure 4.90), the best choice of cluster number
for PCA wasfive whereas for-SNE wassame adour. The clusteing results
wereshown inFigure 4.9€). As expected, the PCA data was clustered into five
clusters whereasSNE data was clustered into four clusters.

The initial centroids were selected by using tkenfeans++) to speed
up the convergence. This method is recommended becausavidgs best
initial points for kmeans algorithm (Thakur, 2020). Besides that,rdndom
state was set to zero to obtain reproducible result. Accorditigetresult, the
clusters size formed from PCA data point are not balance especially for group
three.Besides that, some data points seem overlap to another group. This may
due to oty two components are involved in visualization. Therefore, it cannot
show the cluster result in full picture. On the other hand, the clustering result
obtained from 4SNE isconsidered good. All groups are divided evenly and

there are no overlapping pasnt
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Figure 49: Analysis and Resulsin K-means Clustering Algorithm.

(Left) = PCA; (Right) = t-SNE

(@) Elbow Curve;, (b) Silhouette Coefficient Cuve; (c) Clustering
Scatterplot

45.2 Hierarchical (Agglomerative) Clustering
According to Figure 4Q(a), thesuitablenumber of clusters fdsothPCA and
t-SNE data were four ihierarchicaklustering. The hierarchical clustering was
agglomerative basedhich points are merged as one moves up the hierarchy.
Figure 4.0(b) illustrated the dendrogram that shows the hierarchical
relationship between points. The linkage criterion chosen for this was ward
which the variance of the clusters was minimized. Asashin Figure 4.0(c),
the data point for both PCA andGNE wereclustered into four groups.

From the dendrogram generated from PCA, it shows that there are three
group when the Euclidean distance is forty. There is one point that did not merge

with other as its geometric distance is far from other points. The deacli























































































