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ABSTRACT 

 

The spread of fake news is nothing new in the current day and age, there is a lot 

of news being spread in Malaysia related to the Covid-19 pandemic, some of which 

may not be true. Websites like Sebenarnya.my and Malaysiakini can be used to check 

whether a news headline is true, however this is a manual and tedious process. 

Furthermore, there are currently no datasets available that specifically focus on Covid-

19 headlines in Malaysia.  

This project aims to reduce the spread of fake news in Malaysia by developing 

a web application that can ease and automate the news verification process. The aim of 

this project was achieved through several objectives.  

Firstly, a small dataset that is specific to Covid-19 headlines in Malaysia was 

collected. Next, a competent classification model for determining whether a headline 

regarding Covid-19 in Malaysia is true, fake, or unsure was trained by using the dataset 

collected. Finally, a web application was developed to deploy the trained model.  

The originality of this project lies in the fact that the dataset used to train the 

model was self-collected. The main contribution of this project on the other hand is the 

web application that deviates from the usual data verification process which is often 

done manually. 

The data collected for the creation of the dataset is obtained in the form of tweets 

using a Twitter API. These tweets are then labelled as Real, Fake and Unsure according 

to the sources that posted the tweets. The tweet data then undergoes several pre-

processing steps in order to prepare it for model training. Once the dataset was created, 

several machine learning algorithms were used to train several different models. These 

models were evaluated in order to pick one to be deployed to the web application. The 

final model chosen to be deployed was a model trained using a Multinomial Naïve 

Bayes algorithm. 
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CHAPTER 1: INTRODUCTION 

1.1 Problem Statement  

The invention of social media platforms has made it even easier for people to 

spread misinformation to the people around them. Fake news being spread across social 

media comes in several forms such as clickbait, propaganda, commentary/opinion and 

humour/satire (Campan et al. 2017). An example that can be presented here are the fake 

news articles that were spread involving political implications during the 2016 US 

presidential elections. Several of these articles that were spread across Twitter and 

Facebook originated from satirical websites but could have been misunderstood to be 

true (Allcott & Gentzlow 2017). 

 The COVID-19 pandemic has grown to become a serious matter and the 

misinformation that has been spread regarding the topic is more likely to bring about 

even more harm to society. This misinformation ranges from conspiracy theories that 

the virus was created by China to be used as a biological weapon to unproven claims 

such as coconut oil being the cure for the virus (Pennycook et al. 2020). To elaborate, 

misinformation about the virus has brought about many negative impacts which include 

hatred towards a particular race and panic buying of face masks and hand sanitizers by 

worried citizens which lead to the shortage of medical equipment in hospitals.  

 The spread of fake news related to COVID-19 in Malaysia is still an ongoing 

issue. Citizens are encouraged not to share posts that before they have verified that the 

information is real. Despite this, fake news about the virus still continues to be spread 

through social media platforms in Malaysia. 

Currently, websites such as Malaysiakini.com and Sebenarnya.my can be used 

to verify whether a particular news headline is fake, this includes headlines about 

COVID-19 in Malaysia, however, this process has to be done manually. Moreover, the 

current datasets that can be found on websites such as Kaggle.com include datasets 

related to COVID-19 global news or COVID-19 cases for countries such as India, there 

are currently no datasets related to COVID-19 news headlines in Malaysia that can be 

found online. With the help of such a dataset, data scientists in Malaysia would 

potentially be able to train classification models to predict whether a certain news 

headline is likely to be true or false.  
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1.2 Background and Motivation 

Fake news has been around for a long time now, it has existed since before the 

invention of social media platforms. Fake news articles can be defined as news articles 

that are verified to be intentionally false. During the early ages when the printing press 

was invented, shocking headlines were used to entice people into reading certain 

articles. Those who were more literate could make use of their talents and manipulate 

others who were less literate than them by writing misleading information, these people 

seemed to be paid to write articles in a light that benefited their employers (Burkhardt 

2017).  

A model that could help predict the authenticity of a news headlines in Malaysia 

hosted on a web application would be highly beneficial to citizens as they would be 

able to get an idea of whether the news headlines that they are about to share contains 

misinformation and refrain from sharing potentially false information. This could help 

reduce the number of fake news articles related to COVID-19 being spread in Malaysia. 

1.3 Project Objectives  

The proposed project aims to overcome the problem stated previously by 

providing a way for Malaysians to check if a certain piece of news that they are 

uncertain about is likely contain misinformation. This will be achieved with the 3 main 

objectives of this project. 

The first objective is to create dataset that contains textual news related to 

COVID-19 headlines in Malaysia. This dataset will be collected in the form of tweets 

which have a similar structure to news headlines. 

Next, the second objective is to train a classification model using a suitable 

algorithm that produces reasonable results. Several different training algorithms will 

be explored in order to find one that is suitable to be used that produces the best results 

based on the dataset and the use case. 

The third objective is to deploy the model as a web application. The deployed 

model will be able to receive news from the user in the form of text input and make a 

prediction on whether the news is likely to be real, unsure, or fake as well as the 

percentage. This can help them to decide whether they would like to share the article in 

question depending on whether the article is likely to be fake.  
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Accordingly, the final deliverables of the proposed project will be a 

classification model deployed in the form of a web application. By deploying the 

model as a web application, it will be easily accessible to Malaysian citizens. The 

main language of the news in the dataset will be English, as a result, the articles that 

users want to check using the web application needs to be in English. 

 

1.4 Proposed approach/study 

 

Figure 1.4. 1 System Flowchart 

Figure 1.4.1 shows a brief overview of approach for this project. At the 

beginning, tweets will be collected using the Twitter API over a set period of time. 

Once an acceptable number of tweets have been collected, the tweets will be cleaned in 

order for the tweets to better resemble news headlines. Next, the tweets will be 

translated to fit the target language, English. This is because a wide majority of tweets 

pulled from the API are in Bahasa Malaysia. Once all the data has been prepared, a 

dataset is created with all the necessary fields and is then labelled according to the 

content of the headlines. This dataset is then used to train several models using different 

machine learning algorithms before choosing one that best fits the desired use case. 

Finally, a Flask web application is created, and the trained model is imported to the web 

application. Now that the model has been deployed to the web application, users can 

feed news headlines to the web application and receive a prediction on how likely that 

headline is fake or real. 
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1.5 Highlight of what have been achieved 

There are several things that have been achieved during this project, for starters, 

a small dataset of news headlines related to Covid-19 in Malaysia has been collected. 

Accordingly, the next achievement that has been made was using the dataset collected 

to train several models with fairly high accuracy and while also having a low rate of 

predicting fake news as real. These models were then utilized in the next main 

achievement of this project which is the web application that allows users to check how 

likely a particular news headline is real or fake.  

 

1.6 Report Organization 

This report consists of 6 chapters, each chapter contains details on different sections of 

the project. Chapter 1 covers a general introduction of the project, including the 

project’s problem statement, background and motivation, objectives, proposed 

approach, and a summary of project achievement.  

Chapter 2 covers the literature review section of this report. In this chapter, 

several related works are studied and compared in order to get a better understanding 

of the methods or approaches to be used when implementing this project.  

For Chapter 3, the system design is covered. This chapter gives a top-down view 

of the whole system, including the details and specification of the system 

implementation.  

Chapter 4 covers the system specifications section of this report. Covering the 

methodologies and tools used for this project, the requirements set for this project as 

well as the analysis and verification plan of this project.  

For Chapter 5, the system implementation and evaluation is explained in detail. 

Covering the analysis of the system, the verification plan for the analysis as well as the 

implementation and testing details of the final deliverables for this project.  

Finally, Chapter 6 concludes the report, covering a final review of the project, 

including several discussions and a few concluding statements. 
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CHAPTER 2 LITERATURE REVIEW. 

2.1 Feature Extraction and Representation 

Feature extraction needs to be performed on text data before it can be used to 

train models with the help of machine learning algorithms. The process involves 

encoding words to be represented as intenders or floating points so they can be parsed 

into machine learning models for training and evaluation (Smitha and Bharath, 2020). 

 

2.1.1 TF-IDF Vectorizer vs Word Embedding tested against varying datasets and 

several different algorithms 

This paper evaluated the performance of 8 different machine learning 

algorithms used to detect/classify fake news in order to understand their performance 

relative to each other as well as to understand the behaviours of the algorithms when 

tested against different datasets (Katsaros, Stavropoulos and Papakostas, 2019). 

 

Figure 2.1.1 1: Datasets used for evaluating the algorithms 

Figure 2.1.1.1 shows the different data sets used for the evaluation of the 

algorithms. The datasets underwent several pre-processing steps such as the removal of 

stop words, the removal of special characters, and the stemming of words before being 

used with the machine learning algorithms. Three input datasets were produced from 

the datasets shown in Figure 2.1.1.1 after the data pre-processing had been performed. 
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 The evaluation was made in terms of commonly used measures such as F1-

measure and accuracy as the paper considered the detection of fake news as a binary 

classification task. Another measure that was considered was the execution time for the 

training and classification tasks. 

 Several vectorization methods were used in order for the text to be represented 

numerically or as a vector. When reviewing this paper, the TFIDF-Vectorizer was the 

vectorization method of interest. As such, we mainly focus on the datasets related to 

the TF-IDF variants. 

TF-IDF weighing scheme is made up of two terms which are, term frequency 

and inverse document frequency. Term Frequency refers to the number of times a term 

appears in a document over the total number of terms in that document. Inverse 

Document Frequency on the other hand refers to the log of the total number of 

documents divided by the number of documents whereby that same term appears. TF-

IDF is represented by the product of the two terms (Katsaros, Stavropoulos and 

Papakostas, 2019). 

Results 

 

Figure 2.1.1 2: Variants that performed the best for each algorithm 

Before being making a comparison against the TF-IDF Vectorizer, the best 

variants for each algorithm were evaluated based on 6 different variants of word 

embeddings. Figure 2.1.1.2 show shows a summary of the variants that performed the 

best for each algorithm based on the dimension sizes and training types.  
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The champion variants of word embeddings of each algorithm were compared 

against a TF-IDF scheme in order to determine which would show better results when 

used to generate a feature representation vector. 

 

Figure 2.1.1 3: Average accuracies (Dataset 1) 

 

Figure 2.1.1 4: Average Accuracies (Dataset 2) 

 

Figure 2.1.1 5: Summary of results TF-IDF vs Word Embedding 
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Figure 2.1.1.3 and Figure 2.1.1.4 show the average accuracies of the predictions 

made based on the vectorization methods used on each algorithm. Figure 2.1.1.5 shows 

a summary of the results. It is apparent that the TF-IDF Vectorizer obtained better 

accuracies in most cases (Katsaros, Stavropoulos and Papakostas, 2019). Based on the 

result, TF-IDF Vectorizer seems to perform fairly well with the machine learning 

algorithms stated above and could be implemented in this project. 

 

2.1.2 Bag of Words Approach vs Word Embedding tested against several 

machine learning algorithms 

Another paper evaluated the performance of Bag of Words feature extraction 

approaches compared to Word embedding approach against a single dataset in order to 

determine how well each feature extraction approach faired against the dataset. 

The feature Extraction Approaches covered under Bag of Words Approach 

included TF-IDF Vectorizer and Count Vectorizer.  

Count Vectorizer works similarly to TF-IDF Vectorizer whereby text data is 

encoded as integers or float values so they can be fed into machine learning models. 

The main difference between them is that for Count Vectorizer, the may focus is the 

frequency count of the word within a document whereas the TF-IDF Vectorizer looks 

at the overall document weightage (Mahir, Akhter and Huq, 2019). This means that 

there is a chance that a model trained using data vectorized using Count Vectorizer 

would be biased towards words that occur more frequently and overlook rarer words 

that could hold more weight. 
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Results 

 

Figure 2.1.2 1: Classification Metrics (Count Vectorizer) 

 

Figure 2.1.2 2: Classification Metrics (TF-IDF Vectorizer) 

 

Figure 2.1.2 3: Classification Metrics (Word Embedding) 
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Figure 2.1.2 4: Summary of results Count Vectorizer vs TF-IDF Vectorizer 

Figure 2.1.2.1 to Figure 2.1.2.3 shows the classification metrics of the models 

trained using input vectorized by Count Vectorizer, TF-IDF Vectorizer and Word 

Embedding respectively. Overall, word embedding performed worse than Count 

Vectorizer and TF-IDF Vectorizer. Figure 2.1.2.4 shows a summary of the results when 

comparing Count Vectorizer and TF-IDF Vectorizer. Similar to the previous study, it 

can be seen that the TF-IDF Vectorizer performed fairly well with the machine learning 

algorithms stated above (Smitha and Bharath, 2020). 
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2.2 Overall Performance of Machine Learning Algorithms 

Several popular machine learning algorithms were researched when carrying 

out this project. These algorithms included a Naïve Bayes algorithm, Support Vector 

Machines, a Logistic Regression algorithm and a Decision Tree algorithm. 

 

2.2.1 Naïve Bayes Algorithm 

From section 2.1.1, we can see that there is a case where Naïve Bayes algorithm 

works well when training a model with TF-IDF Vectorizers for feature extraction 

(Katsaros, Stavropoulos and Papakostas, 2019). 

 

2.2.2 Support Vector Machine (SVM) 

From section 2.1, it seemed that the SVM model had a similar accuracy when 

vectorized with word embedding and TF-IDF Vectorizer (Katsaros, Stavropoulos and 

Papakostas, 2019). When comparing TF-IDF Vectorization and Count Vectorizer on 

the other hand, the SVM model performed better with the TF-IDF Vectorizer (Smitha 

and Bharath, 2020) 

 

2.2.3 Logistic Regression 

 Based on section 2.1, the logistic regression model had a similar accuracy when 

trained using data vectorized using Count Vectorizer and TF-IDF Vectorizer (Smitha 

and Bharath, 2020). On the other hand, comparing the accuracy between another 

Logistic Regression model in section 2.1 showed that feature extraction using word 

embeddings yielded less accurate results compared to TF-IDF Vectorizer (Katsaros, 

Stavropoulos and Papakostas, 2019). 

 

2.2.4 Decision Trees 

For Decision tree models, the accuracy of the models trained using input 

vectorized by Count Vectorizer and TF-IDF Vectorizer were similar (Smitha and 

Bharath, 2020). The decision tree model trained using data that was vectorized by word 
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embeddings had a worse accuracy when compare to the model trained using the data 

vectorized by the TF-IDF Vectorizer. 

 

Summary and Review 

Based on the approaches above, training the classification models were assumed 

to be binary classification tasks. But for the implementation of this project, it is a 

multiclass classification task rather than binary class classification as there is the 

presence of the “Unsure” in the dataset. 

TF-IDF Vectorizer chosen to be used as the text vectorizer as the models trained 

using data vectorized by it consistently yielded better or similar accuracies when 

compared to Word Embedding and Count Vectorizer. 

A few of the machine learning algorithms studied above will be chosen in order 

to train several classification models to be evaluated. Namely, Naïve Bayes algorithm, 

Decision Tree, SVM and Logistic Regression.  
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CHAPTER 3: SYSTEM DESIGN  

3.1 Use Case Diagram 

 

Figure 3.1. 1 COVID-19 Fake News Classifier Web Application Use Case Diagram 

 Figure 3.2.1.1 shows the use case diagram on how users will interact with the 

web application. The user will be able to key in the news that they would like to verify 

in the form of text input. The user will then be able to receive a prediction on whether 

that piece of news is real or fake as well as the confidence of the prediction according 

to the trained model. 
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3.2 Sequence Diagram 

 

Figure 3.2. 1 COVID-19 Fake News Classifier Web Application Sequence Diagram 

 Figure 3.2.1 shows the sequence diagram of the web application. The user will 

interact with the front end of the web application (html web page). The user will provide 

input into an input text box. The text will then be passed over to the back end via a 

HTTP POST request. The back end of the Flask web application allows the use of 

python code, this is where the text will be run against the trained model in order to 

obtain a prediction. The results will then be passed back over to the front end of the 

web page and the user will be redirected to another web page where the results will be 

displayed. The details of how the predictions are made in the back end of the web 

application will be explained in detail in section 3.3. 
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3.3 System Flowchart 

 

Figure 3.3. 1 COVID-19 Fake News Classifier Web Application Flowchart 

Figure 3.3.1 shows the flowchart of the web application. The flow begins with 

the main route of the web application. In this route, the “home.html” web page is 

displayed to the user, allowing them to key in their news headlines. Once the users have 

keyed in the headlines to be checked and clicked on the “predict” button, a POST 

request is used to pass the headline text to the “/predict” route.  

In the “/predict” route, the text obtained from “home.html” is cleaned using 

similar cleaning methods that were used to train the model. After that, the text data is 
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vectorized using the same vectorizer that was used to vectorize the text found in the 

training dataset, TFIDVectorizer. 

Once those steps have been completed, a label is predicted for the headline using 

the model that was imported into the web application. The prediction, as well as the 

confidence values of the prediction are passed back to the front end, “result.html”. 

The user will then be redirected to the result webpage where the predictions and 

the confidence scores of the predictions for the news headline will be displayed. 

 

3.4 Classification Model Block Diagram 

 

Figure 3.4. 1 Naïve Bayes Classifier Block Diagram 

Figure 3.4.1 shows the block diagram of the model training process. Firstly, the 

collected tweet data undergoes several steps to prepare it for training. These steps 

include tweet data pre-processing which involves removing links and mentions from 

the tweet data. 
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As for the data cleaning process, steps like stemming words, removing stop 

words, removing special characters from the data and so on are performed on the data.  

Moreover, the tweet data then needs to be vectorized so it can be represented 

numerically as features. Once the vectorization step has been performed, a co-

occurrence matrix for the features can be generated, this will be used when training the 

model using machine learning algorithms. 

The remaining steps are to train the model using machine learning algorithms 

such as a Naïve Bayes algorithm and evaluate the performance of the trained model. 
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CHAPTER 4: SYSTEM SPECIFICATIONS 

4.1 Methodology and Tools 

4.1.1 Methodology and General Work Procedure 

 

 

Figure 4.1.1. 1 System Methodology 

Figure 4.1.1.1 shows the CRISP-DM Methodology which will be used during 

the development of the proposed project, this methodology can be broken down into 

several phases. 

 

Business Understanding 

The first phase is the planning phase, this is where the business objectives of 

the project will be explored more thoroughly. The knowledge gained from this phase 

will be used to plan out the data collection process.  

 

Data Understanding  

The second phase is the data collection phase, in this phase, data was collected 

and explored with the purpose of finding potential data quality problems and to seek 
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out any hidden information from the data. The data collection process was carried out 

by using Twitter API to collect tweet updates on the topic of COVID-19 in Malaysia. 

The data collection period was from 6 November 2020) to 8 January 2021. This is also 

the phase whereby feature extraction was explored, meaning the parameters to be 

collected using the API were decided during this phase. 

 

Data Preparation 

Next, the data preparation phase was carried out. During this phase, activities 

were carried out to construct the final dataset.  

Firstly, the tweet data had to be cleaned in order for it to resemble regular news 

headlines. This included steps such as removing links, removing mentioned accounts, 

removing hashtags while keeping the word itself as some tweets use hashtags in place 

of certain words, removing any special characters and so on. This cleaning process was 

done using Python programming language and Jupyter Notebook. Rows that were 

empty after the cleaning process was done were dropped from the dataset (for example, 

some tweets that only contained links). 

After that, the data was labelled as true or unsure based on the credibility of the 

source. A select few accounts such as 501Awani and SinarOnline were considered 

credible sources and thus tweets posted by these accounts were labelled as Real while 

the rest of the tweets obtained were labelled as Unsure. For this project, the fake news 

was obtained from the twitter timeline of Sebenarnya.my. The full timeline of 

Sebenarnya.my’s twitter feed was pulled by the API and had to be manually reviewed 

beforehand as not all the fake news pulled from the timeline were related to the scope 

of Covid-19 news. In order for the data pulled from Sebenarnya.my’s timeline to be 

used as fake news headlines, the semantics of the tweet had to be modified slightly as 

Sebenarnya.my reports on fake news rather than posting the fake news itself. In order 

to do this, words such as “allegations that” and “are false” were removed from the text 

fields of the tweets pulled from Sebenarnya.my’s timeline 

After the first phase of data cleaning, the next phase was to translate the data 

into English, the target language for this project. This was done with the help of 

Translate My Sheet extension available on the Google Chrome web store. There were 
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a few limitations when using this extension, for instance, there was a limit to the number 

of rows that could be translated within a 24-hour period.  

 

Modelling 

The following phase is the modelling phase. At this phase, the final dataset was 

prepared and could be used to train the model. The text data had to be vectorized before 

it could be used with any machine learning algorithms, for this a TFID vectorizer was 

used.  

Several different machine learning algorithms were used to train the model and 

evaluated after before choosing one that best fits the final use case of this project. 

The algorithms used included a Multinomial Naïve Bayes algorithm, a Passive 

Aggressive Classifier algorithm, A Decision Tree Algorithm, an SVM Classifier 

algorithm and a Logistic Regression Classifier algorithm. 

In the end, the model trained using a Multinomial Naïve Bias algorithm was 

chosen as the final model as it was considered the most suitable among the 5. The 

evaluation of the models can be found in Section 4.3 of this report. 

 

Evaluation 

After the models were trained, the next phase is the evaluation phase. The 

models were evaluated to make sure they achieved the business objectives specified in 

the first phase. In addition, the accuracy as well as the specificity of the models were 

also evaluated in order to make sure that they were of an acceptable quality when 

deciding on the final model.  

The evaluation process included comparing the Specificity, sensitivity, as well 

as the accuracy of the models against testing and validation data. 

 

Deployment 

The final phase of the methodology is the deployment phase. In this case, the 

final model was deployed in the form of a Flask web application. 
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Timeline 

 

Figure 4.1.1. 2 FYP1 and FYP2 Timeline Gantt Chart 

 Figure 4.1.1.2 shows the estimated timeline for preparation and execution of the 

project objectives. During FYP1, a large amount of focus was on finding a suitable 

methodology to collect and clean the dataset as well as learning to use the software 

needed for the task. During FYP2, the focus is shifted towards model training and the 

development of the web application.  

 

4.1.2 Tools/Technologies Involved  

Technologies for Dataset Collection 

1. RStudio  

RStudio is an IDE built for R programming language, which is used for statistical 

computing and plotting graphics. The form of RStudio which will be used for the 

proposed project is RStudio Desktop. RStudio also allows users to add packages that 

are needed in order to perform specific tasks. 

2. rtweet package for RStudio (API) 

The rtweet package can be added to the RStudio IDE in order to provide users with the 

ability to extract data from Twitter’s REST and streaming API. The package provides 
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functionality like sending API requests and converting response objects into data 

frames for ease of use. 

3. Translate My Sheet 

Translate My Sheet is an add-on available on the Google Workspace Marketplace. It 

allows users to translate content in Google Spreadsheets in more than 100 languages. 

 

Technologies for Model Training 

1. Jupyter Notebook 

Jupyter notebook is a web application used to work with notebooks containing data 

such as code and visualizations. It can be used to perform operations such as data 

cleaning, data transformation, model training, data visualization and much more. 

 

Technologies for Deployment 

1. Flask 

Flask is a web framework that provides tools, libraries and other technologies needed 

to build a web application. It mainly works with the Python programming language. It 

can be used to deploy the model in a REST API to serve as a microservice. 

2. Python 

Python is an open-source high-level programming language. It is considered a scripting 

language and can be used to create Web applications. 

 

4.2 Requirements 

User Requirements 

 The user shall be able to key in a headline into a textbox 

 The user shall be able to get a prediction on whether the headline keyed in is 

likely to be Fake, Real or Unsure 

 The user shall be able to get a confidence percentage of the predictions made 
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Non-Functional Requirements 

 The system shall be able to make predictions within 1 second 

 

4.3 Analysis and Verification Plan 

Several machine learning algorithms were used to train several different models 

using the dataset collected. These models were tested against verification data and 

testing data in order to find out how well they performed based on the evaluation 

metrics obtained. Below are the results obtained for each of the models trained. The 

results were analysed in order to decide which model would be used. A confusion 

matrix was plotted for each model to be used for verification purposes. 

 

Multinomial Naïve Bayes Algorithm 

 

Figure 4.3. 1 Performance of MultinomialNB model on validation data 
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Figure 4.3. 2 Performance of MultinomialNB model on testing data 

 

Passive Aggressive Classifier Algorithm 

 

Figure 4.3. 3 Performance of Passive Aggressive Classifier model on validation data 
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Figure 4.3. 4 Performance of Passive Aggressive Classifier model on testing data 

 

Decision Tree Classifier Algorithm 

 

Figure 4.3. 5 Performance of Decision Tree Classifier model on validation data 
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Figure 4.3. 6 Performance of Decision Tree Classifier model on testing data 

 

SVM Classifier Algorithm 

 

Figure 4.3. 7 Performance of SVM Classifier model on validation data 
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Figure 4.3. 8 Performance of SVM Classifier model on testing data 

Logistic Regression Classifier Algorithm 

 

Figure 4.3. 9 Performance of Logistic Regression Classifier model on validation data 

 

Figure 4.3. 10 Performance of Logistic Regression Classifier model on testing data 
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Based on the figures above, this is a summary table of the evaluation metrics. 

 

Figure 4.3. 11 Summary table of evaluation metrics 

 When evaluating the machine learning algorithms, more consideration is given 

towards the specificity of the model before looking at the model’s accuracy and 

sensitivity. This is because for the scope of detecting fake news, the consequences for 

predicting a fake news headline as real brings about a more dire consequence as 

compared to predicting a real news headline as fake.   

It can be seen that among the 5 machine learning algorithms, the 

MultinomialNB and Logistic Regression models have the highest specificity at 68.9% 

and 66.7% respectively. The MultinomialNB model also has the highest sensitivity at 

72.4%.  

While the accuracy of the Logistic Regression model may be slightly higher 

than the MultinomialNB model, more consideration is given to the sensitivity and 

specificity rather than the accuracy alone as the classification models also include an 

“Unsure” label which is also considered when calculating the accuracy. This means that 

a model with high accuracy does not necessarily have the best specificity. 

With that in mind, the MultinomialNB model was chosen to be deployed in the 

web application. 
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CHAPTER 5: SYSTEM IMPLEMENTATION AND TESTING 

5.1 System Implementation 

For this project, the system implementation can be broken up into several parts, they 

are the dataset collection process, the model training process, and the web application 

development process. 

Dataset Collection 

 

Figure 5.1. 1 Code Used to Pull Tweets from Twitter 

 Figure 5.1.1 shows the code that was used to pull tweets related to COVID-19 

in Malaysia from Twitter. Tweets containing keywords and hashtags including 

“Covid19” with “Malaysia” in the same tweet, “#sebenarnya”, “berita palsu”and 

“covid19malaysia” were pulled using the API. The tweets were pulled at intervals not 

more than 2 days apart from the previous pull and 900 tweets are collected from each 

pull.  

 

Figure 5.1. 2 Code Used to Pull Tweets from Sebenarnya.my’s Twitter Timeline 

Figure 5.1.2 shows the code that was used to pull all the tweets from the Twitter 

timeline of Sebenarnya.my. The tweets obtained from this pull will be used to create 

the fake news portion of the dataset after filtering out records that are unrelated to the 

project scope. 
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Figure 5.1. 3 Removing Duplicate Rows of Data using Excel 

Figure 5.1.3 shows part of the data pre-processing process that was carried out , 

there is one master excel file which was used to store the accumulated tweets from each 

pull. The rows of data which contain duplicate information in the “text” column will be 

filtered using the “remove duplicates” feature in Excel. This was done to ensure that 

there were no duplicate records in the dataset when training the model. This step was 

repeated once more after the pre-processing in Figure 5.1.9 was carried out.    

 

Figure 5.1. 4 Code for Setting Real and Unsure Labels 

Figure 5.1.4 shows the code snippet used to set the Real and Unsure labels on 

the tweet data collected. A few accounts that were pulled by the API were listed as 
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trusted sources. Tweet data associated with these trusted sources were labelled as Real 

while the remaining tweet data was labelled as Unsure. 

 

Figure 5.1. 5 Code for Setting Fake Labels 

Figure 5.1.5 shows the code snippet used to set the Fake labels on the tweet data 

collected from the Twitter timeline of Sebenarnya.my. Any tweet data associated with 

the Sebenarnya.my twitter account was labelled as Fake. 

 

 

Figure 5.1. 6 Code for Cleaning Tweet Data 

 

Figure 5.1. 7 Code for Further Cleaning of Data 
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Figure 5.1.6 and Figure 5.1.7 show the code snippets used for data cleaning. 

Tweets have the tendency to include links, hashtags and mentions which are not present 

in regular news headlines, because of this, any links and mentions need to be removed 

from the Tweet data. This does not apply to hashtags as hashtagged words are 

sometimes used in place of an actual word on twitter, this means that some hashtags 

may be words that hold important information and thus cannot be completely removed. 

Instead, the word is kept and only the hashtag itself is removed. After that, further data 

cleaning such as removing special characters and replacing white spaces are performed. 

 

 

Figure 5.1. 8 Code for Translating Acronyms into English 

 Once the data cleaning had been performed, the records within the dataset then 

needed to be translated. There are ways where this process can be automated with the 

help of Google Translate API, however, on issue that arose was that Google translate 

was unable to translate acronyms that are in Bahasa Malaysia into English acronyms. 

As such, these acronyms had to be manually changed before fully translating the dataset 

to English as shown in Figure 5.1.8. 
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Figure 5.1. 9 Code for Checking Empty Records After Cleaning 

 After the data cleaning process, the records within the dataset were 

checked to ensure there were no empty records in the dataset using the code shown in 

Figure 5.1.9.  

 

Figure 5.1. 10 Code for Changing the Semantics of Sebenarnya.my Tweets into Fake 

News 

 Figure 5.1.10 shows the code snippets used to change the semantics of 

Sebenarnya.my’s tweets into Fake News for the dataset. This was done because the 

tweet data pulled from Sebenarnya.my’s Twitter timeline was reporting about fake 

news headlines rather than showing the fake news itself. By removing keywords such 
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as “allegations that” and “are false” from the rows collected from this twitter timeline, 

we are able to obtain the actual fake news. 

The dataset is then exported as a csv and imported into Google sheets in order 

to be translated into English. 

 

 

Figure 5.1. 11 Translate My Sheet add-on for Google Sheets 

For the final step of the data preparation process, the “text” columns of the data 

collected were then translated into English. This was done with the help of an add-on 

called “Translate My Sheet” that can be found on the Google Workspace Marketplace. 

The plugin allows for the automatic translation of specific columns in Google sheets. 
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Model Training 

 

 

Figure 5.1. 12 Code for Stemming and Removing Stop Words 

Figure 5.1.12 shows the code used to stem words for the sake of narrowing 

down the range of words. After the words have been stemmed, stop words are 

removed as they are not so likely to be useful for training the model. 

 

Figure 5.1. 13 Code for Vectorizing Text Data 

Figure 5.1.13 shows the code used to Vectorize sequences of words in a way 

that can be numerically represented as features. This step is necessary in order 

to train a classification model using the dataset collected. The vectorizer also 

needs to be exported so it may later be utilized within the web application. 
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Figure 5.1. 14 Code for Splitting Training and Testing Data 

For the splitting of the dataset into training and testing sets, a ratio of 80:20 was 

used as seen in Figure 5.1.14. 

 

 

Figure 5.1. 15 Code for Checking Feature Names 

 In figure 5.1.15, the code was used in order to display the list of  words used as 

features after being vectorized. 
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Figure 5.1. 16 Code for Removing Certain Words from Feature Names 

 In figure 5.1.16, the code was used to remove certain words that were 

unnecessarily included under the list of words used as features. 

 

 

Figure 5.1. 17 Code for Plotting Confusion Matrix 

Figure 5.1.17 shows the code used to plot out a confusion matrix. This was used 

to make it easier to visualize the performance of a model when performing evaluation 

on the testing set. 
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Figure 5.1. 18 Code for Evaluating Trained Model Using Validation Data 

Figure 5.1.18 shows the code used to evaluate the trained model on the 

evaluation data and calculate the metrics of the model for the validation set. 

 

Figure 5.1. 19 Code for Evaluating Trained Model Using Testing Data 

Figure 5.1.19 shows the code used to evaluate the trained model using the 

testing data and calculate the metrics of the model against the testing set as well as plot 

a confusion matrix. 

 

Figure 5.1. 20 Code for Exporting the pckle model. 
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Finally, the models were exported deployed into the web application as shown 

in Figure 5.1.20. 

Web Application Development 

 

 

Figure 5.1. 21 Code for Default Route of Flask Web Application 

The code snippet above shows the coding of the default route of the web 

application. When the default route is accessed, the html webpage is rendered and is 

displayed to the user. 

 

 

Figure 5.1. 22 Code for home.html 

Figure 5.1.22 shows a section of the html code for the webpage that is displayed 

at the default route, the main purpose of this webpage is to retrieve text data from users 

and pass it over to the back end via a POST request in order to be predicted. 
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Figure 5.1. 23 Code for Predict Route of Flask Web Application 

The code snippet above shows the coding of the predict route of the web 

application. In this route, the machine learning model and the text vectorizer are 

imported to be used for making predictions. When the POST request submitted from 

the previous webpage is received, some basic data cleaning is performed on the text 

before making a prediction based on that text data. The predicted label and the 

confidence scores are then passed over to result.html and displayed to the user. 
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Figure 5.1. 24 Code for result.html 

Figure 5.1.24 shows a section of the html code for the webpage that is displayed 

after predictions are made, the main purpose of this webpage is to retrieve the predicted 

label as well as the confidence values of the prediction and display them accordingly. 

 

 

Figure 5.1. 25 Code for importing vectorizer and trained model 

Lastly, the figure above shows the code used to import the previously exported 

classification models and text vectorizers into the web application. 
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5.2 Implementation Issues and Challenges 

One of the challenges faced during fyp1 was the limitations of the available 

Twitter API packages for RStudio. There are 2 Twitter API packages available for 

RStudio, they are the rtweet and twitteR packages. When using the twitteR package, 

there was an issue whereby some tweets pulled would be truncated, this was a big issue 

as this results in a loss of text data for the dataset. The tweets package has a solution to 

this whereby adding the “tweet_mode = ‘extended’” parameter in the function for 

pulling tweets would return full length tweets. However, the rtweet package has its own 

limitations, the limitations of this package are that it is unable to pull tweets that were 

posted more than 2 weeks before the time of the pull without the use of a premium 

twitter API account. 

Another challenge was the dataset creation process. The process required a huge 

amount of time manual labour. For instance, after the tweets had been pulled from 

Sebenarnya.my’s Twitter timeline, the data had to be manually filtered to ensure that 

the data used for the project was related to the scope. 

 

Figure 5.2. 1 Example Case Where BM Acronym Encountered Translation Issues 

Furthermore, there was also the case where the acronyms that were in Bahasa 

Malaysia needed to be manually translated into English or into the full-length names of 

those acronyms as the translation API did not have the capabilities to do so. Some 

acronyms could not even be replaced manually as they would affect other parts of the 

data. An example of this can be seen in Figure 5.2.1. 

 Lastly, the potential loss of data which may occur after the translation process 

can also be considered an implementation issue for this project. 
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5.3 System Testing 

 

Figure 5.3. 1 User Keys in News Headline That Is Likely to Be Fake 

 

Figure 5.3. 2 Web Application Output (for Fake) 

 Figure 5.3.1 shows a user keying in a news headline that has a high likelihood 

to be fake into the web application. 

From Figure 5.3.2, we can see that the web application is capable of predicting 

a particular news headline as fake. 
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Figure 5.3. 3 Sample News Headline Related to Covid-19 in Malaysia 

 

Figure 5.3. 4 User Keys in News Headline That Is Likely to Be Real 
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Figure 5.3. 5 Web Application Output (for Real) 

 Figure 5.3.4 shows a user keying in the news headline obtained from Figure 

5.3.3 which has a likelihood to be real. 

From Figure 5.3.5, we can see that the web application is also capable of 

predicting a particular news headline as Real. 

 

 

Figure 5.3. 6 User Keys in Unrelated or Unsure Headline 
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Figure 5.3. 7 Web Application Output (for Unsure) 

Lastly, Figure 5.3.6 shows a user keying in a headline that is unrelated to the 

scope of the project. From Figure 5.3.7, we can see that the web application is capable 

of predicting and labelling such headlines as Unsure. 
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CHAPTER 6: CONCLUSION 

6.1 Project Review, Discussion and Conclusion 

In short. there is a lot of news being spread in Malaysia that is related to the 

Covid-19 pandemic, some of which may not be true. While there are websites such as 

Sebenarnya.my and Malaysiakini that can be used to check whether a news headline is 

true, this process is a manual and tedious process. Moreover, there are currently no 

datasets available that specifically focus on Covid-19 headlines in Malaysia. 

With that said, this project aims to build a dataset containing headlines specific to 

Covid-19 news in Malaysia, train a competent classification model using the dataset 

created, and deploying the model that was trained on a web application. 

The web application would play a part in helping reduce the amount of fake 

news being spread in Malaysia as it makes it easier for Malaysians to check the how 

likely a particular news headline is in a more automated manner. If they realise that the 

news headline in question has a high likelihood to be fake, they will be less likely to 

share that piece of news, thus reducing the amount of fake news being spread on the 

topic of Covid-19 here in Malaysia. 

 

6.2 Novelties and Contributions 

The main novelty of this project is the web application that can be used to 

predict if a particular news headline related to Covid-19 in Malaysia is fake and also 

display its prediction confidence. As previously mentioned, fact checking news 

headlines is a manual task, by deploying the trained classification model, this task 

becomes more automated and can help save time and effort for the users.  

The originality of this project lies in the classification model that was trained 

using the dataset that was self-collected. While the algorithm used to train the model 

may not be original, the final use case of the model is considered an original deliverable 

as it was trained using an original dataset. 
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6.3 Future Work 

 While the objectives of the project have been met, there are several aspects of 

the project that can be further improved on. For starters, the model could be trained 

using a larger dataset. The current model was trained using only 2121 rows of data due 

to time constraint issues for data collection. Training a model using a larger dataset 

containing more news headlines collected over time could improve the performance of 

future models. 

 Aside from the size of the dataset, another detail that can be highlighted as future 

work is dealing with the “Unsure” label within the dataset. Currently, if the model 

predicts a particular piece of news to be “Unsure”, the user does not get much insight 

on how likely that news headline is to be fake.  

 Lastly, the web application developed could be deployed on hosting platforms 

in order to make it accessible to more people. Currently, the web application is hosted 

locally, hosting platforms such as Heroku could be used to host the web application on 

the internet. 
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