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ABSTRACT

The spread of fake news is nothing new in the current day and age, there is a lot
of news being spread in Malaysia related to the Covid-19 pandemic, some of which
may not be true. Websites like Sebenarnya.my and Malaysiakini can be used to check
whether a news headline is true, however this is a manual and tedious process.
Furthermore, there are currently no datasets available that specifically focus on Covid-

19 headlines in Malaysia.

This project aims to reduce the spread of fake news in Malaysia by developing
a web application that can ease and automate the news verification process. The aim of

this project was achieved through several objectives.

Firstly, a small dataset that is specific to Covid-19 headlines in Malaysia was
collected. Next, a competent classification model for determining whether a headline
regarding Covid-19 in Malaysia is true, fake, or unsure was trained by using the dataset

collected. Finally, a web application was developed to deploy the trained model.

The originality of this project lies in the fact that the dataset used to train the
model was self-collected. The main contribution of this project on the other hand is the
web application that deviates from the usual data verification process which is often

done manually.

The data collected for the creation of the dataset is obtained in the form of tweets
using a Twitter API. These tweets are then labelled as Real, Fake and Unsure according
to the sources that posted the tweets. The tweet data then undergoes several pre-
processing steps in order to prepare it for model training. Once the dataset was created,
several machine learning algorithms were used to train several different models. These
models were evaluated in order to pick one to be deployed to the web application. The
final model chosen to be deployed was a model trained using a Multinomial Naive

Bayes algorithm.

BCS (Honours) Computer Science
Faculty of Information and Communication Technology (Kampar Campus), UTAR.



TABLE OF CONTENTS

TITLE PAGE ...ttt ettt et e e e anbaee s i
REPORT STATUS DECLARATION FORM......coiiiiiiiiiiiice et i
DECLARATION OF ORIGINALITY L.ttt i
ACKNOWLEDGEMENTS ...ttt ii
ABSTRACT L.t e ettt r e anbeeas WY}
TABLE OF CONTENTS . ...ttt Y
LIST OF FIGURES ...ttt viii
LIST OF ABBREVIATIONS ...ttt Xi
CHAPTER 1: INTRODUCTION ....ouiiiiiiiiiiieeiiiee et 1
1.1 Problem STAtEMENT ......ccviiie s 1
1.2 Background and MOTIVALION ...........coiireiiiieeiii e 2
1.3 PrOJECT ODJECTIVES ....vveieiiieeciie ettt et e e et e e nreeeanes 2
1.4 Proposed approach/StUdY ..........coueeeiiereiiiee s e e e e eee e 3
1.5 Highlight of what have been achieved ..............ccccove i 4
1.6 RePOIt OrganiZation ...........ccueeeiiieeiiieesiie e sstie e e e e e e saae e arae e ree e 4
CHAPTER 2 LITERATURE REVIEW. ... 5
2.1 Feature Extraction and Representation............ccccveevvuvreiiiresiieeevieeecieeesee e 5

2.1.1 TF-IDF Vectorizer vs Word Embedding tested against varying datasets and

several different algorithms ..o 5

2.1.2 Bag of Words Approach vs Word Embedding tested against several

machine learning algorithms..............cooii i 8
2.2 Overall Performance of Machine Learning Algorithms..............ccccoooveeiieenne, 11
2.2.1 Naive Bayes AlgOrithm..........cccooiiiiiiiec e 11
2.2.2 Support Vector Maching (SVM) .......cooviiiiiieie e 11
2.2.3 LOQISLIC REOIESSION. ....ciiiiiiie e ittt e e et ettt e st e e s eraaa e 11
2.2.4 DECISION TTEES ...ttt ettt ettt 11

BCS (Honours) Computer Science
Faculty of Information and Communication Technology (Kampar Campus), UTAR.



SUMMANY AN REVIBW ...ttt 12

CHAPTER 3: SYSTEM DESIGN ....oooiiiiiiiie et 13
3.1 USE CaSE DIAGIAM ....cueiiiiiieiiieiie sttt 13
3.2 SEQUENCE DIAGIAM ...ttt 14
3.3 SYStEM FIOWCNAIT........eiiiiieiiee e 15
3.4 Classification Model BIOCK Diagram ..........ccceevveeiieiiieiiieiieeniee e 16

CHAPTER 4: SYSTEM SPECIFICATIONS.......ooiiiie e 18
4.1 Methodology and TOOIS.........c.coiiiiiiiiiie e 18

4.1.1 Methodology and General Work ProCcedure...........ccocovevveriienniineesnene 18
4.1.2 Tools/Technologies INVOIVET ...........ccceeiiiiiiiiiieie e 21
4.2 REQUITEIMEIES ..oteiiiieeitte ettt ettt ettt et e et e b e b anes 22
USEI REQUITEIMENES ...ttt ettt 22
Non-Functional REQUIrEMENTS ........ceeiiieeiiiee e e e see e e e 23
4.3 Analysis and Verification PIan ............ccocevvie i 23
Multinomial Naive Bayes AIQOrithm ...........cccovveiiii e 23
Passive Aggressive Classifier Algorithm ............cccccooiii i 24
Decision Tree Classifier Algorithm ..........ccccoove i 25
SVM Classifier AIgOrithm.........cc.oooiiiiiiic e 26
Logistic Regression Classifier Algorithm............cccccoooiieiiii e 27

CHAPTER 5: SYSTEM IMPLEMENTATION AND TESTING.........ccooovieiiiiineens 29

5.1 System IMPIemMentation ...........ccveeiiiieiiiee e 29
Dataset COHMECLION ......cc.oiiiiiiieeceee e 29
MOAET TTAINING ... .eeeitiee e et e et e e et e et a e e araaeeanaeaeas 35
Web Application Development............oooviiiiiii i 39

5.2 Implementation Issues and Challenges ..........cccvveiiveiiiicccc e, 42

5.3 SYSIEM TOSTING ... .eiiieeiiiiie et e e e e e e e arbare e 43

CHAPTER 6: CONCLUSION ...ttt 47

BCS (Honours) Computer Science
Faculty of Information and Communication Technology (Kampar Campus), UTAR.
Vi



6.1 Project Review, Discussion and CONCIUSION .........ccccvevriveiiiieiiiiee e 47

6.2 Novelties and CONEFIDULIONS .........ouviiiiiiiiiie e 47

6.3 FULUIE WOTK ... 48
BIBLIOGRAPHY ..ttt nnbee e e e 49
APPENDICES. ...ttt ettt e et 1
POSTER. ..ot e ettt e e ettt e e e e s bt e e e s b e e e nnees 1
PLAGIARISM CHECK RESULT ....oiiiiiiiie et 1
CHECKLIST FOR FYP2 THESIS SUBMISSION .......ooviiiiiiiieeiiieee e 1

BCS (Honours) Computer Science
Faculty of Information and Communication Technology (Kampar Campus), UTAR.
vii



LIST OF FIGURES

Figure 1.4. 1 System FIOWCHArt .........cocviiiiiiii e 3
Figure 2.1.1 1: Datasets used for evaluating the algorithms.............cccooeiiiniiiinnn. 5
Figure 2.1.1 2: Variants that performed the best for each algorithm ........................... 6
Figure 2.1.1 3: Average accuracies (Dataset 1) ........cccooverreiiieniiieniieie e 7
Figure 2.1.1 4: Average Accuracies (Dataset 2) .........cccvereiiieeriieiiieiie e 7
Figure 2.1.1 5: Summary of results TF-IDF vs Word Embedding ............cccooevvennennn. 7
Figure 2.1.2 1: Classification Metrics (Count VECIOIZEr) ........cccovevviiiieiiiieiieeiieee 9
Figure 2.1.2 2: Classification Metrics (TF-IDF VEeCtOrizer)........ccccoocevvveiiienineinnennnn 9
Figure 2.1.2 3: Classification Metrics (Word Embedding) .........cccoooevviriiienieninennn, 9
Figure 2.1.2 4: Summary of results Count Vectorizer vs TF-IDF Vectorizer ............ 10

Figure 3.1. 1 COVID-19 Fake News Classifier Web Application Use Case Diagram13

Figure 3.2. 1 COVID-19 Fake News Classifier Web Application Sequence Diagram14

Figure 3.3. 1 COVID-19 Fake News Classifier Web Application Flowchart ............ 15
Figure 3.4. 1 Naive Bayes Classifier Block Diagram ..........ccccccovvveviveiiiieeiiieesinenn 16
Figure 4.1.1. 1 System Methodology .........cccveiiiiiiiiii e 18
Figure 4.1.1. 2 FYP1 and FYP2 Timeline Gantt Chart .............cccccccoveiiiieeiiieesinenn 21
Figure 4.3. 1 Performance of MultinomialNB model on validation data................... 23
Figure 4.3. 2 Performance of MultinomialNB model on testing data........................ 24

Figure 4.3. 3 Performance of Passive Aggressive Classifier model on validation data

Figure 4.3. 4 Performance of Passive Aggressive Classifier model on testing data ... 25

Figure 4.3. 5 Performance of Decision Tree Classifier model on validation data....... 25

BCS (Honours) Computer Science
Faculty of Information and Communication Technology (Kampar Campus), UTAR.
viii



Figure 4.3.
Figure 4.3.
Figure 4.3.
Figure 4.3.

Figure 4.3.
Figure 4.3.

Figure 5.1.
Figure 5.1.
Figure 5.1.
Figure 5.1.
Figure 5.1.
Figure 5.1.
Figure 5.1.
Figure 5.1.
Figure 5.1.
Figure 5.1.

Figure 5.1.
Figure 5.1.
Figure 5.1.
Figure 5.1.
Figure 5.1.
Figure 5.1.
Figure 5.1.
Figure 5.1.
Figure 5.1.
Figure 5.1.
Figure 5.1.
Figure 5.1.
Figure 5.1.
Figure 5.1.
Figure 5.1.

6 Performance of Decision Tree Classifier model on testing data ........... 26

7 Performance of SVM Classifier model on validation data ................... 26
8 Performance of SVM Classifier model on testing data.................c.c..... 27
9 Performance of Logistic Regression Classifier model on validation data

............................................................................................................... 27
10 Performance of Logistic Regression Classifier model on testing data 27
11 Summary table of evaluation Metrics...........ccccoovviieiiieniiiiie e 28
1 Code Used to Pull Tweets from TWItter ...........cccceeviiiiiiniiiiiciecninn 29
2 Code Used to Pull Tweets from Sebenarnya.my’s Twitter Timeline .... 29

3 Removing Duplicate Rows of Data using EXcel ............ccccoceevivveinnnn, 30
4 Code for Setting Real and Unsure Labels ............cccccevvive e e, 30
5 Code for Setting Fake Labels ..o 31
6 Code for Cleaning TWeet Data ..........c.ccouverieiiieiiieiiie e 31
7 Code for Further Cleaning of Data ...........ccccoovieiiieiiiniicie e 31
8 Code for Translating Acronyms into English............cccccoviiiiineiinnn, 32
9 Code for Checking Empty Records After Cleaning ..........cc.cccccvvevnenn, 33
10 Code for Changing the Semantics of Sebenarnya.my Tweets into Fake

............................................................................................................... 33
11 Translate My Sheet add-on for Google Sheets............cccceeviieeviennnn, 34
12 Code for Stemming and Removing Stop Words ...........ccceeeevveeivnennne, 35
13 Code for Vectorizing Text Data ..........cccceevivveeiieeeiiee e 35
14 Code for Splitting Training and Testing Data.............cccceevivveevveennne, 36
15 Code for Checking Feature NamMeS ..........cocvveevvreeiieeeiiieeciee e 36
16 Code for Removing Certain Words from Feature Names................... 37
17 Code for Plotting Confusion MatriX ...........ccccevvveeiiveeiiiee e, 37
18 Code for Evaluating Trained Model Using Validation Data............... 38
19 Code for Evaluating Trained Model Using Testing Data ................... 38
20 Code for Exporting the pckle model. ..o, 38
21 Code for Default Route of Flask Web Application ...............cccccv... 39
22 Code for home.html .........ccooiiiiiii e 39
23 Code for Predict Route of Flask Web Application...............ccccoeee. 40
24 Code for result.ntml .........oooviiiii 41
25 Code for importing vectorizer and trained model.................cccvvveennne. 41

BCS (Honours) Computer Science
Faculty of Information and Communication Technology (Kampar Campus), UTAR.



Figure 5.2.

Figure 5.3.
Figure 5.3.
Figure 5.3.
Figure 5.3.
Figure 5.3.
Figure 5.3.
Figure 5.3.

1 Example Case Where BM Acronym Encountered Translation Issues .. 42

1 User Keys in News Headline That Is Likely to Be Fake ...................... 43
2 Web Application Output (for Fake) ..........ccccoveiieniiiiiecic e 43
3 Sample News Headline Related to Covid-19 in Malaysia.................... 44
4 User Keys in News Headline That Is Likely to Be Real....................... 44
5 Web Application Output (for Real) ..o 45
6 User Keys in Unrelated or Unsure Headling ............cccccoeevveeiiineinnnnn, 45
7 Web Application Output (fOr UNSUIE) ........c.cooveeviieriieiieiie e 46

BCS (Honours) Computer Science
Faculty of Information and Communication Technology (Kampar Campus), UTAR.



LIST OF ABBREVIATIONS

NLP

Al

API

IDE

REST

RIPPER

BLC

SVM

PCFG

HTTP

TFIDF

NB

BM

MLP

NN

Natural Language Processing

Artificial Intelligence

Application Programming Interface

Integrated Development Environment
Representational State Transfer

Repeated Incremental Pruning to Produce Error Reduction
Boolean Label Crowdsourcing

Support Vector Machines

Probability Context Free Grammars

Hypertext Transfer Protocol

Term Frequency-Inverse Document Frequency
Naive Bayes

Bahasa Malaysia

Multi-Layer Perception

Neural Network

BCS (Honours) Computer Science
Faculty of Information and Communication Technology (Kampar Campus), UTAR.

Xi



CHAPTER 1: INTRODUCTION

CHAPTER 1: INTRODUCTION

1.1 Problem Statement

The invention of social media platforms has made it even easier for people to
spread misinformation to the people around them. Fake news being spread across social
media comes in several forms such as clickbait, propaganda, commentary/opinion and
humour/satire (Campan et al. 2017). An example that can be presented here are the fake
news articles that were spread involving political implications during the 2016 US
presidential elections. Several of these articles that were spread across Twitter and
Facebook originated from satirical websites but could have been misunderstood to be
true (Allcott & Gentzlow 2017).

The COVID-19 pandemic has grown to become a serious matter and the
misinformation that has been spread regarding the topic is more likely to bring about
even more harm to society. This misinformation ranges from conspiracy theories that
the virus was created by China to be used as a biological weapon to unproven claims
such as coconut oil being the cure for the virus (Pennycook et al. 2020). To elaborate,
misinformation about the virus has brought about many negative impacts which include
hatred towards a particular race and panic buying of face masks and hand sanitizers by

worried citizens which lead to the shortage of medical equipment in hospitals.

The spread of fake news related to COVID-19 in Malaysia is still an ongoing
issue. Citizens are encouraged not to share posts that before they have verified that the
information is real. Despite this, fake news about the virus still continues to be spread

through social media platforms in Malaysia.

Currently, websites such as Malaysiakini.com and Sebenarnya.my can be used
to verify whether a particular news headline is fake, this includes headlines about
COVID-19 in Malaysia, however, this process has to be done manually. Moreover, the
current datasets that can be found on websites such as Kaggle.com include datasets
related to COVID-19 global news or COVID-19 cases for countries such as India, there
are currently no datasets related to COVID-19 news headlines in Malaysia that can be
found online. With the help of such a dataset, data scientists in Malaysia would
potentially be able to train classification models to predict whether a certain news

headline is likely to be true or false.
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CHAPTER 1: INTRODUCTION

1.2 Background and Motivation

Fake news has been around for a long time now, it has existed since before the
invention of social media platforms. Fake news articles can be defined as news articles
that are verified to be intentionally false. During the early ages when the printing press
was invented, shocking headlines were used to entice people into reading certain
articles. Those who were more literate could make use of their talents and manipulate
others who were less literate than them by writing misleading information, these people
seemed to be paid to write articles in a light that benefited their employers (Burkhardt
2017).

A model that could help predict the authenticity of a news headlines in Malaysia
hosted on a web application would be highly beneficial to citizens as they would be
able to get an idea of whether the news headlines that they are about to share contains
misinformation and refrain from sharing potentially false information. This could help

reduce the number of fake news articles related to COVID-19 being spread in Malaysia.

1.3 Project Objectives

The proposed project aims to overcome the problem stated previously by
providing a way for Malaysians to check if a certain piece of news that they are
uncertain about is likely contain misinformation. This will be achieved with the 3 main

objectives of this project.

The first objective is to create dataset that contains textual news related to
COVID-19 headlines in Malaysia. This dataset will be collected in the form of tweets

which have a similar structure to news headlines.

Next, the second objective is to train a classification model using a suitable
algorithm that produces reasonable results. Several different training algorithms will
be explored in order to find one that is suitable to be used that produces the best results

based on the dataset and the use case.

The third objective is to deploy the model as a web application. The deployed
model will be able to receive news from the user in the form of text input and make a
prediction on whether the news is likely to be real, unsure, or fake as well as the
percentage. This can help them to decide whether they would like to share the article in
question depending on whether the article is likely to be fake.

BCS (Honours) Computer Science
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CHAPTER 1: INTRODUCTION

Accordingly, the final deliverables of the proposed project will be a
classification model deployed in the form of a web application. By deploying the
model as a web application, it will be easily accessible to Malaysian citizens. The
main language of the news in the dataset will be English, as a result, the articles that

users want to check using the web application needs to be in English.

1.4 Proposed approach/study

Pull t i
u W::ils using |:> Clean Tweets |::> Translate Tweets

Create Flask Web
App to deploy <:| Train Model <:| Create Dataset

model

Figure 1.4. 1 System Flowchart

Figure 1.4.1 shows a brief overview of approach for this project. At the
beginning, tweets will be collected using the Twitter APl over a set period of time.
Once an acceptable number of tweets have been collected, the tweets will be cleaned in
order for the tweets to better resemble news headlines. Next, the tweets will be
translated to fit the target language, English. This is because a wide majority of tweets
pulled from the API are in Bahasa Malaysia. Once all the data has been prepared, a
dataset is created with all the necessary fields and is then labelled according to the
content of the headlines. This dataset is then used to train several models using different
machine learning algorithms before choosing one that best fits the desired use case.
Finally, a Flask web application is created, and the trained model is imported to the web
application. Now that the model has been deployed to the web application, users can
feed news headlines to the web application and receive a prediction on how likely that

headline is fake or real.
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CHAPTER 1: INTRODUCTION

1.5 Highlight of what have been achieved

There are several things that have been achieved during this project, for starters,
a small dataset of news headlines related to Covid-19 in Malaysia has been collected.
Accordingly, the next achievement that has been made was using the dataset collected
to train several models with fairly high accuracy and while also having a low rate of
predicting fake news as real. These models were then utilized in the next main
achievement of this project which is the web application that allows users to check how

likely a particular news headline is real or fake.

1.6 Report Organization

This report consists of 6 chapters, each chapter contains details on different sections of
the project. Chapter 1 covers a general introduction of the project, including the
project’s problem statement, background and motivation, objectives, proposed

approach, and a summary of project achievement.

Chapter 2 covers the literature review section of this report. In this chapter,
several related works are studied and compared in order to get a better understanding

of the methods or approaches to be used when implementing this project.

For Chapter 3, the system design is covered. This chapter gives a top-down view
of the whole system, including the details and specification of the system

implementation.

Chapter 4 covers the system specifications section of this report. Covering the
methodologies and tools used for this project, the requirements set for this project as

well as the analysis and verification plan of this project.

For Chapter 5, the system implementation and evaluation is explained in detail.
Covering the analysis of the system, the verification plan for the analysis as well as the

implementation and testing details of the final deliverables for this project.

Finally, Chapter 6 concludes the report, covering a final review of the project,

including several discussions and a few concluding statements.
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CHAPTER 2: LITERATURE REVIEW

CHAPTER 2 LITERATURE REVIEW.
2.1 Feature Extraction and Representation

Feature extraction needs to be performed on text data before it can be used to
train models with the help of machine learning algorithms. The process involves
encoding words to be represented as intenders or floating points so they can be parsed

into machine learning models for training and evaluation (Smitha and Bharath, 2020).

2.1.1 TF-IDF Vectorizer vs Word Embedding tested against varying datasets and
several different algorithms

This paper evaluated the performance of 8 different machine learning
algorithms used to detect/classify fake news in order to understand their performance
relative to each other as well as to understand the behaviours of the algorithms when

tested against different datasets (Katsaros, Stavropoulos and Papakostas, 2019).

dataset Dataset properties
name size | property | SOUTrCce
e Two labels for
Liar, liar pants | .. . .
N Iraining | the truthfulness
on fire™: A new ¢ si - ing
sel size ratings
benchmark of 10269 | (real/fake) were [17]
dataset for fake . )
. articles used instead of
news detection . .
the original six
The Signal 13000 articles
Media { million | ¥ere selected at
One-Million ticl random and Signalmedia®
articles
News Articles marked as real
Dataset news
All 13000
Getting Real .
b t‘ Fak 13000 articles were Kagele?
about Fake apggle
articles marked as fake B8
News
news

Figure 2.1.1 1: Datasets used for evaluating the algorithms

Figure 2.1.1.1 shows the different data sets used for the evaluation of the
algorithms. The datasets underwent several pre-processing steps such as the removal of
stop words, the removal of special characters, and the stemming of words before being
used with the machine learning algorithms. Three input datasets were produced from

the datasets shown in Figure 2.1.1.1 after the data pre-processing had been performed.
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CHAPTER 2: LITERATURE REVIEW

The evaluation was made in terms of commonly used measures such as F1-
measure and accuracy as the paper considered the detection of fake news as a binary
classification task. Another measure that was considered was the execution time for the
training and classification tasks.

Several vectorization methods were used in order for the text to be represented
numerically or as a vector. When reviewing this paper, the TFIDF-Vectorizer was the
vectorization method of interest. As such, we mainly focus on the datasets related to
the TF-IDF variants.

TF-IDF weighing scheme is made up of two terms which are, term frequency
and inverse document frequency. Term Frequency refers to the number of times a term
appears in a document over the total number of terms in that document. Inverse
Document Frequency on the other hand refers to the log of the total number of
documents divided by the number of documents whereby that same term appears. TF-
IDF is represented by the product of the two terms (Katsaros, Stavropoulos and
Papakostas, 2019).

Results

Algorithm Dataset1 Dataset2 Dataset3
LT 100D Glove 100D 0D
MLP 100D Glove 100D a0D

DT 100D Glove | 100D Glove | 50D Glove
RF 100D 300D Glove 50D
GNB 100D Glove | 300D Glove | 50D Glove
MNB any variant | 300D Glove 50D
S5VM any variant 500 50D Glove
CNN 300D Glove | 100D Glove | 300D Glove

Figure 2.1.1 2: Variants that performed the best for each algorithm

Before being making a comparison against the TF-IDF Vectorizer, the best
variants for each algorithm were evaluated based on 6 different variants of word
embeddings. Figure 2.1.1.2 show shows a summary of the variants that performed the

best for each algorithm based on the dimension sizes and training types.
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CHAPTER 2: LITERATURE REVIEW

The champion variants of word embeddings of each algorithm were compared
against a TF-IDF scheme in order to determine which would show better results when

used to generate a feature representation vector.

" [ Waord Ermibedd ings 3 TFIDF
n + +
+ | -
H i H
; il
;: n.:
Figure 2.1.1 3: Average accuracies (Dataset 1)
[ 'word Emibeddings 1 TF IDF_
i rh o rh o +
: on rH i i + u

Faxei Tl G AL

LR HLP (3} FF GHE MYE VM

Figure 2.1.1 4: Average Accuracies (Dataset 2)

Average accuracy Average accuracy

(Word Embeddings) (TE-IDE)
Logistic Regression lower higher
Multi-Layer Perception (ININ) higher lower
Decision Tree lower higher
Fandom Forest lower higher
Gaussian Naive Bayes lower higher
Multinomial Naive Baves lower higher
Support Vector Machine equal equal

Figure 2.1.1 5: Summary of results TF-IDF vs Word Embedding
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CHAPTER 2: LITERATURE REVIEW

Figure 2.1.1.3 and Figure 2.1.1.4 show the average accuracies of the predictions
made based on the vectorization methods used on each algorithm. Figure 2.1.1.5 shows
a summary of the results. It is apparent that the TF-IDF Vectorizer obtained better
accuracies in most cases (Katsaros, Stavropoulos and Papakostas, 2019). Based on the
result, TF-IDF Vectorizer seems to perform fairly well with the machine learning

algorithms stated above and could be implemented in this project.

2.1.2 Bag of Words Approach vs Word Embedding tested against several
machine learning algorithms

Another paper evaluated the performance of Bag of Words feature extraction
approaches compared to Word embedding approach against a single dataset in order to

determine how well each feature extraction approach faired against the dataset.

The feature Extraction Approaches covered under Bag of Words Approach

included TF-IDF Vectorizer and Count Vectorizer.

Count Vectorizer works similarly to TF-IDF Vectorizer whereby text data is
encoded as integers or float values so they can be fed into machine learning models.
The main difference between them is that for Count Vectorizer, the may focus is the
frequency count of the word within a document whereas the TF-IDF Vectorizer looks
at the overall document weightage (Mahir, Akhter and Hug, 2019). This means that
there is a chance that a model trained using data vectorized using Count Vectorizer
would be biased towards words that occur more frequently and overlook rarer words

that could hold more weight.
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Results
. ; Ferformance evaluation
Classifiers —
Aceurncy | Precision Revall Fseore

SWM Linear (IR )] 090 091 .90
Logtstac 0,93 0.y 0.y 0.y
Regression

Decision Tree 082 [0} [R5 L. 10
Random Forest LR 0594 0.7 L. 131
Alr-Hoost [ L. L. 1 L. 1
Cradient Boosting | 0,89 L1 L. .1 L. .1
Meural Network (.94 0.94 0.93 0.93

Figure 2.1.2 1: Classification Metrics (Count Vectorizer)

. ; Performance evaluation
Classifiers —
Aceuracy | Precision Recall Ficore

SWM Linear 094 0.93 0.93 0.93
Logstic 0.93 0.93 0.91 0.92
Regression

Decision Tree 082 079 0.8 0.8
Random Forest 0.5 0.94 .83 .88
XNi-Boost (LRSS R4 R3] R3]
Gradient Boosting | 0.9 RS .. 1 .. 1
MNewural Metwork 093 0.93 0.91 0.92

Figure 2.1.2 2: Classification Metrics (TF-IDF Vectorizer)

. . Performance evaluation
Classifiers —

Acenracy | Precision Recall Fscare
SVM Linear 087 [1-1.1 0.83 085
Logrstic 0.87 0.88 0.82 0.85
Repression
Decision Tree 0.73 0.64 0.69 069
Random Forest .84 0.85 0.79 0.82
Al-Hoost 0.83 .54 0.76 .80
Gradient Boosting | (.83 0.84 0.76 0.80
Meural Metwork 0.90 0.92 0.86 0.89

Figure 2.1.2 3: Classification Metrics (Word Embedding)
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Average accuracy Average accuracy

(Count Vectorizer) (TE-IDF)
SVM Linear lower higher
Logistic Regression equal equal
Decision Tree equal equal
Random Forest lower higher
XG-Boost equal equal
Gradient Boosting lower higher
Neural Network higher lower

Figure 2.1.2 4: Summary of results Count Vectorizer vs TF-IDF Vectorizer

Figure 2.1.2.1 to Figure 2.1.2.3 shows the classification metrics of the models
trained using input vectorized by Count Vectorizer, TF-IDF Vectorizer and Word
Embedding respectively. Overall, word embedding performed worse than Count
Vectorizer and TF-IDF Vectorizer. Figure 2.1.2.4 shows a summary of the results when
comparing Count Vectorizer and TF-IDF Vectorizer. Similar to the previous study, it
can be seen that the TF-IDF Vectorizer performed fairly well with the machine learning
algorithms stated above (Smitha and Bharath, 2020).
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2.2 Overall Performance of Machine Learning Algorithms
Several popular machine learning algorithms were researched when carrying
out this project. These algorithms included a Naive Bayes algorithm, Support Vector

Machines, a Logistic Regression algorithm and a Decision Tree algorithm.

2.2.1 Naive Bayes Algorithm
From section 2.1.1, we can see that there is a case where Naive Bayes algorithm
works well when training a model with TF-IDF Vectorizers for feature extraction

(Katsaros, Stavropoulos and Papakostas, 2019).

2.2.2 Support Vector Machine (SVM)

From section 2.1, it seemed that the SVM model had a similar accuracy when
vectorized with word embedding and TF-IDF Vectorizer (Katsaros, Stavropoulos and
Papakostas, 2019). When comparing TF-IDF Vectorization and Count Vectorizer on
the other hand, the SVM model performed better with the TF-IDF Vectorizer (Smitha
and Bharath, 2020)

2.2.3 Logistic Regression

Based on section 2.1, the logistic regression model had a similar accuracy when
trained using data vectorized using Count Vectorizer and TF-IDF Vectorizer (Smitha
and Bharath, 2020). On the other hand, comparing the accuracy between another
Logistic Regression model in section 2.1 showed that feature extraction using word
embeddings yielded less accurate results compared to TF-IDF Vectorizer (Katsaros,

Stavropoulos and Papakostas, 2019).

2.2.4 Decision Trees
For Decision tree models, the accuracy of the models trained using input
vectorized by Count Vectorizer and TF-IDF Vectorizer were similar (Smitha and

Bharath, 2020). The decision tree model trained using data that was vectorized by word
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embeddings had a worse accuracy when compare to the model trained using the data

vectorized by the TF-IDF Vectorizer.

Summary and Review

Based on the approaches above, training the classification models were assumed
to be binary classification tasks. But for the implementation of this project, it is a
multiclass classification task rather than binary class classification as there is the

presence of the “Unsure” in the dataset.

TF-IDF Vectorizer chosen to be used as the text vectorizer as the models trained
using data vectorized by it consistently yielded better or similar accuracies when

compared to Word Embedding and Count Vectorizer.

A few of the machine learning algorithms studied above will be chosen in order
to train several classification models to be evaluated. Namely, Naive Bayes algorithm,

Decision Tree, SVM and Logistic Regression.
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CHAPTER 3: SYSTEM DESIGN

3.1 Use Case Diagram

COMID-19 Fake Mews Classification Web

Application

Key in newin the form
oftext

Receive prediction on
whether the newsis fake
ar real

user

Figure 3.1. 1 COVID-19 Fake News Classifier Web Application Use Case Diagram

Figure 3.2.1.1 shows the use case diagram on how users will interact with the
web application. The user will be able to key in the news that they would like to verify
in the form of text input. The user will then be able to receive a prediction on whether
that piece of news is real or fake as well as the confidence of the prediction according

to the trained model.
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3.2 Sequence Diagram

Front end : Back end
Webpage

Us_er

1.1: sends input to back end by P OST reguest []

|
|
|
|
2 return rrediction ater running input text through the model D
|
|
|
|
|
|

1: Input news in text form

3 Display results

I B AR

Figure 3.2. 1 COVID-19 Fake News Classifier Web Application Sequence Diagram

Figure 3.2.1 shows the sequence diagram of the web application. The user will
interact with the front end of the web application (html web page). The user will provide
input into an input text box. The text will then be passed over to the back end via a
HTTP POST request. The back end of the Flask web application allows the use of
python code, this is where the text will be run against the trained model in order to
obtain a prediction. The results will then be passed back over to the front end of the
web page and the user will be redirected to another web page where the results will be
displayed. The details of how the predictions are made in the back end of the web

application will be explained in detail in section 3.3.
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3.3 System Flowchart

Headlines to be
predicted

Main route

haome.himl

POST request
L 4

Predict route

perform cleaning

veciorize text input

make prediction

resuli htmil

Figure 3.3. 1 COVID-19 Fake News Classifier Web Application Flowchart

Figure 3.3.1 shows the flowchart of the web application. The flow begins with
the main route of the web application. In this route, the “home.html” web page is
displayed to the user, allowing them to key in their news headlines. Once the users have
keyed in the headlines to be checked and clicked on the “predict” button, a POST

request is used to pass the headline text to the “/predict” route.

In the “/predict” route, the text obtained from “home.html” is cleaned using

similar cleaning methods that were used to train the model. After that, the text data is
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vectorized using the same vectorizer that was used to vectorize the text found in the
training dataset, TFIDVectorizer.

Once those steps have been completed, a label is predicted for the headline using
the model that was imported into the web application. The prediction, as well as the

confidence values of the prediction are passed back to the front end, “result.html”.

The user will then be redirected to the result webpage where the predictions and

the confidence scores of the predictions for the news headline will be displayed.

3.4 Classification Model Block Diagram

Tweet Data
Preprocessing

Data Cleaning

Maive Bayes

Callect Tweets Classifier Algorithm

!

> Analyse Data

Wectonze Text

Generate Co-occumence
matrix

Figure 3.4. 1 Naive Bayes Classifier Block Diagram

Figure 3.4.1 shows the block diagram of the model training process. Firstly, the
collected tweet data undergoes several steps to prepare it for training. These steps
include tweet data pre-processing which involves removing links and mentions from

the tweet data.
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As for the data cleaning process, steps like stemming words, removing stop

words, removing special characters from the data and so on are performed on the data.

Moreover, the tweet data then needs to be vectorized so it can be represented
numerically as features. Once the vectorization step has been performed, a co-
occurrence matrix for the features can be generated, this will be used when training the

model using machine learning algorithms.

The remaining steps are to train the model using machine learning algorithms

such as a Naive Bayes algorithm and evaluate the performance of the trained model.

BCS (Honours) Computer Science
Faculty of Information and Communication Technology (Kampar Campus), UTAR.
17



CHAPTER 4: SYSTEM SPECIFICATIONS

CHAPTER 4: SYSTEM SPECIFICATIONS
4.1 Methodology and Tools
4.1.1 Methodology and General Work Procedure

Revise
Planning Data Collection
(Business Understanding) (Data Understanding)
Data Preparation
Review Revise
Deployment Modelling
\ Evaluation /

Figure 4.1.1. 1 System Methodology

Figure 4.1.1.1 shows the CRISP-DM Methodology which will be used during
the development of the proposed project, this methodology can be broken down into

several phases.

Business Understanding
The first phase is the planning phase, this is where the business objectives of
the project will be explored more thoroughly. The knowledge gained from this phase

will be used to plan out the data collection process.

Data Understanding
The second phase is the data collection phase, in this phase, data was collected
and explored with the purpose of finding potential data quality problems and to seek
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out any hidden information from the data. The data collection process was carried out
by using Twitter API to collect tweet updates on the topic of COVID-19 in Malaysia.
The data collection period was from 6 November 2020) to 8 January 2021. This is also
the phase whereby feature extraction was explored, meaning the parameters to be

collected using the API were decided during this phase.

Data Preparation
Next, the data preparation phase was carried out. During this phase, activities

were carried out to construct the final dataset.

Firstly, the tweet data had to be cleaned in order for it to resemble regular news
headlines. This included steps such as removing links, removing mentioned accounts,
removing hashtags while keeping the word itself as some tweets use hashtags in place
of certain words, removing any special characters and so on. This cleaning process was
done using Python programming language and Jupyter Notebook. Rows that were
empty after the cleaning process was done were dropped from the dataset (for example,

some tweets that only contained links).

After that, the data was labelled as true or unsure based on the credibility of the
source. A select few accounts such as 501Awani and SinarOnline were considered
credible sources and thus tweets posted by these accounts were labelled as Real while
the rest of the tweets obtained were labelled as Unsure. For this project, the fake news
was obtained from the twitter timeline of Sebenarnya.my. The full timeline of
Sebenarnya.my’s twitter feed was pulled by the API and had to be manually reviewed
beforehand as not all the fake news pulled from the timeline were related to the scope
of Covid-19 news. In order for the data pulled from Sebenarnya.my’s timeline to be
used as fake news headlines, the semantics of the tweet had to be modified slightly as
Sebenarnya.my reports on fake news rather than posting the fake news itself. In order
to do this, words such as “allegations that” and “are false” were removed from the text

fields of the tweets pulled from Sebenarnya.my’s timeline

After the first phase of data cleaning, the next phase was to translate the data
into English, the target language for this project. This was done with the help of

Translate My Sheet extension available on the Google Chrome web store. There were
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a few limitations when using this extension, for instance, there was a limit to the number

of rows that could be translated within a 24-hour period.

Modelling

The following phase is the modelling phase. At this phase, the final dataset was
prepared and could be used to train the model. The text data had to be vectorized before
it could be used with any machine learning algorithms, for this a TFID vectorizer was

used.

Several different machine learning algorithms were used to train the model and

evaluated after before choosing one that best fits the final use case of this project.

The algorithms used included a Multinomial Naive Bayes algorithm, a Passive
Aggressive Classifier algorithm, A Decision Tree Algorithm, an SVM Classifier

algorithm and a Logistic Regression Classifier algorithm.

In the end, the model trained using a Multinomial Naive Bias algorithm was
chosen as the final model as it was considered the most suitable among the 5. The

evaluation of the models can be found in Section 4.3 of this report.

Evaluation

After the models were trained, the next phase is the evaluation phase. The
models were evaluated to make sure they achieved the business objectives specified in
the first phase. In addition, the accuracy as well as the specificity of the models were
also evaluated in order to make sure that they were of an acceptable quality when

deciding on the final model.

The evaluation process included comparing the Specificity, sensitivity, as well

as the accuracy of the models against testing and validation data.

Deployment
The final phase of the methodology is the deployment phase. In this case, the

final model was deployed in the form of a Flask web application.
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Timeline

10/26/2020 11/15/2020 12/5/2020 12/25/2020 1/14/2021 2/3/2021 2/23/2021 3/15/2021 4f4/2021

Reseach on Text Mining and Feature Extraction (fyplwl-ws) Inmmmooo
Research on Classification Models and Hosting Services (fyp2 wl-w7) | ——

Dataset Collection (fyp 1+fyp2) [

Preliminary Data Preparation (fyp1 w2-w5) | ——
Preliminary Evaluation [fyplw3-w5s) | —

Data Preparation (fyp2 wd-w5) [

Data Evaluation (fyp 2 wi-10) | —
Publish Dataset (fyp2 wi1l) =
Researching Potential Algoritms to Train the Model (fyp2 wlawG) [ — |

Train Medel with Most Suitable Algorithm (fyp2 w7-w8) | —

Model Evaluation (fyp2 wi-awl10) | m—

Install Necessary packages (fyp2 wl-2) | —
Develop Front End (fyp2 w2-w5) | ——
Develop Back End (fyp2 w3-w3) |

Research on Hosting the Web Application (fyp2 wl-aw3) | —

FYP Report 1 (fypl w5-wE) | —

Figure 4.1.1. 2 FYP1 and FYP2 Timeline Gantt Chart

Figure 4.1.1.2 shows the estimated timeline for preparation and execution of the
project objectives. During FYP1, a large amount of focus was on finding a suitable
methodology to collect and clean the dataset as well as learning to use the software
needed for the task. During FYP2, the focus is shifted towards model training and the

development of the web application.

4.1.2 Tools/Technologies Involved

Technologies for Dataset Collection
1. RStudio

RStudio is an IDE built for R programming language, which is used for statistical
computing and plotting graphics. The form of RStudio which will be used for the
proposed project is RStudio Desktop. RStudio also allows users to add packages that

are needed in order to perform specific tasks.
2. rtweet package for RStudio (API)

The rtweet package can be added to the RStudio IDE in order to provide users with the

ability to extract data from Twitter’s REST and streaming API. The package provides
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functionality like sending API requests and converting response objects into data

frames for ease of use.
3. Translate My Sheet

Translate My Sheet is an add-on available on the Google Workspace Marketplace. It

allows users to translate content in Google Spreadsheets in more than 100 languages.

Technologies for Model Training
1. Jupyter Notebook

Jupyter notebook is a web application used to work with notebooks containing data
such as code and visualizations. It can be used to perform operations such as data

cleaning, data transformation, model training, data visualization and much more.

Technologies for Deployment
1. Flask

Flask is a web framework that provides tools, libraries and other technologies needed
to build a web application. It mainly works with the Python programming language. It

can be used to deploy the model in a REST API to serve as a microservice.
2. Python

Python is an open-source high-level programming language. It is considered a scripting

language and can be used to create Web applications.

4.2 Requirements
User Requirements
e The user shall be able to key in a headline into a textbox

e The user shall be able to get a prediction on whether the headline keyed in is

likely to be Fake, Real or Unsure

e The user shall be able to get a confidence percentage of the predictions made
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Non-Functional Requirements

4.3 Analysis and Verification Plan

The system shall be able to make predictions within 1 second

Several machine learning algorithms were used to train several different models

using the dataset collected. These models were tested against verification data and

testing data in order to find out how well they performed based on the evaluation

metrics obtained. Below are the results obtained for each of the models trained. The

results were analysed in order to decide which model would be used. A confusion

matrix was plotted for each model to be used for verification purposes.

Multinomial Naive Bayes Algorithm

Accuracy: ©.689
f1 micro: ©.68%
f1l macro: @.689
recall micro: @
recall macro: @

precision micro:
precision macro:
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(0.04@)
(0.048)
(0.04@)

.639 (0.840)
.676 (8.045)
0.689 (0.040)
8.729 (0.024)

Figure 4.3. 1 Performance of MultinomialNB model on validation data
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accuracy: a.729
Confusion matrix, without normalization

Confusion matrix

FAKE 1 17 120

100

3 , &
< REAL
v
UNSURE 4
20
& L &
& & e~
5

Predicted label

Figure 4.3. 2 Performance of MultinomialNB model on testing data

Passive Aggressive Classifier Algorithm

Accuracy: @.722 (8.822)

f1l micro: 8.733 (@.811)

f1 macro: 8.733 (0.824)

recall micro: @.723 (0.822)
recall macro: @.730 (8.823)
precision micro: ©.725 (8.824)
precision macro: @.733 (©.034)

Figure 4.3. 3 Performance of Passive Aggressive Classifier model on validation data
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accuracy: @.693
Confusion matrix, without normalization

Confusion matrix

160
FAKE 57 4 23 140
120
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=
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Pradicted label

Figure 4.3. 4 Performance of Passive Aggressive Classifier model on testing data

Decision Tree Classifier Algorithm

Accuracy: 8.689 (8.825)

f1 micro: 8.699 (9.838)

f1 macro: 8.699 (8.826)

recall micro: 8.693 (8.832)
recall macro: 8.632 (8.838)
precision micro: @.695 (©.825)
precision macro: 8.675 (©.832)

Figure 4.3. 5 Performance of Decision Tree Classifier model on validation data
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accuracy: a.696
Confusion matrix, without normalization

Confusion matrix

140
FAKE 51 13 20 120
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T
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S
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e S %
& » s
& & &

Predicted label

Figure 4.3. 6 Performance of Decision Tree Classifier model on testing data

SVM Classifier Algorithm

Accuracy: 8.716 (8.834)

f1 micro: 6.716 (0.834)

f1 macro: 6.716 (0.834)

recall micro: 8.716 (0.834)
recall macro: 9.699 (0.0848)
precision micro: @.716 (©.834)
precision macro: 8.750 (©.832)

Figure 4.3. 7 Performance of SVM Classifier model on validation data
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accuracy: 8.712
Confusion matrix, without normalization

Confusion matnix

140
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g
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Figure 4.3. 8 Performance of SVM Classifier model on testing data

Logistic Regression Classifier Algorithm

Accuracy: 8.733 (@.821)

f1 micro: 8.733 (©.021)

f1l macro: 8.733 (8.821)

recall micro: @.733 (@.821)
recall macro: @.718 (@.821)
precision micro: 8.733 (8.821)
precision macro: 8.762 (8.026)

Figure 4.3. 9 Performance of Logistic Regression Classifier model on validation data

accuracy: 8.741
Confusion matrix, without normalizaticn

Confusion matrix

FAKE & 6 24 1o
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_ 100
=
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0
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Predicted label

Figure 4.3. 10 Performance of Logistic Regression Classifier model on testing data
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Based on the figures above, this is a summary table of the evaluation metrics.

Accuracy Accuracy Specificity Sensitivity (TP
(verification) | (testing) (TN rate) rate)
MultinomialNB | 68.9% 72.9% 68.9% 72.4%
Passive 72.2% 69.3% 63.3% 50%
Aggressive
Decision Tree 68.9% 69.6% 56.7% 66.4%
SVM 71.6% 71.2% 64.4% 65.1%
Logistic 73.3% 74.1% 66.7% 63.8%
Regression

Figure 4.3. 11 Summary table of evaluation metrics

When evaluating the machine learning algorithms, more consideration is given
towards the specificity of the model before looking at the model’s accuracy and
sensitivity. This is because for the scope of detecting fake news, the consequences for
predicting a fake news headline as real brings about a more dire consequence as

compared to predicting a real news headline as fake.

It can be seen that among the 5 machine learning algorithms, the
MultinomialNB and Logistic Regression models have the highest specificity at 68.9%
and 66.7% respectively. The MultinomiaINB model also has the highest sensitivity at
72.4%.

While the accuracy of the Logistic Regression model may be slightly higher
than the MultinomialNB model, more consideration is given to the sensitivity and
specificity rather than the accuracy alone as the classification models also include an
“Unsure” label which is also considered when calculating the accuracy. This means that

a model with high accuracy does not necessarily have the best specificity.

With that in mind, the MultinomialNB model was chosen to be deployed in the

web application.
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CHAPTER 5: SYSTEM IMPLEMENTATION AND TESTING

5.1 System Implementation

For this project, the system implementation can be broken up into several parts, they
are the dataset collection process, the model training process, and the web application

development process.

Dataset Collection

#v

erita palsu 1d19 AND Malaysia OR

, include_r E, tweet_mode = "extended")

Figure 5.1. 1 Code Used to Pull Tweets from Twitter

Figure 5.1.1 shows the code that was used to pull tweets related to COVID-19
in Malaysia from Twitter. Tweets containing keywords and hashtags including
“Covid19” with “Malaysia” in the same tweet, “#sebenarnya”, “berita palsu”and
“covid19malaysia” were pulled using the API. The tweets were pulled at intervals not
more than 2 days apart from the previous pull and 900 tweets are collected from each

pull.

e SEbEHHFﬂFH Tweetrs

<- get_timeline("sebenarmyaMy"”

Figure 5.1. 2 Code Used to Pull Tweets from Sebenarnya.my’s Twitter Timeline

Figure 5.1.2 shows the code that was used to pull all the tweets from the Twitter
timeline of Sebenarnya.my. The tweets obtained from this pull will be used to create
the fake news portion of the dataset after filtering out records that are unrelated to the

project scope.

BCS (Honours) Computer Science
Faculty of Information and Communication Technology (Kampar Campus), UTAR.
29



CHAPTER 5: SYSTEM IMPLEMENTATION AND TESTING

fo | x531041640

2

Tt o
Toadanced  Columns

Remeve
Duplicates Validat

x
columns that contain duplicates
A 8 < o E 3 G H | [ s T v v w X

user |d status d created sscreen natext  source  display tereply to ireply to_reply to is gl B My data has headers [ e i medle Lemed =
| [£53104164 13247415 mummennn KKMPUtra Pergerak Twitterfo 141 FA hittp://pb: https:/ft.c https://ty
1 | 45766572 13249641 mikwinE SOLAwani COVID-  TweetDec 155 FA = | [AWANI astroawar https://t.c https:/ fwww astroawani.com/barita-ma

RS 501 TweetDer 182 Fa it astroawan. b

| |xa9766572 x13250182 #mmsaee sOLAWan [TERKINI] TwitterW 165 x1325018 xdS76657 SOLAwani ttps//pb itps:/ft.c hitpsi/ /o
i mummaen SOLAwani “Organis TweetDec 205 e it i Vberit
* [%49766575 x13249114 muewnrawe SOLAWANT MAF TweetDer 193 |AWANI astroawar hitps://t.c https:/fwww astroawani.com/berita-ma
| T — ATwestDer a .| [Hapusc it b
1 |ao766572 1325004 sesmsame S0LAWaNI Kersjasn rTweetDec 191 HapusC 1t s \.com/berita-mz
0 |wd3766572 513250234 miskmiin® SOLAwani Malaysia rTweetDec 121 it astroawan
1 AN SO1Awani "Saya  TweetDec 118 ’ it astroawant.com/berita-ma
2 | 49766575 x1325015C msmssns S0LAwani [TERKINI] Twitter W 276 FALSE  FALSE a7 &0 c ttp://phe: https:/ft.c hitps:/ftn
3 |x49766575 x1325009¢ #eamsuns SOLAwani [Video] TweetDec 136 FALSE | FALSE a7 3 i ) st videx
4 |x49766575 x13250191 mrmmramn SOLAwani [TERKINI] TwitterW 206 x13250184x49766575501Awani  FALSE | FALSE 7 2 ittpsf/ pbt hittps:/fL.c httpss/fy
5 |was76657= x13250231 memmsERR SOLAWaNI [KEMAS TweetDec 163 FALSE | FALSE F2) 3 11t astroawani.com/b
& |wa9766572 x1325027% memmrems S0LAWaNICOVID-  TweetDec 126 FALSE | FALSE a7 B it =
7 |do766572 x13250321 mesmsang S0LAwani COVID-19 TweetDee 132 FALSE | FALSE 50 1 it = [berita-ms
© | 49766572 13245271 mikwin® S0LAwani The  TweetDec 238 FALSE | FALSE 6 1 v astroavant.com/berita-ma
o [ xa9766575 x13250185 semstnn S0LAwani COVID-  TweetDec 150 FALSE  FALSE 2n 5 it astroawan.
0 |as766572 13205278 sspmrane SOLAwaniThe  TweetDec 234 FALSE | FALSE 6 s i st
1 |43766575 x13250975 memmesme S0LAwani O Noor H TweetDec 125 FALSE | FAISE 2 16 it sty Vberit
7 [ x4976657= x13249265 mummrawR SOLAWaNi “Not only TweetDed 20 FALSE  FALSE 6 2 /1. .astroawani.com/berita-ma
2 |wa9766572 x1325018 memmsERs SOLAWaNI [TERKINI] TWITerW 171 X13250184X4976657550LAWaNI FALSE | FALSE s 2 COVID19 COVIDLS DisiplinMalaysia HapusCOVIDAS thttpy//pb hitps:/fr.c https://ty
o |x13263064x13247053 sesmsane HishammiUsaha utk Twitter W 280 FALSE | FALSE ass 134 COVIDIS Belanjawan2021 COVAX hittp//pb: https:/fr.c httpsi//ty
5| 12369576 x13248931 mswmiin® COVIDIS_Evolution COVIDIS_ 152 FALSE | FALSE 0 0 hittp://pb: hitps:/fL.c hitps://ty
©|x1238957€ x1325147; mswmingRR COVIDIS_Evolution COVIDIS_ 152 FALSE | FALSE 0 0 http:/pb: https:/fLchttps:/ft
7 |x1238957€ x1324891% sesmrmse COVIDI_Total COVCOVIDIS. 118 FAISE | FALSE o o
& [x1238957€ x1325078C sesmsuns COVIDIS_Evolution COVIDIS_ 152 FALSE  FALSE 0 [} https//pb: https:/ft.chitps:/fty
5 |x12289576 x13249545 mwmrmR COVIDIS_Evolution COVIDIS_ 152 FALSE | FALSE 0 0 it/ {pbt https:/ft.c https:/
012289576 x13251131 mewmERR COVIDIS_Evolution COVIDIS_ 152 FALSE | FALSE 0 o tp/pb: heps:/fr.c hieps:f/ny
1| x38645282 01325 146¢ memmssns zyannarh COVID-  Twimerfo 140 FALSE | TRUE o am it = I.com/b

Figure 5.1. 3 Removing Duplicate Rows of Data using Excel

Figure 5.1.3 shows part of the data pre-processing process that was carried out ,

there is one master excel file which was used to store the accumulated tweets from each

pull. The rows of data which contain duplicate information in the “text” column will be

filtered using the “remove duplicates” feature in Excel. This was done to ensure that

there were no duplicate records in the dataset when training the model. This step was

repeated once more after the pre-processing in Figure 5.1.9 was carried out.

In [39]: #Llist of trusted sources
trusted = ['581Awani’, 'KKMPutrajaya', 'bernamaradio’, ‘AstroRadiolNews’,
'SinarOnline’, ‘bharianmy’, 'MHowlews']
In [48]: #add Labels for real and unsure news
conditions = [
{realdf[ 'screen_name'] == "58lAwani'),
(realdf[ "screen_name'] == "KKMPutrajaya'),
(realdf[ 'screen_name'] == 'bernamaradio’),
(realdf[ 'screen_name'] == 'AstroRadiolews'),
{realdf[ 'screen_name'] == 'SinarOnline'),
(realdf[ 'screen_name'] == ‘bharianmy'),
{realdf[ 'screen_name'] == "MNowhews')]
labels = ['Real’,'Real’,'Real','Real’, 'Real’, 'Real’,'Real’]
realdf[ 'label’] = np.select(conditions, labels, default='Unsure')
#realdf

Figure 5.1. 4 Code for Setting Real and Unsure Labels

Figure 5.1.4 shows the code snippet used to set the Real and Unsure labels on

the tweet data collected. A few accounts that were pulled by the API were listed as
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trusted sources. Tweet data associated with these trusted sources were labelled as Real

while the remaining tweet data was labelled as Unsure.

In [43]: #add Label
fakedf[ 'label’] = 'Fake”
fakedf

hilps /It colPukDeisga) | o
Waspada Mesej Daripada Pihak Tidak Dikenali Yang Menawarkan Peluang Jana Pendapatan Semasa Pandemik COVIDl-19 =0
https:/ft.co/4QKBa1EjAC
Video Tular Program Keagamaan Di Kuil Batu Caves Adalah Video??Lama hitps:/it.co/dduHJ0oguN Fake
Dakwaan Tidak Perlu Surat Kebenaran Merentas Daerah Di Kedah Adalah Tidak??Benar https-/it.co/1drgTvgUxG  Fake

Dakwaan Terdapat Anggota PPK Hospital Sultanah Aminah Johor Bahru Positif COVID-19 Adalah Tidak??Benar Fake
hitps:ift.co/FXEr3lmzZ2

Dakwaan Kajang Dan Bandar Baru Bangi Dikenakan PKPD Adalah Tidak??Benar https:/ft.colyiy2877Tvao Fake

Bukan Kes COVID-19, Tetapi Mengalami Sakit??Dada https://t.co/lEWaK0Soyg Fake

Tiada Wad Yang Ditutup Dan Hanya 8 Anggota Perubatan Positif COVID-19 Di Hospital??Melaka https:/it.co/mgdavZ14Gu  Fake
Tiada Larangan Rentas Negeri Di??Melaka htips://t.co/NNeEyaMISg Fake

Mesej Tular Yang Mendakwa 2 Penumpang Dalam Satu Kereta Dikenakan Kompaun Adalah Tidak??Tepat Eoe
hitps:/it.co/QOHLPJx5A]

Dakwaan 18 Anggota Polis Di IPK Pulau Pinang Disahkan Positif COVID-19 Adalah Tidak??Benar hitps:/t.co/20V7hPjcl1  Fake

Figure 5.1. 5 Code for Setting Fake Labels

Figure 5.1.5 shows the code snippet used to set the Fake labels on the tweet data
collected from the Twitter timeline of Sebenarnya.my. Any tweet data associated with

the Sebenarnya.my twitter account was labelled as Fake.

In [49]: #remove Links
combineddf[ 'cleanedText'] = combineddf[ text'].apply(lambda x: re.split('https:\/\/.*', str(x))[0])

#remove @s usually not keywords, just mentions|
combineddf['cleanedText'] = combineddf['cleanedText'].str.replace(’ (\@\w+.*2)',"")

#drop hashtags, keep word, often still holds meaning
combineddf['cleanedText'] = combineddf['cleanedText'].str.replace( '#*',"")

#remove all \r,\n etc
combineddf[ ' cleanedText’].replace(to_replace=[r"\\t|\\n|\\r", “\t|\n|\r"], value=[""," "], regex=True, inplace=True)

#remove [words in square brackets]
combineddf['cleanedText'] = combineddf['cleanedText'].str.replace(’'\[.*2%]","")

#remove <words in angle brackets>
combineddf[ "cleanedText’] = combineddf['cleanedText'] .str.replace( '\<.*2\>","")

combineddf

Figure 5.1. 6 Code for Cleaning Tweet Data

#lower case
combineddf.cleanedText = combineddf.cleanedText.str.lower()
combineddf.screen_name = combineddf.screen_name.str.lower()

#replace - with space

#get rid of
combineddf.cleanedText = combineddf.cleanedText.str.replace(r'[*\.\u\s]',* ') #remove everything but characters and punctuation
combineddf.cleanedText = combineddf.cleanedText.str.replace(r'\.\.+',".") #replace multple periods with a single one
combineddf.cleanedText = combineddf.cleanedText.str.replace(r'\."," . ') #replace multple periods with a single one

combineddf.cleanedText = combineddf.cleanedText.str.replace(r'\s\s+',"' ') #replace multple white space with a single one

combineddf.cleanedText

Figure 5.1. 7 Code for Further Cleaning of Data
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Figure 5.1.6 and Figure 5.1.7 show the code snippets used for data cleaning.
Tweets have the tendency to include links, hashtags and mentions which are not present
in regular news headlines, because of this, any links and mentions need to be removed
from the Tweet data. This does not apply to hashtags as hashtagged words are
sometimes used in place of an actual word on twitter, this means that some hashtags
may be words that hold important information and thus cannot be completely removed.
Instead, the word is kept and only the hashtag itself is removed. After that, further data

cleaning such as removing special characters and replacing white spaces are performed.

#(some need be manua various reasonings, as found below)
combineddf.cleanedText = combineddf.cleanedText.str.replace( pkpb", "
combineddf.cleanedText = combineddf.cleanedText.str.replace( pkp

combineddf.cleanedText = combineddf.cleanedText.str.replace( pkpd”, “emco™)
combineddf.cleanedText = combineddf.cleanedText.str.replace("pkp", "mco™)
combineddf.cleanedText = combineddf.cleanedText.str.replace("ppk", “pembantu perawatan kesihatan")
combineddf.cleanedText = combineddf.cleansdText.str.replace( kpm “kementerian pendidikan malaysia”
combineddf.cleanedText = combineddf.cleanedText.str.replace("kkm", “kementerian kesihatan malaysia")
combineddf.cleanedText = combineddf.cleanedText.str.replace("prn “, "pilihan raya negeri®)
combineddf.cleanedText = combineddf.cleanedText.str.replace( lhd “lembaga hasil dalam negeri”
combineddf.cleanedText = combineddf.cleanedText.str.replace(" majlis bandaraya johor bahru™)
combineddf.cleanedText = combineddf.cleanedText.str.replace(” s rson under investigation™)
combineddf.cleanedText = combineddf. cleanedText str.replace( "kpn", tua polis negara™)

# combineddf_c.cleanedText = combineddf c.cleanedText.str.rep ", "personal protective
e W e ST v B et e g g replace(“ipd", u pejabat polis dae
combineddf.cleanedText = combineddf.cleanedText.str.replace("mkn”, "majlis keselamatan ne

equipment™)

combineddf . cleanedText = combineddf.cleanedText.str.replace("pkd”, “pejabat kesihatan daerah”)
combineddf.cleanedText = combineddf.cleanedText.str.replace("ppi", “perbadanan putrajaya®)
combineddf.cleanedText = combineddf.cleanedText.str.replace( kp kes tan”, "ketua pengarah kesihatan”

combineddf. cleanedText = combineddf.cleanedText.str.replace("hrpz®, "raja perempuan zainab II hospital®
combineddf.cleanedText = combineddf.cleanedText.str.replace(“pdrm”, “polis diraja malaysia®)

combineddf.cleanedText = combineddf.cleanedText.str.replace("tbs
combineddf.cleanedText = combineddf.cleanedText.str.replace("jkk
combineddf.cleanedText = combineddf.cleanedText.str.replace( jkm batan kebajikan masyarakat™)

combineddf.cleanedText = combineddf.cleanedText.str.replace(” kementerian pembangunan wanita, keluarga dan masyarakat")
combineddf.cleanedText = combineddf.cleanedText.str.replace(” e™)

combineddf.cleanedText = combineddf.cleanedText.str.replace(” katan jalan raya”)

combineddf.cleanedText = combineddf.cleanedText.str.replace(” aman tun dr ismail™)

combineddf.cleanedText = combineddf.cleanedText.str.replace("jkn “"jabatan kesihatan negeri johor"

combineddf.cleanedText = combineddf.cleanedText.str.replace( ruu”, "rang undang-undang”)

“terminal bersepadu selatan”)
“jawatankuasa keselamatan dan kesihatan pekerjaan")

Figure 5.1. 8 Code for Translating Acronyms into English

Once the data cleaning had been performed, the records within the dataset then
needed to be translated. There are ways where this process can be automated with the
help of Google Translate API, however, on issue that arose was that Google translate
was unable to translate acronyms that are in Bahasa Malaysia into English acronyms.
As such, these acronyms had to be manually changed before fully translating the dataset

to English as shown in Figure 5.1.8.
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In [53]: #check if theres any empty rows
print{"Empty rows:")
print{len(combineddf[combineddf[ ' cleanedText'] == "'].index))

= "'].index

combineddf[combineddf[ cleanedText'] =
the ones that are just a Link by itself

#side note: most of these are from

Empty rows:
36

Out[53]: Inte4Index([ 488, 489, 561, 562, 571, 588, 819, 876, 898, 925, 926,
969, 1157, 1276, 1278, 1279, 1281, 1291, 1418, 1411, 1442, 1464,
1516, 1528, 1568, 1659, 1698, 1787, 1711, 1731, 1873, 2086, 21e@,
2137, 2145, 2146],
dtype="1int64")

In [54]: #check if theres any null
print{"Null rows:™)
print{len(combineddf[combineddf[ cleanedText’'] == "nan’].index))

combineddf[combineddf[ cleanedText'] == 'nan’].index
#side note: most of these are from the ones that are just a link by itself

Null rows:
2]

Out[54]: Int64Index([], dtype='int64d')
Figure 5.1. 9 Code for Checking Empty Records After Cleaning

After the data cleaning process, the records within the dataset were
checked to ensure there were no empty records in the dataset using the code shown in
Figure 5.1.9.

Real-> Fake

Justification

The headlines are technically real news, mentioning about the allegations
need to change the semantic to negative

by removing words like "Allegations, "are false” from sebenarnya headlines
and changing from "there was not" to "there was"

todo save to a new df, drop from combined df concat to df again

In [71]: #copy records with fake Labelsto a new df,
fake_sc = combineddf[combineddf['label’] == "Fake"].copy()

In [72]: #change semantics to become fake news
fake_sc['cleanedText'] = fake_sc['cleanedText'].str.replace("dakwaan bahawa", "") #important that this before “dakwaan”
*] = fake_sc['cleanedText'].str.replace("dakwaan", "")
*] = fake_sc['cleanedText'].str.replace("adalah tidak benar", "*)
fake_sc[cleane = fake_sc['cleanedText'].str.replace("adalah palsu”, "*)
fake_sc[cleane *] = fake_sc['cleanedText'].str.replace("tiada”, "terdapat")
fake_sc['cleanedText'] = fake_sc['cleanedText'].str.replace("palsu”, "benar")

# fake_sc

Figure 5.1. 10 Code for Changing the Semantics of Sebenarnya.my Tweets into Fake

News

Figure 5.1.10 shows the code snippets used to change the semantics of
Sebenarnya.my’s tweets into Fake News for the dataset. This was done because the
tweet data pulled from Sebenarnya.my’s Twitter timeline was reporting about fake

news headlines rather than showing the fake news itself. By removing keywords such
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as “allegations that” and “are false” from the rows collected from this twitter timeline,

we are abl

e to obtain the actual fake news.

The dataset is then exported as a csv and imported into Google sheets in order

to be translated into English.

File Edit View Insert Format Data Tools Add-ons Help Last edii was seconds ago

e~ o~ F P O00% - S % 0 00 123 Arial - ~ B ISA

date

pRPLTpI L BERE The 14-day movement of COVID19 case distribution by district in Malaysia, Kuala Selangor is the latest district in the o)

ANPPIePISEY] 1kea Damansara was closed for a day, part-time workers suspected of being infected

EAVE/PI LR Yesterday, | spread on social media about a letter of instruction to close the school from the State Education Departme|

BRTE/PIPiBBE Orpanisations should not feel pressured to reduce staff costs by retrenching employees to maintain profits and dividen|

SRPRIPIP iR MAF would also ensure its personnel were ready to help the Ministry of Health contain the spread of the disease.

SNN/FII RN Government places priority on protecting, restoring and ensuring the well-being of the people affected by the COVID-

pRTR7pIplVBLREY Malaysia recorded 1,168 new cases of COVID-19 infection within 24 hours

SRVEFIPI Y] The former pilot is determined to change fields in order to earn a living.

BRI P BBL 4 new clusters were reported including the Damanlela Construction Site Cluster, the Lotus and Crown clusters.

B TRFPILBIEY 1,168 new cases of local contagion, three deaths reported

BRTEIELVPARRE: Pre-order of the vaccine after obtaining MOH approval

SAPEIPIPEERT] The scope for tax relief on medical treatment expenses has also been expanded to cover vaccination expenses for the

SRP/PIFIERE] The provision of training and re-employment programme for 8,000 aviation sector staff will provide new job opportuni

bR PEPIR RS2 Dr Noor Hisham denied PKPB response failed to control COVID-19

SRVETFIPI RO E] Not only for the frontliners but all civil servants who have played an important role to break the COVID-19 chain and re|
Efforts for Malaysia to be the first recipient of the COVID19 vaccine will continue to be doubled. KKMPutrajaya will con|

ERTE/PIr BN Malaysia's coronavirus cases triple in November

B TRFPI NIy 1,168 Covid19 cases in Malaysia, 25 cases in Sarawak, and all cases from Kuching district. CMCO announced in Kuching|

B PEfp2 PR 1,755 covid19 cases in Malaysia. 18 are from Sarawak and 15 are from Kuching. The Greenhill Cluster remains the mos|

BRVE/PILBERN UNHCR Malaysia has set up a Rohingya language hotline for COVID1S .

EANEFI PRI The use of face masks is very important to curb the outbreak of Covid-19. Always practice personal hygiene measures |

EAVE/bI LB Bead Malaysia is still closing the doors of the country's borders to foreigners, in an effort to curb the spread of the COVID-1¢]

If there is a need to be outside, take responsibility for yourself & amp; people around you.
SAPEIPIPELBEES]  Comply with SOP & amp; Advice issued by the Ministry of Health Malaysia.

IR PP BERT: Those under the CMCO areas will not be allowed to cross state borders for Deepavali on November 14.

B TRFPIVBERGE The 14-day movement of COVID-19 cases by district in Malaysia as at 7 November 2020.

BRTE/1PBREeS COVID19 has a huge impact on the global economy. MalaysiaMFA welcomes Budget2021 to make Malaysia a destinati
IR VE/EIBIBRE: Malaysia's daily new cases stay above 1,000-level for fifth consecutive day

Translate My Sheet

TRANSLATE
MY
SHEET.

Source Language Target Language
>
Which values would you like to translate?

@ Full sheet
(o) Selected range

Override original cells or work with duplicate
cells in a new sheet?

@ Override cells
° Duplicate sheat

Options

[ change background color of translated
cells

TRANSLATE MY SHEET

Figure 5.1. 11 Translate My Sheet add-on for Google Sheets

For the final step of the data preparation process, the “text” columns of the data

collected were then translated into English. This was done with the help of an add-on

called “Translate My Sheet” that can be found on the Google Workspace Marketplace.

The plugin allows for the automatic translation of specific columns in Google sheets.
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Model Training

In [13]: frem nltk.corpus import stopwords
#for stemming (learning -» Learn) and porting
from nltk.stem.porter import PorterStemmer
import re
ps = PorterStemmer()
#empty corpus
corpus = []
for i in range(®, len(headlines)):
#further cleaning
#remove anything that are not alphabets
review = re.sub( [*a-zA-Z]', ' ', headlines[ cleanedText"][i])
review = review.lower()
#to apply stopwords and stemming
review = review.split()

#1f doesnt belong in english stopwords, then stem the words

review = [ps.stem(word) for word in review if not word in stopwords.words( 'english’)]
review = ' '.join(review)

corpus. append(review)

Figure 5.1. 12 Code for Stemming and Removing Stop Words

Figure 5.1.12 shows the code used to stem words for the sake of narrowing
down the range of words. After the words have been stemmed, stop words are

removed as they are not so likely to be useful for training the model.

In [16]: Applying TFIDVectorizer
TFIDVectorizer model
from sklearn.feature_extraction.text import TfidfVectorizer

#take the 58880 most frequent words

H

#n-grams
tfidv = TfidfVectorizer(max_features=58088,ngram_range=(1,3))
# cv = CountVectorizer(max features=388,ngram range=(1,3))

#features as array
X = tfidv.fit_transform(corpus).toarray()

In [17]: # export tfid vectorizer
#export model
pickle.dump(tfidv, open('TfidVectorizer.pkl','wb')})

Figure 5.1. 13 Code for Vectorizing Text Data

Figure 5.1.13 shows the code used to Vectorize sequences of words in a way
that can be numerically represented as features. This step is necessary in order
to train a classification model using the dataset collected. The vectorizer also

needs to be exported so it may later be utilized within the web application.
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In [18]: | ## Divide the dataset into Train and Test
from sklearn.model_selection import train_test_split
X_train, X_test, y_train, y_test = train_test_split(X, y, test _size= 0.2, random_state=0)

Figure 5.1. 14 Code for Splitting Training and Testing Data

For the splitting of the dataset into training and testing sets, a ratio of 80:20 was
used as seen in Figure 5.1.14.

In [28]: #see first 20 feature names
# cv.get_feature names()[:20]
tfidv.get feature names()

#note to self:
#remove "awaninew awanipagi englishnew” manually

Out[2@]: ['aamiin®,
"abdul”,
"abdullah’,
‘abl',
"abroad’,
‘academ”,
"academ argument’,
‘acceler’,
‘accept’,
"accept bribe’,
‘accept bribe provid®,
"access’,
"accommod
"accommod covid',
"accommod covid patient’,
"accommod foreign’,
‘accommod foreign worker®,
‘accord”,
"accord masidi’,
‘accord masidi religion’,

Figure 5.1. 15 Code for Checking Feature Names

In figure 5.1.15, the code was used in order to display the list of words used as

features after being vectorized.
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# remove words

df.cleanedText
df.cleanedText
df.cleanedText
df.cleanaedText
df.cleanaedText
df.cleanaedText

df.cleanedText
df.cleanedText
df.cleanedText
df.cleanedText
df.cleanedText
df.cleanedText

df.cleanedText.
df.cleanedText.
df.cleanedText.
df.cleanedText.
df.cleanedText.
df.cleanedText.
df.cleanedText = df.cleanedText.
df.cleanedText = df.cleanedText.
df.cleanedText = df.cleanedText.
df.cleanedText = df.cleanedText.
df.cleanedText = df.cleanedText.
df.cleanedText.
df.cleanedText.
df.cleanedText.
df.cleanedText.
df.cleanedText.
df.cleanedText.

str.
str.
str.

str

str.
str.

str

str

str.
str.

str

str.
str.

str

str.

replace("awaninews™, "7)
replace("awanipagi”, "")
replace("beritartm”, ")
.replace("bhnasional™, ~

")

replace("disciplinesmalaysia”,

replace("disiplinmalaysia™,

.replace("englishnews”,
St .
St .

replace("fajarawani”,
replace(“hapuscovidl9"”,

.replace("hapuscovid”,
replace("kitateguhkitamenang",
replace("komunikasikita", "")
.replace("psacovidl9rtm”, "")

")

")
)

")

")

")

replace("disciplinemalaysia™, "")

")

replace("awanisarawak”,

replace("normabaharu”,

.replace("malaysiaprihatin”,

")

")

Figure 5.1. 16 Code for Removing Certain Words from Feature Names

In figure 5.1.16, the code was used to remove certain words that were

unnecessarily included under the list of words used as features.

In [26]:

def plot_confusion_matrix(cm, classes,
normalize=False,

title="Confusion matrix’,
cmap=plt.cm.Blues):

See full source and example:

http://scikit-learn.org/stable/auto_examples/model selection/plot_confusien_matrix.html

This function prints and plots the confusion matrix.
Normalization can be applied by setting “normalize=True”

plt.imshow(cm, interpolation='nearest’', cmap=cmap)

plt.title(title)
plt.colorbar()

tick_marks = np.arange(len(classes))
plt.xticks(tick _marks, classes, rotation=45)

plt.yticks(tick_marks, classes)

if normalize:

cm = cm.astype('float') / cm.sum{axis=1)[:, np.newaxis]
print("Normalized confusion matrix")

else:

print( Confusion matrix, without normalization")

thresh = cm.max() / 2

for i, j in itertools.product(range(cm.shape[@]), range(cm.shape[1])):

plt.text(j, i, em[i, jl,

horizontalalignment="center"”,
color="white" if cm[i, j] > thresh else "black")

plt.tight_layout()
plt.ylabel( ' True label')

plt.xlabel( Predicted label’)

Figure 5.1. 17 Code for Plotting Confusion Matrix

Figure 5.1.17 shows the code used to plot out a confusion matrix. This was used

to make it easier to visualize the performance of a model when performing evaluation

on the testing set.
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# evaluate model w/ validation set (k-fold)

# prepare the cross-validation procedure
cv = KFold{n_splits=8, random_state=1, shuffle=True)

# evaluate model
accuracy = cross_val_score(classifier, X_train, y_train, scoring='accuracy’, cv=cv)

fl micro = cross_val_score(classifier, X_train, y_train, scoring='fl micro', cv=scv)
f1l_macro = cross_val_score(classifier, X_train, y_train, scoring='fl_micro', cv=cv)

recall_micro
recall_macro

cross_val_score(classifier, X_train, y_train, scoring='recall_micro’, cv=cv)
cross_val_score(classifier, X_train, y_train, scoring='recall_macro’, cv=cv)

precision_micro = cross_val score(classifier, X_train, y_train, scoring='precision micre', cv=cv)
precision_macro = cross_val_score(classifier, X_train, y_train, scoring=’precision_macro’, cv=cv)

# report performance

print({'Accuracy: %.3f (%.3f)' % (mean{accuracy), std(accuracy)))

print('fl micro: %.3f (%.3f)' % (mean(fl_micro), std(fl_micro)))

print(’fl macro: %.3f (%.3f)' % (mean(fl_micro), std(fl_macro)))

print( 'recall micro: %.3f (%.3f)' % (mean(recall_micro), std(recall_micro)))
print('recall macro: %.3f (%.3f)' % (mean(recall_macro), std(recall_macro)))

print( 'precision micro: %.3f (%.3f)" % (mean(precision_micro), std(precision_micro)})
print('precision macro: %.3f (%.3f)' % (mean{precision_macre), std(precision_macrc)}}

Figure 5.1. 18 Code for Evaluating Trained Model Using Validation Data

Figure 5.1.18 shows the code used to evaluate the trained model on the

evaluation data and calculate the metrics of the model for the validation set.

#evaluate model w/ test with testing data

classifier.fit(X train, y_train)

pred = classifier.predict(X_ test)

score = metrics.accuracy_score(y_test, pred)
print{"accuracy: %8.3f" % score)

cm = metrics.confusion matrix(y test, pred)
plot_confusion_matrix(cm, classes=["FAKE', 'REAL", 'UNSURE"])

Figure 5.1. 19 Code for Evaluating Trained Model Using Testing Data

Figure 5.1.19 shows the code used to evaluate the trained model using the
testing data and calculate the metrics of the model against the testing set as well as plot

a confusion matrix.

In [49]: #export model
pickle.dump(classifier, open(’'LogRegmodel.pkl’,'wb"))

Figure 5.1. 20 Code for Exporting the pckle model.
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Finally, the models were exported deployed into the web application as shown
in Figure 5.1.20.

Web Application Development

Papp.route('/")

home() :
return render_template( "home . html®)

Figure 5.1. 21 Code for Default Route of Flask Web Application

The code snippet above shows the coding of the default route of the web
application. When the default route is accessed, the html webpage is rendered and is

displayed to the user.

a C g-64" style="max-widt
e to be che
Covid Fake News Headline Classifier by Dennis Yeoh

action="{{ wrl_for('predict’)}}" method="POST"

Paste headline here

name="T ge” rows="4" cols="58

type="submit" class="btn-info"

Figure 5.1. 22 Code for home.html

Figure 5.1.22 shows a section of the html code for the webpage that is displayed
at the default route, the main purpose of this webpage is to retrieve text data from users

and pass it over to the back end via a POST request in order to be predicted.
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{@app.route
predict():

model_path = "static

cv, clf = loading_joblibPickle(model_path)

if request.method ==
message = reguest.fo

re.sub('#,"" ,message)

re.sub{] \

re.sub(

message. Lower( )

data = [message]

vect = cv.transform{data).toarray()
my_prediction = clf.predict{vect)
pred_probability = clf.predict_proba(vect)

prob = pred_probability[@]
prob = int(largest(prob)*188}

return render_template( “r t.hitml®,prediction = my_prediction, pred = pred_probability[8], prob = prob)

Figure 5.1. 23 Code for Predict Route of Flask Web Application

The code snippet above shows the coding of the predict route of the web
application. In this route, the machine learning model and the text vectorizer are
imported to be used for making predictions. When the POST request submitted from
the previous webpage is received, some basic data cleaning is performed on the text
before making a prediction based on that text data. The predicted label and the

confidence scores are then passed over to result.ntml and displayed to the user.
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eadline
acity’ Covid Fake MNews Headline Classifier by Dennis Yeoh

The news headline inserted is likely to be:

{% if predicti
">Fake
st O "+{{ prob|pprint}}%
{% elif prediction 'Real '¥}
"rReal
"»{{ prob|pprint}}%

r:O ;" :Unsure
Oblue;">{{ prob|pprint}}%

{% endif %}

{Fake Real Unsure}

{{ pred|pprint}}

Figure 5.1. 24 Code for result.html

Figure 5.1.24 shows a section of the html code for the webpage that is displayed
after predictions are made, the main purpose of this webpage is to retrieve the predicted

label as well as the confidence values of the prediction and display them accordingly.

loading_joblibPickle(model path):
vectorizer = joblib.load({model path+"TfidVectori .pk1™)

model = joblib.load({model path+"MultinomialNBmodel.pkl™)

return vectorizer, model

Figure 5.1. 25 Code for importing vectorizer and trained model

Lastly, the figure above shows the code used to import the previously exported

classification models and text vectorizers into the web application.
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5.2 Implementation Issues and Challenges

One of the challenges faced during fypl was the limitations of the available
Twitter APl packages for RStudio. There are 2 Twitter API packages available for
RStudio, they are the rtweet and twitteR packages. When using the twitteR package,
there was an issue whereby some tweets pulled would be truncated, this was a big issue
as this results in a loss of text data for the dataset. The tweets package has a solution to
this whereby adding the “tweet mode = ‘extended’” parameter in the function for
pulling tweets would return full length tweets. However, the rtweet package has its own
limitations, the limitations of this package are that it is unable to pull tweets that were
posted more than 2 weeks before the time of the pull without the use of a premium

twitter APl account.

Another challenge was the dataset creation process. The process required a huge
amount of time manual labour. For instance, after the tweets had been pulled from
Sebenarnya.my’s Twitter timeline, the data had to be manually filtered to ensure that

the data used for the project was related to the scope.

test combineddf.cleanedText

test = test.str.replace("pm", "perdana menteri")
#row 118 SPM

#time: 2pm

test = test.str.replace("dun”, "dewan undangan negeri”)
#row 1341 (dunia -> dewan undangan negeriia)
test

Figure 5.2. 1 Example Case Where BM Acronym Encountered Translation Issues

Furthermore, there was also the case where the acronyms that were in Bahasa
Malaysia needed to be manually translated into English or into the full-length names of
those acronyms as the translation API did not have the capabilities to do so. Some
acronyms could not even be replaced manually as they would affect other parts of the

data. An example of this can be seen in Figure 5.2.1.

Lastly, the potential loss of data which may occur after the translation process

can also be considered an implementation issue for this project.
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5.3 System Testing

Insert headline to be checked

ke News Headline Classifier

Paste headline here

there isa rm1000 compound if not wearing a face mask a
rm1000 compound is imposed on those who violate the mco
directive

predict

Figure 5.3. 1 User Keys in News Headline That Is Likely to Be Fake

Result for Headline

The news headline inserted is likely to be:
Fake
68%

[Fake Real Unsure}
array([0.6847285%, 0.08453406, 0.23073735])

Figure 5.3. 2 Web Application Output (for Fake)

Figure 5.3.1 shows a user keying in a news headline that has a high likelihood

to be fake into the web application.

From Figure 5.3.2, we can see that the web application is capable of predicting

a particular news headline as fake.
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-
\mese
<= mail o s
mlay covip-19 Q f v B N ADVERTISE WITH US

HOME MALAYSIA SINGAPORE WORLD MONEY LIFE EAT/DRINK SHOWBIZ OPINION SPORTS TECH/GADGETS DRIVE VIDEOS #E#X3 PROJEKMM

HOME ' MALAYSIA

Khairy fingers rich nations as main
reason for Malaysia’'s low Covid-19
vaccine supply

Wednesday. 14 Apr 2021 03:23 PM MYT
BY JERRY CHOONG

IN MALAYSIA

JUSTIN POPULAR

Covid-19: 75 longhouses still under
lockdown in Sarawak, says SDMC

Covid-19: Only four green zone
districts left in Sarawak

Sarawak says quite confident can
administer Covid-19 vaccine to 70pc of
population

Covid-19: SDMC never appoints agents
to assist applications to enter Sarawak

Figure 5.3. 3 Sample News Headline Related to Covid-19 in Malaysia

Insert headline to be checked

Paste headline here

Khairy fingers rich nations as main reason for Malaysia's low
Covid-1% vaccine supply

SRERKDS

predict

Figure 5.3. 4 User Keys in News Headline That Is Likely to Be Real
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Result for Headline

The news headline inserted is likely to be:
Real

47%

[Fake Real Unsure}
array([0.13262303,047612338,0.39125359])

Figure 5.3. 5 Web Application Output (for Real)

Figure 5.3.4 shows a user keying in the news headline obtained from Figure
5.3.3 which has a likelihood to be real.

From Figure 5.3.5, we can see that the web application is also capable of

predicting a particular news headline as Real.

Insert headline to be checked

7 i Calba Mawe Haadlina (Claceifar v Nennie Venh
ovid Fake News Headline Classifier by Dennis Yeoh

Paste headline here

Nasi Lemak is delicious

predict

Figure 5.3. 6 User Keys in Unrelated or Unsure Headline
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Result for Headline

The news headline inserted is likely to be:
Unsure

44%

{Fake Real Unsure}
array([0.2004717,0.3525%9434, 0.446%933%6])

Figure 5.3. 7 Web Application Output (for Unsure)

Lastly, Figure 5.3.6 shows a user keying in a headline that is unrelated to the
scope of the project. From Figure 5.3.7, we can see that the web application is capable

of predicting and labelling such headlines as Unsure.
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CHAPTER 6: CONCLUSION
6.1 Project Review, Discussion and Conclusion

In short. there is a lot of news being spread in Malaysia that is related to the
Covid-19 pandemic, some of which may not be true. While there are websites such as
Sebenarnya.my and Malaysiakini that can be used to check whether a news headline is
true, this process is a manual and tedious process. Moreover, there are currently no

datasets available that specifically focus on Covid-19 headlines in Malaysia.

With that said, this project aims to build a dataset containing headlines specific to
Covid-19 news in Malaysia, train a competent classification model using the dataset

created, and deploying the model that was trained on a web application.

The web application would play a part in helping reduce the amount of fake
news being spread in Malaysia as it makes it easier for Malaysians to check the how
likely a particular news headline is in a more automated manner. If they realise that the
news headline in question has a high likelihood to be fake, they will be less likely to
share that piece of news, thus reducing the amount of fake news being spread on the

topic of Covid-19 here in Malaysia.

6.2 Novelties and Contributions

The main novelty of this project is the web application that can be used to
predict if a particular news headline related to Covid-19 in Malaysia is fake and also
display its prediction confidence. As previously mentioned, fact checking news
headlines is a manual task, by deploying the trained classification model, this task

becomes more automated and can help save time and effort for the users.

The originality of this project lies in the classification model that was trained
using the dataset that was self-collected. While the algorithm used to train the model
may not be original, the final use case of the model is considered an original deliverable

as it was trained using an original dataset.
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6.3 Future Work

While the objectives of the project have been met, there are several aspects of
the project that can be further improved on. For starters, the model could be trained
using a larger dataset. The current model was trained using only 2121 rows of data due
to time constraint issues for data collection. Training a model using a larger dataset
containing more news headlines collected over time could improve the performance of

future models.

Aside from the size of the dataset, another detail that can be highlighted as future
work is dealing with the “Unsure” label within the dataset. Currently, if the model
predicts a particular piece of news to be “Unsure”, the user does not get much insight

on how likely that news headline is to be fake.

Lastly, the web application developed could be deployed on hosting platforms
in order to make it accessible to more people. Currently, the web application is hosted
locally, hosting platforms such as Heroku could be used to host the web application on

the internet.
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