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ABSTRACT 

UTAR Kampar Campus has a lot of unique and beautiful buildings and structures but many 

people seldom get the chance to know the histories and stories behind these buildings and 

structures. This is such a waste because most of the buildings in UTAR Kampar Campus 

is built with meanings and the designs are based on some unique ideas such as the Ling 

Liong Sik Hall, which resembles the Forbidden City Palace in China. This is because most 

of the people, even if they are interested, do not want to go through the hassle of searching 

for the web and digging for the information about the place. So, this project aims to resolve 

the issue. This project is to create an app that allows user to either take photo from their 

phone or select photo from gallery of a UTAR building or structure and the app will identify 

the building in the photo taken. Then, a brief history and description of the place will be 

shown. The app can accurately identify the buildings using a model trained by a machine 

learning algorithm, and GPS information to increase the accuracy. With this app, users can 

get to know the histories and stories of buildings and structures in UTAR Kampar Campus 

with ease without even having to search the Internet for information. 
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CHAPTER 1: INTRODUCTION 

1.1 Problem Statement 

Nowadays, many people know UTAR has a very beautiful campus in Kampar but not many 

know about the stories behind it, especially the students. Actually, many thoughts and 

efforts had been put into designing and building the campus to make the buildings and 

structures look unique. However, people might not fully appreciate the uniqueness of it as 

they do not understand the stories behind those structures. This is not entirely the people’s 

fault as not much effort had been put into publicizing the histories and stories of the 

buildings and the information are buried deep insight the internet. 

1.2 Background and motivation 

UTAR is a private university in Kampar that is launched on 13 August 2002. It has more 

than 22,000 students now, both Sungai Long and Kampar campus combined. Kampar is a 

town in Perak with beautiful scenery including beautiful mountains and lakes and as a small 

town, it has many old traditional shops that makes Kampar a very unique place. UTAR 

Kampar campus preserves most of the Kampar natural scenery in the campus too. The lakes 

and land are not over developed and along with the unique buildings in the campus such 

as Ling Liong Sik Hall makes UTAR Kampar one of the most beautiful campus in Malaysia. 

Machine learning is a type of method that help software make decision or perform a task 

without explicit programming or rules. Machine learning rely more on data instead of 

coding. Data is fed into an algorithm and a model will be trained and be used in programs. 

For example, to train a model to identify images such as apple, a lot of apple pictures need 

to be gathered from different angle, lighting or even color to put into the algorithm. The 

algorithm will then extract the features on the pictures such as the round shape of apple 

along with other features and at this stage, the model is produced. When the model is put 

into an app, it will compare the features it learned from the image dataset with the image 

uploaded by user using the app. Using traditional rule-based coding, it is almost impossible 

to create an algorithm that identifies an image. 
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The motivation of this project is to create an app that delivers the histories and stories about 

UTAR buildings and structures to the users through an easier process. Previously, users 

need to dig through the internet to find the relevant information. With this app, users just 

need to take a photo of the building and the app can identify the building in UTAR Kampar 

campus and display the information about the building using a model trained by a machine 

learning algorithm coupled with GPS information for added accuracy. Through this app, 

more people can get to know about the stories of certain buildings by facilitating the 

delivery of the relevant information. 

1.3 Objectives 

The objectives of this project are to develop a mobile application that:  

• Can accurately determine a place in UTAR Kampar Campus from a photo taken and 

provide sufficient information about the place to the user. 

• Promote the histories and stories of UTAR buildings. 

• Although this app utilizes GPS information, it does not provide the navigation around 

UTAR yet although it is possible to be implemented in the future work. 

1.4 Proposed approach and study 

This project consists of two parts. The first part is applying machine learning to train the 

model so that the app can identify the buildings in the photo. The second part is designing 

the app interface and integrating the model into the android app itself. For the first part 

which is training the model, Jupyter Notebook and TensorFlow is used. First, I need to 

gather the dataset by going to UTAR Kampar Campus to take the photo of the building by 

myself using my phone. As a result, around 80-100 photos were taken for each place. Then, 

the photos were input into the TensorFlow Lite Model Maker library and the model will be 

produced in the .tflite file format. 
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Figure 1.4.1 Machine learning flow 

After the model have been produced, it will be imported to Android Studio where I 

developed the app. After importing, I can call the function provided by TensorFlow to 

identify the photo once user selected a photo. For this app, the programming language used 

is Java. 

1.5 Highlight of what have been achieved 

• An android app is developed for user using Java 

• A model is produced using machine learning with TensorFlow 

1.6 Report organization 

This report consists of six chapters. The first chapter gives a brief introduction on the 

project, how the app works and the motivation behind developing this app. In the second 

chapter which is literature review, I review similar project that is done by other people on 

the internet and determine their strength and weakness. With that, I can refer their system 

and gather ideas from their system. Next is chapter 3 which I show the program flow and 

functions with flowcharts and use case diagrams. Gantt charts are also included to show 

the timeline of doing this project. In chapter 4 and 5, I talk about the design of the app, 

technologies used and development methodology used to develop the app. Lastly the last 

chapter, I talk about the challenges faced, contributions and future works. 
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CHAPTER 2: LITERATURE REVIEW 

This chapter will be reviewing the works done by others such as articles and mobile apps 

that is related to my title. The features of the apps and the disadvantages and limits of them 

will be also discussed. 

2.1 A scene recognition algorithm based on deep residual network 

The work of (Mao Jiafa, et al., 2019) is to recognize a scene image based on deep residual 

network method. The model produced is then called “Scene-RecNet”. The model produced 

is more efficient than other model because it can determine the image using less time and 

memory. The aim of this system is on extracting image features with strong representation 

with a good recognition rate even if the image is not clear, compressed or contain noise. 

During the image feature extraction process, the convolutional neural network is used to 

extract the parameters and features in the image and this process is repeat several times 

until the model learn most of the features. 

 

Figure 2.1.1: Steps of generating the model Scene-RecNet. 

Two outputs are obtained from the model after the algorithm extract all the image features. 

One being the image features or vector and one is the labels of the image. The more the 

image is used to train the model, the more accurate the model is. The features extracted 

from the last image is more dominant than features from the other images in determining 

images. The image to be recognized is ran through the model and compared with the image 

features before adding a label to the image. Label with the highest probability will be the 

final label. The problem they wanted to solve with this project is to detect image accurately 
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using less time and space as the image does not need to be high resolution in order to detect 

accurately. 

Weakness and limitation of this system 

Although ResNet is very powerful, a lot of time is required to train the model which is not 

suitable for normal use. This is because it is using a convolution neural network method 

where most of them have huge memory and computation requirements, especially while 

training. So, problem arises when the model is needed to deploy on mobile where the 

computation ability is not that great. Other than that, there are also some problem such as 

easy of training and the ability to generalize well. 
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2.2 Recognition of Tourist Attractions 

The work of (Yuanfang Li, et al., n.d.) is to train a model that can recognize the famous 

attractions in Beijing. They used 10000 images and 10 places in Beijing, with 1000 images 

per place. First, they used Places-Convolution Neural Network (CNN) that is pre-trained 

using 2.5 million images and feed the 10000 images through the model. Then, the image 

features are obtained and the image features are different for night and day pictures. So, 

they trained separate classifiers for day and night. Then, they proceed to using pixel ratio 

by computing the total number of pixels of each value and then dividing by the total number 

of pixels. They used softmax, which is an equation that outputs a value between 0 and 1 

that can be interpreted as the probability of a sample z from class j. 

 

Figure 2.2.1: Softmax equation 

Other than softmax, Support Vector Machine (SVM) to classify the image to whether it is 

day or night. They reason they use SVM is because in some night photos, certain areas of 

the images are well lit and there will be some overlap in ratio features between day and 

night images. So, the used SVM instead of the simpler linear separation. 

Weakness and limitation of this system 

This system can only recognize the tourist attraction place from the outside. If a user has 

gotten into the building or place and wanted to recognize it, the system would not be able 

to tell which tourist attraction place it is. Moreover, in dim light condition, the SVM will 

have a hard time telling whether it is day or night which leads to inaccuracy in result. 
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2.3 Mobile Travel Guide using Image Recognition and GPS/Geo Tagging 

The work of (Ramsha Fatima, et al., n.d) is a mobile travel guide app that utilize image 

recognition. The image taken by the camera is compared with images in database using 

OpenCV along with ORB (Oriented FAST and rotated BRIEF) algorithm to detect image 

features and compare two images. The app has features for user to search the information 

about a tourist attraction using either name or picture. The main aim of this app is to help 

the user identify a place if they wanted to know the name of the place but could not find 

the sign board. 

Figure 2.3.1: Tourist attraction search   Figure 2.3.2: Search by name result 

page using name      
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Figure 2.3.3 Search by image result page 

Other than that, the app will also allow user to search places using Google Map API 

(application programming interface) and also search for nearby places. 

Weakness and limitation of this system 

This app did not show the locations of the tourist attraction places in their database on the 

Google map feature they have in the app. Instead, they just put the Google map API in 

without any feature except searching for places which regular Google map app can do 

better. So, in my project, I will be attempting to make use of the Google Map API to show 

the user nearby tourist attraction as well as navigating them to it and showing the crowd of 

the place. 
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2.4 Tourist Attractions Classification using ResNet 

The work of (Nanda Maulina Firdaus, et al., n.d.) tried to identify tourist attractions in 

Jakarta and Depok using ResNet. Raw datasets are taken from Google with different angle, 

lighting and size. Then, the datasets are preprocessed by converting the color model into 

RGB and resizing them to the same size for easier classification process. K-fold cross 

validation method is used to train the model. The way that k-fold cross validation work is 

to divide the set of samples N into k parts and then using one of the parts to do testing and 

the rest become training data. In this system, k=5 is used. 

 

Figure 2.4.1: K-fold Cross Validation 

Next, they started to use ResNet to solve the image classification. ResNet50 is used which 

is ResNet with 50 layers because it is faster if there is less layers. The data is finally 

evaluated and accuracy is calculated. 
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Weakness and limitation of this system 

Although the accuracy is very high using ResNet, it can be further improved by increasing 

the number of ResNet layers and value of k in k-fold cross validation. 
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2.5 Google Lens 

Google Lens is an app developed by Google using their image recognition technology. It 

can do many things that is related to image such as translate text, identifying plant and 

animal, identify objects and building, scan (Quick Response) QR code and barcodes and 

many more. The interface is very user friendly as everything is displayed on the homepage 

and labelled and there or not much button to click. 

Figure 2.5.1: Detecting Object         Figure 2.5.2: Detecting text and 

translate 
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    Figure 2.5.3: Home page 

 

As we can see in the homepage, the camera is already enabled in the home page so that 

user can open the app and identify thing quickly. User can not only detect images from 

camera, there is a gallery option on the top right corner which allows user to select from 

their library. The list of type of image recognition is displayed at the bottom section of the 

app. 

Weakness and limitation of this app 

Google Lens is not supported on all phone models. Older phone models that does not have 

suitable requirement would not able to use it. Other than that, uploading image to the 

Google Lens platform, it could violate our privacy. 
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2.6 Vivino 

Vivino is developed by a company called “Vivino” and it is used to identify wines using 

image recognition. After scanning, important information such as its facts, the taste 

characteristic such as light, dry and soft and even its ingredient. Other than that, there is 

also a community talking about the wine so that people that love wine can discuss in it. 

After checking the facts, the app will also show the price of the wine and direct user to the 

wine official webpage for user to buy. 

Figure 2.6.1: Home page     Figure 2.6.2: Scanning feature 
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     Figure 2.6.3: Wine info 

Weakness and limitation of this app 

The image recognition feature of this app is very poor. The image has to have a clear text 

of the wine label in order for the app to identify the type of wine. If it is taken faraway and 

the text isn’t clear, it would have error. This makes its more like text recognition instead 

of image recognition. 
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2.7 Transfer Learning of a Deep Learning Model for Exploring Tourists’ Urban 

Image Using Geotagged Photos 

The work of (Youngok Kang, et al., n.d) is to deep learning photo of tourist attractions in 

Seoul. Hundred thousand of photos were extracted from Flickr, containing 75 scenes and 

13 categories. The dataset is categorized into their respective categories such as shopping, 

people and animal and split into test and train set. After that, the trainset is continuously 

fed into the Inception V3 model to fine tune to model. For example, the normal training 

dataset is first put through the model then at the 2nd time, data augmentation is performed 

to alter the dataset a bit so it does not overfit. Then, the final model is selected to be applied 

to the test set. Their dataset is on a 60% train, 20% validate and 20% test ratio and used 

AWS web services as the platform for training the model. Overall, the accuracy is quite 

high at 85.77%. 

 

Figure 2.7.1 Process of training the model 
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Weakness and limitation of this system 

The training process is very time consuming and resource intensive. In the training set, 

there are over 100,000 photos to train not including the image that had been augmented 

and for normal computers, it will take a long time just to go through one training process. 
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CHAPTER 3: System Design 

Overall architecture diagram 

 

Figure 3.1 Overall architecture diagram 

First, the dataset is gathered using phone. There are a total of 17 classes. After specifying 

the image path, TensorFlow will detect the classes separated into folders and split the 

dataset into train and test. Then, the pictures are fed into a neural network predefined by 

TensorFlow and train a model. The model output will be in the .tflite format which can be 

imported into Android Studio and integrate into the Java code as there are predefined 

functions in the model. Lastly, the model will be called and return the result to user. 
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Flowchart 

 

Figure 3.2: Flowchart 

The above figure is the flowchart for the app of this project. When the user starts the app, 

a homepage will greet the user with the add picture button. When the add picture button is 

pressed, user can choose either to take photo from their camera or select picture from the 

gallery and upload it to the app. After selecting or taking a photo, the photo will be 

processed through a model to identify the building or structure in the photo taken. The app 

will also display the details such as the history and story of the place. User can then click 

the add photo button again to select or take a new picture for the app to identify. 
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Use case diagram 

 

Figure 3.3: Use-case diagram 

The use case diagram illustrating the function that the user can perform 
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Flow for developing the model 

 

Figure 3.4: Flow of model training 
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Project development timeline 

 

Figure 3.5: Gantt chart for Project 1 

 

Figure 3.6: Gantt chart for Project 2 

The first figure is the Gantt chart for Project 1 during the October 2020 trimester and 

second is for the January 2021 trimester. 
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Activity diagram 

 

Figure 3.7 Activity Diagram 

In the use case diagram above, user first start the app and they can upload the photo to the 

app with either camera or gallery. Then, the app will analyze the photo return a list of 

probability for each photo. Then, an algorithm will be run to get the result with most 

probability and return it to user. 
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CHAPTER 4: Methodology and tools 

4.1 Methodology 

 

Figure 4.1.1 Prototyping 

The chosen software development method will be prototyping. The reason why prototyping 

is chosen is because when we are developing this software, we can develop a prototype 

first, then see what is wrong and lacking in the software and just add in easily. Compared 

to other method, adding in new features during development will be harder. Other than that, 

this is a non-critical application that does not need careful planning. Using this method, 

user can try out the features quickly and discover new requirement so that early requirement 

planning become not that important as it will change over time as well. The stages of 

prototyping are requirement analysis, design, building and prototyping, evaluation by 

customer, refining prototype, delivering the final product and ultimately maintaining it. 

There are four types of prototyping, namely: rapid throwaway prototypes, evolutionary 

prototype, incremental prototype and extreme prototype. In this project, incremental 

prototype will be used. 

1. Requirement Analysis 

The main features and requirement are determined at this stage. 

2. Design 
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User interface and database design are produced. 

3. Building and prototyping 

A version of the product is developed. 

4. Evaluation by customer 

The app is shown to customer for comment and evaluation. 

5. Refining prototype 

The comment and additional requirement requested by customer is jotted down and 

will be implemented in the next version. 

6. Final product 

The customer is finally satisfied with the product, the product is delivered and will 

proceed to product maintenance phase. 
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4.2 Technologies involved 

Platform: 

1. Android 

Android is the most used mobile operating system right now with 74.6% of 

mobile phone user being android user as of May 2020. This allows more user to 

have access to the app to increase the app popularity. 

2. Windows 

Windows is an operating system for laptop and desktop pcs. Between 77% and 

87.8% of devices in the world are running on Windows. 

Programming language: 

1. Java 

Java is an object-oriented programming language and it is one of the most popular 

language among programmers right now which has a 16.4% share among other 

programming language and it is the top 2 programming language, just behind 

Python. Object oriented language such as Java has many advantages such as it is 

reusable through inheritance. For example, class and subclasses can be created 

and the subclasses will inherit all attributes and method that its class has, 

eliminating the duplication of attributes and methods. 

2. Python 

This project require some machine learning and Python is the best language to do 

it, so Python will be used in this project. 

Software: 

1. Android Studio 

Android Studio a software to develop Android app. It supports various languages 

such as Dart, Java and Kotlin. 

2. Visual Paradigm 
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It is a software used to make diagrams such as Entity Relationship Diagram 

(ERD) to design databases, sequence diagram to design the flow of process and 

many more. 

3. Jupyter notebook 

A software that allows users to write python codes. 

Libraries: 

1. TensorFlow 

TensorFlow is a library in python for user to perform machine learning. The 

layers of network are predefined so that it is easier to use. 

Hardware: 

1. Laptop 

The main device used to complete this project. 

Model: Asus TUF FX705 

Processor: Intel Core i7 – 8750H 

Graphic card: NVIDIA GTX 1060 

RAM: 16GB 

OS: Windows 10 

2. Smartphone 

The main device used to run the mobile app prototype. 

Model: Xiao Mi Pocophone F1 

Processor: Snapdragon 845 

RAM: 6GB 

OS: Android 10 

4.3 User requirements 

Functional requirements: 

• User should be able to take photo through the app. 

• User should be able to select photo from the gallery. 
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• User should be able to know the information of UTAR Kampar campus building 

and structures through the app. 

• User should be able to list the places that the app can recognize. 

• User should be able to use all the buttons in the app. 

Non-functional requirement: 

• User should be able to run the app if they are using an Android device. 

• User should be able to use the app without major bug. 

• User should expect a maximum load time of 5 seconds. 

• User should be able to maintain their privacy when using the app and ensuring 

their photos are not leaked. 
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Chapter 5: Specification and test results 

5.1 TensorFlow 

TensorFlow is chosen to be my method of training my model mainly because of its 

simplicity and ease of use. Furthermore, the trained model is quite good. Below are the 

steps on the process of using TensorFlow to train a model.  

 

Figure 5.1.1: Installing TensorFlow 

Installing the TensorFlow model maker library. The neural network of TensorFlow model 

maker library is predefined so that I do not have to define each layer which make the 

model training a lot simpler and faster. 

 

Figure 5.1.2: Importing libraries 

Import required library such as numpy and tensorflow. Numpy is a very common library 

for python to do most basic functionalities. 
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Figure 5.1.3: Specifying path 

Specify the path that contain the image dataset. The image is gathered using my phone 

and they are taken with different angle to make the model less overfit. There are 17 

classes in total and around 80-100 images for each class to be split into train and test set. 

 

Figure 5.1.4: Split dataset 

Split the dataset into train and test set from the same image pool. The ratio is 9 train to 1 

test. TensorFlow automatically detect the classes and train them accordingly. 

 

Figure 5.1.5: Model training 

Training the model. The model is running for 5 epochs. The number can be increased for 

higher accuracy but to avoid overfit, a lower number of epochs is recommended. 
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Figure 5.1.6: Model testing 

Testing the data using the trained model. The test data that is split earlier is evaluated 

through the model trained. 

 

Figure 5.1.7: Exporting model 

Exporting the model trained to be used in Android Studio. The output file will be of 

a .tflite file format and can be used in Android Studio to develop the app later. 

5.2 Java 

Java is the selected programming language as it is my most familiar language compared 

to others so I have used it for the development of my app. 
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5.3 Design 

Figure  5.3.1 Homepage     Figure 5.3.2 Choose photo method 
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Figure 5.3.3: Select photo from gallery             Figure 5.3.4: Take photo from camera 
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Figure 5.3.5: Photo identified                               Figure 5.3.6: Display description 
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Figure 5.3.7 Place list 
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5.4 Testing 

Test case Output Correct/test 

image number 

Accuracy 

(%) 

 

Bronze Sculptures 

of Confucius and 

Einstein 

6/10 60 

 

ceiling artifacts 8/10 80 

 

Chess set 9/10 90 

 

Chinese words 6/10 60 
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Confucius 5/10 50 

 

Einstein 5/10 50 

 

Entrance 6/10 60 

 

Hall Wordings 8/10 80 

 

Main entrance door 9/10 90 
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Right corridor from 

entrance 

6/10 60 

 

Round Square 6/10 60 

 

Round wall 7/10 70 

 

The UTAR Tree 5/10 50 

 

The water pool at 

library 

6/10 60 
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UTAR Bird 

Sanctuary 

4/10 40 

 

UTAR Library 8/10 80 

 

Wall artifacts 

(inside) 

7/10 70 

 

Image not 

recognizable 

9/10 90 

Table 5.4.1 Test case table 

The testing images from the test cases above is a mixture of online images and image that 

has been captured by me. The reason that I mixed some of my own picture to it is 

because the online images is not much as my photo is very specific for example, the 

photo of only the chess set. Online does not have many photos of only the chess set so I 

need to add some of the photo to make it become 10. 
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In the test result above, there are some places have a lower accuracy compared to other 

places. One of them is the bird sanctuary. This is because the bird sanctuary is very 

similar to the UTAR tree in the photos. There are many leaves and not much 

distinguishing features. I hope to take a closer photo of the bird sanctuary so that it is 

more distinguishable but I do not have the equipment. 

The next one is the “round square” and entrance. They are relatively lower than other 

because they both look alike. The “round square” is basically just a closer shot of the 

entrance. 

The third one is the Confucius and Einstein sculpture. They also have a lower accuracy as 

they are really hard for machine to identify because the outline is not obvious and they 

are of the same color. 

For other places, the accuracy is quite acceptable. 
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Chapter 6: Conclusion 

6.1 Project review 

In conclusion, this project aims to create an app that helps people identify buildings in 

UTAR Kampar campus and show them the stories and history behind it. It can help both 

people and the university because it helps to publicize for the university and the app also 

can provide answers to the question of users. This app streamlined the delivery of 

information form the internet to the user. The objective of this project is achieved in the 

app. 

During the development of this project, several challenges had been faced. First being the 

lack of experience in mobile app. Although I am familiar with the basics of Java 

programming language, developing an Android app is entirely new for me. So, a lot of 

research and effort had been put into to develop the app. Second, is the dataset gathering 

part. All of the dataset is gathered by myself using my own phone so it is very time 

consuming and memory intensive. Furthermore, capturing using a smartphone has some 

limitations too for example, the zoom cannot be to high or else the image will be blurry 

and phone will get very hot from taking so much photos at a very short time. 

Despite all the challenges, I am satisfied with this project because I learnt a lot of things. 

The two main things that I have learnt is training a model and developing an Android app 

using java. During the training of my model, I improved my Python skill and became more 

familiar to TensorFlow, a machine learning library. Although I have developed an Android 

app prior to this project, I coded them using Flutter instead of Java so developing Android 

app using Java is new to me. However, I am happy that I can complete this app without 

major issue and learnt a lot of things along the process. 

6.2 Novelties and contribution 

UTAR Kampar campus has a lot of beautiful spots and scenery but some people 

nowadays neglected the story and information behind it. So, this app aims to let more 

people learn more about the buildings in UTAR. Users can use this app to take photo of a 

building in UTAR and it will show users the information, which is more interactive and 

quicker compared to searching the information up online. With this app, I hope that this 
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information can be spread faster and let more people know about UTAR. Other than 

taking a photo of the building to access the information, user also can list the places that 

the app can recognize and read them by clicking on the places. This is helpful during this 

time with the pandemic as students cannot go into campus without permission. 

6.3 Future work 

Although the app can perform most of the main function, there are still some features that 

can be added to make it more attracting to users. However due to some constraints, it will 

be the future work. 

One of the future works is to add navigation in the app. For example, user can know how 

to navigate inside the campus from block C to block F. By doing this, users especially 

freshman will be more motivated to download and use the app. 

Other than that, mini games also can be implemented in the app that tells user to take 

photo with one of the places and the app will reward users with some point that be used 

can later to redeem some coupons. Collaboration with local shops is needed to get the 

coupons. This is a great feature to boost the Kampar economy as well as promoting 

UTAR. 

Lastly, I hope that this app can recognize the places in Kampar instead of just UTAR. 

However due to time constraint, I can only narrow down the scope. However, this will be 

included in my future work so that my app can attract to a wider variety of users as well 

as boosting the tourism in Kampar. 
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