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ABSTRACT 

 

In the age of technology, we are living in a world that is widely related to Natural 

Language Processing (NLP) as NLP helps in downstream applications like speech 

recognition, machine translation and so forth. Machine translation is important in our 

daily life as it is faster to translate a large number of texts compared to human 

translators. With the aids of machine translator, it definitely saves a lot of our times. 

Besides, it is also cheaper than using a human translator. In machine translation, parallel 

corpus plays a significant role as a resource for translation training and language 

teaching. A good quality of parallel corpus will greatly increase the accuracy of the 

machine translation. Hence, sentence-based alignment for parallel text corpora plays an 

important role in helping NLP especially for machine translation. However, there are 

limited resources on parallel corpus for some selected source language and target 

language. Furthermore, the accuracy of machine translation on some target languages 

is still low.  Therefore, an approach of generating parallel corpus on source language 

and target language is proposed. In this study, parallel corpus of English (source 

language) and Malay (target language) are collected. Besides, a machine translation is 

developed using recurrent neural network (RNN) model of neural network translation. 

An accuracy of training with 0.9 is obtained from the model. Besides, the translated 

Malay text achieved BLEU score of 0.65 which is considered a good score. 
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CHAPTER 1 INTRODUCTION 

1.1 Introduction 

Literally, a parallel text is a set of text formed along with its translation which 

sometimes it is known as bitext (Chan, 2015). Parallel text alignment which is the 

process of identifying the corresponding sentence in both sides of the parallel text. For 

instance, the parallel text between the language of English and Malay. It is undeniable 

that sentence-based alignment for parallel text plays a vital role in helping natural 

language processing (NLP) task and any processing including translation studies, 

machine translation, corpus linguistic, cross-language information retrieval and so 

forth. The process of manual sentence alignment could be pricey, tiresome and time 

consuming. Thus, there is the need of automated sentence alignment techniques to ease 

human’s life. Besides, sentence-based alignment parallel text is also significant in the 

approaches to the preparation for machine translation. 

 

1.2 Problem Statements 

a. Limited resources on parallel corpus for selected source language and 

target language 

Since parallel corpus is significant for machine translation, the problem of lacking 

parallel corpus in some language pairs can greatly reduce the quality of machine 

translation (Karakanta et al, 2017). Hence, it is time and labour consuming in 

manual transcription to produce a huge number of parallel corpus for some of the 

low resource language pairs of parallel corpora. Therefore, parallel corpus is needed 

to be collected as training dataset for machine translation without manual 

transcription. 

 

b. Low accuracy of machine translation on some target languages 

Although there are a lots of free resources machine translation tools online, there is 

still a problem of low accuracy of machine translation on some targeted languages. 

For some of the uncommon and low resource of language such as Dante, the 

accuracy of the translation is not that good and will produce a strange translation 

(Shaymaa, 2016). Thus, in this project, we will develop a machine translation with 

the case study on English and Malay language. 
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1.3        Motivation 

Nowadays, sentence alignment parallel text resources are the basis to some of the 

methods in NLP (Natural Language Processing), machine translation and so forth. 

Hence, there are lots of resources of sentence-based alignment parallel texts in the 

network. However, there are still some languages that has only little or poor and 

inaccurate resources. Thus, in order to provide an indispensable training dataset for the 

machine translation and other fields of NLP. Besides, to improve the quality in concern 

of the accuracy of the translation, more sentence- based alignment parallel text corpora 

is needed in different languages. Hence, this motivated the development of sentence-

based alignment. 

 

1.4 Project Scope 

One of the focus in our project scope is the collection of parallel text to be used in 

sentence-based alignment for the preparation of machine translation. Firstly, the 

parallel text of English-Malay language pair will be collected for the preparation of the 

sentence-based alignment process. Next, cleaning for the datasets will be carried out. 

The extra timestamps, tag and other noises will be cleaned in order to get a better-

quality result during sentence alignment. 

 

After collecting the parallel text, the next focus in our project scope will be performing 

sentence aligning for the sentence pairs of the datasets. Later, sentence-based algorithm 

will be run in order to sentence align the text. After that, a machine translation will be 

used to train the sentence-aligned text.  

 

Moreover, the next focus is the translation of the parallel text will be carried out using 

simple sentences. The accuracy of the trained model will be found out after training the 

model and the BLEU score is used to determine the quality of the translated text by 

comparing to the existing approach. 

 

 

 



CHAPTER 1 INTRODUCTION 

3 
BCS (Honours) Computer Science  

Faculty of Information and Communication Technology (Perak Campus), UTAR 

1.5 Project Objectives 

The objectives of the project are as below: 

a. To collect parallel corpus as training dataset for machine translation without 

manual transcription. 

b. To develop a machine translation with case study on English and Malay 

language. 

 

1.6 Background Information 

In this era of technology, the field of parallel texts have a sustainable growth and these 

indirectly provide a plenty of resources for machine translation as sentence alignment 

has the ability to resolve the issue that the size of the largely translated segments 

forming the parallel corpora and the ambiguity of the tasks of learning. Thus, they are 

lots of algorithm for sentence-based alignments with the rapid rise of online parallel 

texts nowadays. Unfortunately, there are limitations in some of the methods. For an 

example, the accuracy, speed, and the robustness of the algorithm to tackle noise 

normally present in the datasets.  

 

A sentence-based alignment algorithm has to be accurate and quick. In fact, both the 

precision and the recall rates of the result should be high to the concern of the quality 

of the alignment result. Besides, there is also limited resources for some languages. 

Thus, a sentence-based alignment for parallel text corpora preparation for machine 

translation with accuracy, speed and robustness of the algorithm will be developed in 

this project with the case study of aligning the language of English to Malay. 

 

The interest of bitext began at around sometime in the mid-eighties, at which the time 

in many places were pursuing for independent efforts concurrently and this is most 

notably at Xerox PARC (Kay & Roscheisen, 1993). In this earlier time. The early 

efforts were all on sentence alignments instead of bitext. There were two that described 

the alignment methods that were based on a statistical translation that focused only on 

the length of the text segments which are the sentences and paragraphs and it was all 

depend on the dynamic programming in order to seek for the most similar alignment. 

One of them proposed the method of counted words (Brown et al, 1991) while the other 

one counted characters (Gale & Church, 1993). 
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1.7 Proposed Approach 

 

Figure 1.1 Proposed Method System Design 

 

Figure above shows the flow of the proposed approach. Firstly, the English and Malay 

datasets are collected using subtitles. After, the raw datasets are collected, they are 

cleaned to reduce noises that will affect the performance of the model. When the 

sentence-aligned parallel text datasets are prepared, libraries that are needed to train the 

model of machine translation are imported. Later, the RNN model of machine 
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translation is built and compiled. We then train the model and build the prediction 

function. Lastly, we run the machine translation built using the sentence-aligned 

datasets to perform translation from English text to Malay text. 

 

1.8 Highlights 

The machine translation built using the sentence-aligned text datasets achieved a BLEU 

score of 0.65 which is only 0.15 lower to a well-known online machine translator, Bing 

Translator. The BLEU score of our machine translation is considered good. Besides, 

the model also achieved an accuracy of 0.9. Hence, the parallel text is able to enrich the 

English and Malay language resources.  

 

1.9 Report Organization 

This report is organized in a structure of 6 chapters. Literature reviews on different 

approaches on collecting datasets, sentence alignment and machine translation has been 

reviewed in chapter 2. Besides, the details of system design and implementation of the 

project are further discussed in chapter 3. In chapter 4, the system requirements and the 

specifications are discussed. In chapter 5, experiments and the results of the projects 

have been evaluated and justified. Lastly, we have concluded this project and the future 

works are also discussed in chapter 6. 
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CHAPTER 2 LITERATURE REVIEW 

2.1 Literature Review 

According to what was mentioned above, there are lots of methods used for the 

sentence-based alignment in the wake of advancement in technology. However, these 

methods have their strengths and weaknesses. Hence, in this chapter, the strength and 

weakness of the methods will be reviewed in order to analyse the pros and cons of the 

existing methods in the development of sentence-based alignment. Besides, various 

kinds of machine translation will also be reviewed. Nevertheless, we will also review 

the methods for parallel text collection in this chapter. 

 

2.2 Parallel Text Collection 

2.2.1 Parallel Text Collection Using Subtitles 

Since the resources of online databases of videos subtitles from different genres are 

growing substantially as the advancement of technology. This is because subtitles from 

various languages are provided voluntarily by the Internet users. Hence, there is a large 

number of subtitles on the network that is free to download which ease the job of 

collecting parallel text. Moreover, for the same video, translators sometimes allow 

diverse subtitle versions of the same language. Subtitles are able to link to the actual 

sound signals too as most of them are transcription of spontaneous speech (Tiedemann, 

2007). 

 

2.2.3 Parallel Text Collection Using Transcribe and Transcription of Conversion 

Recording 

Audio is definitely a good choice in the process of transcribing and translating the audio 

for the use of parallel text collection as it requires lower cost equipment, less expertise 

and it produces smaller data files. The audio obtained is then transcribed by an 

automatic speech recognition system and later a baseline SMT system will be used to 

translate it.  

 

 

 



CHAPTER 2 LITERATURE REVIEW 

7 
BCS (Honours) Computer Science  

Faculty of Information and Communication Technology (Perak Campus), UTAR 

2.2.4 Parallel Text Collection Using News with Same Topic in Different 

Languages 

With the advancement of news aggregator services, one can easily get the documents 

in the network. One of the platforms that can be used is “Google News”. With “Google 

News”, one can readily collect multiple new stories covering the same news item with 

different languages (Dolan et al., 2004). By using such resources, further aligning 

related documents at a finer level of resolution has to be carried out, identifying which 

sentences from a document is align with the sentences from the other. 

 

2.3 Part-of-Speech (POS) Tagging Method 

2.3.1 Model 1: Stochastic Model 

One of the techniques for tagging the language text is Stochastic POS Tagging. It is 

also known as statistical model. This model assumes that every word is known and 

possesses a finite set of tags that is possible. These kinds of tags can be extracted from 

a dictionary or even from morphological analysis. This model allows us to identify the 

optimal sequences of POS tags 𝑇 = 𝑡1, 𝑡2, … 𝑡𝑛 , with a given sequence of words 𝑊 =

 𝑤1, 𝑤2, … 𝑤𝑛. This model is the simplest POS tagging as it selects the most common 

tags associated with a word in the corpus that is used for training. 

 

2.3.2 Model 2: Transformation-Based Tagging 

This model is an example of transformation-based learning (TBL) and is known as Brill 

tagging (Brill, 1992). It is a rule-based algorithm for tagging POS to the text 

automatically. Since this model is fully automated, it is different from the trainable 

stochastic tagger, where linguistic information is directly encoded in a basic non-

stochastic rule. 

 

2.4 Sentence Based Alignment Method 

2.4.1 Method 1: Length-Based Algorithm 

The first length-based algorithm was proposed by (Brown et al., 1991). Basically, this 

algorithm aligns sentences based on the length of the sentence that measured by word 

or character, which uses the idea of long or short sentences will be translated into long 

or short sentences. By assigning a probabilistic score to every proposed sentence based 

on the variance of the scaled difference of the lengths of both sentences, this algorithm 
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can provide a good alignment on those language pairs with high length correlation. The 

maximum likelihood for the alignment of sentences can also be found by using the 

probabilistic score in dynamic programming framework. For instance, French and 

English pairs can perform in a high-speed using this algorithm. 

 

The advantages of using this algorithm are that it is excellent in terms of its performance 

and speed if there is only a minimal of noise in the input bilingual texts. 

 

In contrast, the weakness of this algorithm is that it is not robust compared to other 

algorithms as it only uses the sentence length information. The sentence length will 

eventually become unreliable when there is too much noise in the bilingual texts. 

 

2.4.2 Method 2: MT-Based Algorithm 

Bleualign is a MT- based sentence algorithm that search for the source text on an MT 

translation instead of directly computing an alignment between the source text and the 

target text. (Senrich & Volk, 2010) showed that Bleualign can align text robustly 

compared to other algorithms. This algorithm applies dynamic programming to find the 

way to maximize the BLEU score between the translation source text and the target 

text. However, the quality of this algorithm depends on the performance of the SMT 

system used. Besides, according to Senrich and Volk (2010), a quality test on their MT-

based algorithm had been demonstrated and they obtained a result that the quality of 

the algorithm is directly proportional to the MT system. Hence, if a superior MT system 

can be produced using Bleualign, the quality of the result will definitely be high.    

 

The strength of Bleualign is it can robustly align the target text and the source text 

which is on top of the other algorithms. 

 

The main weakness of Bleualign is that its performance is highly dependent on the 

translation provided. MT-based algorithm requires an existing MT system to make the 

algorithm attractive. In contrast, if the language pairs are poor in resources, this 

requirement will definitely degrade the quality of the result.   
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2.4.3 Method 3: Lexical-Based Sentence Alignment 

According to the research of Chen (1993), they described a fast algorithm using lexical 

information for sentence alignment. This algorithm constructs a simple statistical word-

to-word translation model while processing sentence alignment. This algorithm 

maximizes the probability of producing the corpus with this translation model. 

Dynamic programming with thresholding is used in the search strategy. With 

thresholding, a corpus need not to be subdivided into smaller chunks as the search is 

linear in the length of corpus. 

 

One of the pros of this algorithm is that it is able to manage large deletions in text. 

Besides, this algorithm is language independent and parallelizable. In fact, lexical-

based sentence alignment algorithm offers a higher accuracy in concern of the quality 

of the result. 

 

However, lexical-based algorithms are not efficient enough to manage large corpora. 

Moreover, using lexical information in the alignment process requires a large 

computational cost. 

 

2.4.4 Method 4: Champollion Parallel Text Sentence Aligner Method 

Champollion is a lexicon-based method designed for robust alignment of potential 

noisy parallel text (Ma, 2006). There are two ways of Champollion difference from 

other algorithms. Firstly, Champollion assumes a noisy input. For an example, a high 

percentage of alignments will not be one to one alignment and the number of insertions 

and deletions will be vital. This assumption is against declaring a match in the absence 

of lexical evidence. It is claimed that non lexical measures are often unreliable when 

dealing with noisy data (Ma, 2006). Next, Champollion is different from other 

traditional lexicon-based approaches in distributing weights to translated words. The 

basis of Champollion is to assign greater weight to less frequent translation pairs. There 

is a function used by the Champollion to compute the similarity between any two 

segment which each of them consists of one or more sentences. Champollion has a 

penalty associated with alignments other than 1-1 alignment which is determined 

empirically. Furthermore, sentences that contain mismatching length will also be 
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penalized. Later, dynamic programming method is used to obtain the optimal alignment 

which maximizes the similarity between the source text and the translation. 

 

The major advantage of Champollion is that it has the ability to cope with noisy data. 

Besides, it greatly increases the robustness of the alignment by assigning greater 

weights to less frequent translated words. Champollion is also a method that can be 

easily ported to new language pairs. Moreover, Champollion able to achieve high 

precision and recall on manually aligned Chinese-English parallel text corpus (Ma, 

2006). 

 

In contrast, Champollion considers a match possible only when lexical matches are 

present. 

 

2.4.5 Method 5: Moore Parallel Text Sentence Aligner Method 

A three-step process for aligning sentences was proposed by Moore (2002). Literally, 

this algorithm contains three steps. Firstly, a modified version of Brown et al.’s length-

based model where search pruning techniques are used to speed up the discovery of the 

reliable sentence pairs is used to compute the coarse alignment of the corpus. The 

sentence pairs that have the highest alignment probability are collected to train a 

modified version of IBM Translation Model 1 (Brown et al., 1993). Lastly, by using 

the IBM model 1 score as an extra measure of parallelism, the whole corpus is 

realigned.  

 

This method does not require any knowledge of the languages of the corpus except for 

breaking up the text into words and sentences. Besides, this method is able to achieve 

high accuracy at its modest computational cost. It is modest to sequences of inserted 

text, and it is fast. 

 

However, the recall obtained is at most equal to the proportion of 1-to-1 

correspondences contained in the parallel text to align especially problematic when 

aligning asymmetrical parallel corpora (Braune & Fraser, 2010, p.22). 
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2.5 Summary of sentence alignment method 

 

Table 2.1: Summary of sentence alignment method 

 

 

Methods Advantages Disadvantages 

Length-based 

algorithm 

• High performance and 

speed 

• Not robust 

MT-based algorithm • Robust • Performance is highly 

dependent on the 

translation provided 

Lexical-based 

sentence alignment 

• Able to manage large 

deletions in text 

• Language independent  

• High accuracy 

• Not efficient enough to 

manage large corpora 

• High computational 

cost 

Champollion parallel 

text sentence aligner 

method 

• Able to cope with noisy 

data 

• Robust 

• Easily ported to new 

language pairs 

• High precision and 

recall 

• Depends on lexical 

information 

Moore parallel text 

sentence aligner 

method 

 

• Does not require 

knowledge for the 

language 

• High accuracy 

• Modest computational 

cost 

• Modest to sequences of 

inserted text  

• Fast 

• Recall obtained is at 

most equal to the 

proportion of 1-to-1 
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2.5 Machine Translations 

2.5.1 Statistical Machine Translation 

Statistical machine translation is also known as SMT. To define rules that are ideally 

suitable for target sentence translation, SMT implements predictive algorithm and 

statistical analysis (Mathias, 2015).  It refers to statistical models which is based on the 

analysis of vast amounts of bilingual text (corpus) while performing it functions. This 

SMT automatically maps sentences in one language (source language) to another 

language (target language). Besides, SMT can be categorised into various subgroups 

which are phrase-based, word-based, syntax based and hierarchical phrase-based. 

 

One of the strengths of SMT is its availability of algorithms and platforms as it can be 

easily found compared to other machine translation. Hence, compare to other machine 

translation models, one can easily train and add new languages. Besides, SMT needs 

less virtual space compared to other machine translation models. With this, the 

requirement to operate on system is smaller.  

 

However, although SMT can perform well when the training corpora used is well 

defined such as technical texts, it will underperform when if the text given is in casual 

style like slangs. In addition, since statistical machine translation systems require 

bilingual co0ntent, it will be difficult when it comes to language pairs that are rare. 

 

2.5.2 Rule-Based Machine Translation 

Rule-based machine translation (RBMT) is a type of machine translation model that 

works based on grammatical rule. In order to perform translation, RBMT runs a 

grammatical analysis to the source and targeted language. However, a significant 

amount of human force is needed to prepare the rules and resources (Sreelekha, 2017). 

For instance, part-of speech tag (POS tag), morphological analysers, bilingual 

dictionaries and so on. It needs a long period of time to achieve efficiency since RBMT 

needs extensive proofreading and its dependency on lexicons is high. This model 

consists of three different phases which is analysis, transfer and generation. Figure 2.1 

shows the workflow of the translation of RBMT. 
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Figure 2.2.1 RBMT Workflow Pipeline 

 

One of the advantages of RBMT system is that it can easily achieve high accuracy with 

only a narrow subsets of language pair. However, the construction of RBMT system 

requires a large number of linguistic resources and time consuming (Farrus et al, 2012). 

Hence, this system is expensive to build. 

 

2.5.3 Hybrid Machine Translation  

Hybrid machine translation which is known as HMT is a combination of rule-based 

machine translation (RBMT) and statistical machine translation (SMT). There are some 

reasons why HMT is implemented. According to Vilar et al. (2006), SMT which 

represents the empiricist method in machine translation, is more robust and able to 

provides translation in a better fluency due because of the use of better lexical selection 

and language models but this translation model faces the challenges of dealing with the 

requirements of linguistic knowledge like word order, morphology, and so on which 

causes the loss of adequacy. Besides, although RBMT is able to translate with better 

accuracy as it tries to represent every piece of the input during the translation, it is 

restricted due to the lexical selection in transferring and analysing the failure sentences. 

Hence, HMT is implemented to combine the strengths of both machine translation 

model. 
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The purpose of implementing HMT is to integrate the cores of machine translation 

models to enhance the performance of output. Besides, HMT can be built based on rule-

based machine translation (RBMT). The translation process can be completed by 

coupling it with SMT or corpus-based machine translation, which is used to solve the 

problems with specific pieces (Xuan et al, 2012). As HMT leverages the translation 

memory, it has a better efficiency in terms of quality.  

 

 

Figure 2.2.2 Architecture of HMT 

 

2.5.4 Neural Machine Translation 

Neural Machine Translation (NMT) is a machine translation model that relies on neural 

network models to build a statistical model for translation. This method employs an 

artificial neural network to predict the probability of a sequence of words by modelling 

entire sentences into an integrated model.  

 

This NMT model is built as an encoder-decoder network with the recurrent neural 

network. This encoder works as a bidirectional neural network with gated recurrent 

units which reads the sentence inserted (input sentence). Later, it calculates a forward 

sequence of hidden state and a backward sequence. On the other hand, the decoder acts 

as a recurrent neural network that predict the targeted sentence. After that, each word 

in the target sentence is predicted based on the recurrent hidden state (Senrich et al, 

2016). 

 

The advantage of NMT is it offers a single system that can be trained to decipher both 

the source and target sentences. Hence, as compared to other machine translation 

models, it is not dependent on specialized systems. 
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CHAPTER 3 SYSTEM DESIGN 

3.1 Design Specification 

 

 

Figure 3.1: Flow Chart of the Implementation of the Model 
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3.1.1 Datasets Collection 

Firstly, in this project, we decided to use the movies subtitles as our datasets. This is 

because the resources of online databases of movie subtitles from different genres are 

now enhancing as the advancement of technology. Subtitles from different languages 

are provided voluntarily by the Internet users. Thus, there is a lot of subtitles that can 

be download freely from the Internet. Besides, by using subtitles as our training data, it 

effectively decreases the effort of manual transcription. 

 

3.1.2 Datasets Cleaning and Sentence aligned 

Next, we perform datasets cleaning on the datasets collected. This process is to improve 

the performance as noises will greatly reduce the performance in terms of speed. The 

movie subtitles are downloaded in SRT format is stored in a folder. Later, the noises of 

the subtitles like the time stamp, scene number, HTML tags, and so on. After the noises 

are removed, the cleaned datasets are then output to another folder in txt format and is 

sentence aligned. 

 

Figure 3.2.1 Sample output of cleaned and sentence-aligned text 
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3.1.3 Import Libraries 

Firstly, we need to import the libraries that are needed to build the machine translation. 

Below are the libraries needed: 

i) OS - This OS module helps us to interact with our operating system. One of 

the examples of this is to interact with the file system. We need this module 

to import our datasets which are text files from our file. 

ii) Re - This Re module helps regular expression to match the operations that 

is like those found in Perl. We need this module to perform the function to 

check whether the string matches with the given regular expression. 

iii) Keras - This Keras module is a Neural Network library that runs on 

Tensorflow. We need this module to implement deep learning models like 

RNN models in our machine translation. 

iv) Helper – This is a .py file created to perform the functions of loading in the 

datasets. 

 

3.1.4 Loads the Datasets 

Next, loads the sentence-aligned datasets prepared using the helper.py. The datasets 

consist of two text files which is en.txt which contains the English datasets and ma.txt 

which contains the Malay datasets. Both datasets consist of 138k sentence pairs and are 

sentence-aligned as shown in Figure 3.2. 

 

Figure 3.2.2 Sample of Sentence-aligned Text 
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3.1.5 Pre-process the Datasets 

After that, we will pre-process the datasets. Firstly, we tokenize the sentences of the 

datasets into words and then ids using the Keras’s tokenizer function. Figure 3.3 shows 

the example of tokenized sentence. 

 

Figure 3.2.3 Sample of Tokenized Sentence 

 

Next, in order to make sure both the English and Malay sequences have the same length, 

we perform padding at the end of the sequences using Keras’s pad_sequences function. 

This is done by padding 0 at the start of each sequence until each sequence achieves 

same length as the longest sequence. 

 

Furthermore, after implementing the pre-process function, we are able to see the max 

sentence length and the vocabulary size of both languages in our datasets as show in 

Figure 3.4. 

 

Figure 3.2.4 The Data Pre-processed 

 

 

 

 

 

 

 

 

 



CHAPTER 3 SYSTEM DESIGN 

 

19 
BCS (Honours) Computer Science  

Faculty of Information and Communication Technology (Perak Campus), UTAR 

3.1.6 Building of RNN Model 

In our project, RNN model is used to build the machine translation. RNN which is also 

known as Recurrent Neural Network is a type of Neural Network that will feed the 

output of its previous step as an input to its current step. All the inputs and outputs of 

the traditional networks are mostly independent of one another. Hence, when it comes 

to cases like when it is needed to predict the next word of a sentence, there is a need to 

remember the previous words since the previous words are needed. Therefore, with the 

existence of RNN, this issue is solved with the help of Hidden Layer. The Hidden stated 

feature of RNN is able to remember some of the information of a sequence. This is 

because RNN has a memory that remembers all the information which was calculated. 

The same parameters will be used for each input since it performs the same function on 

every input to produce the output. With this, it has a simpler parameter compared to 

other neural networks. 

 

However, this model has the disadvantages of vanishing gradient problem. Hence, we 

used GRU which is also known as Gated Recurrent Unit as a layer in the model to solve 

this problem. This GRU has fewer parameter compared to the long short-term memory 

(LSTM) and it has a forget gate. Thus, it is more computationally efficient compared 

to LSTM (Khandelwal, 2020). Besides, GRU has the ability to learn long term 

dependencies in a short time and remember information over a long-time step by 

deciding what to forget and what to remember. GRU uses reset and update gate. The 

reset gate plays the role to decide how to merge the new input with the memory of 

previous time step while the update gate decides the amount of memory to be kept. 

Besides, ReLU which is known as rectified linear unit is also used in building the 

model. This rectifier activation is easy to work with as it has a simple activation 

function. The advantages of ReLU compared to sigmoid and tanh activation is ReLU 

is not involve in expensive to compute function and is not saturate. Hence, with its 

simplicity, when it is used together with the dropout regularization, it is able to perform 

well in many tasks. This makes it suitable to work with multiple layered networks. 

 

After that, we passed the output to the dense layer and finally the last layer with Softmax 

and compile with categorical cross-entropy loss. Figure 3.5 shows the model in a 

graphical way. 
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Figure 3.2.5 Model 

 

3.1.7 Training of The Model 

After building the model, we start to train the model and pass the English text and the 

maximum length of the sequence, with the vocabulary size for English and Malay text. 

 

3.1.8 Build the prediction function and Run the translation 

After training the model, we build the prediction function that can output the translation 

text (Malay text). At here, we will use the logits_to_text function as neural network will 

translate our English input into words ids that we cannot understand what the word 

actually is. This function will narrow the gap between the logits from the neural network 

to our Malay translation. Figure 3.6 shows the sample output of the translation. 
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Figure 3.2.6 Sample output 

 

 

3.2 Implementation Issues and Challenges 

It is common that we will encounter some implementation issues and challenges while 

developing the system. In the stage of data collections, the challenges and issues that 

we encountered are the quality of the datasets. The quality of the datasets which is 

subtitle will be affected by the noises in the subtitle files. For instance, the time stamp, 

scene number, HTML tags, and so on. These noises will decrease the performance of 

the algorithm as those noises are not needed in the implementation of the system. Thus, 

the noises of the subtitle files must be reduced to produce a better quality of result. 

 

Besides, we also encountered some challenges while dealing with the Malay datasets. 

This is because the resources for Malay languages is less and limited. Thus, it is 

definitely a challenge for us to collect either the library, dictionary or the datasets. 

 

Moreover, in the stage of building the system, one of the challenges is the training of 

the RNN model is time consuming due to lacking GPU memory. It also used up a lot 

of random-access memory (RAM) of the device while training the model. This problem 

can be solved if we upgrade our hardware that have a GPU with greater internal 

memory. 

 

Lastly, another challenges that encountered is overfitting. This happened when our 

model is trained too well with our datasets. However, the performance is not that food 

when testing with the new data. Hence, the datasets need to be separated into training 

and validation set. Our training set is used to train our model while validation set plays 

the role as an unseen sample which is later used to test the efficiency and validation of 

our model. Thus, with this, we can solve the issue of overfitting. 



CHAPTER 4 SPECIFICATIONS AND SYSTEM REQUIREMENTS 

22 
BCS (Honours) Computer Science  

Faculty of Information and Communication Technology (Perak Campus), UTAR 

CHAPTER 4 SPECIFICATIONS AND SYSTEM REQUIREMENTS 

4.1 Tools to Use 

4.2.1 Hardware 

Recommended setup to develop this system: 

Operating System Windows 7 64-bit and above 

Processor Intel(R) Core (TM) i5-460M @ 2.53GHz 

RAM 8GB and above 

Storage  15GB minimum (SSD is preferrable) 

GPU Memory 4GB  

Table 4.2.1 Recommended Hardware Specification 

 
Current setup to develop this system 

Operating System Windows 10 Home 64-bit  

Processor Intel(R) Core (TM) i5-460M @ 2.53GHz 

RAM 12GB  

Storage  500GB SSD 

GPU Memory 2GB  

Table 4.2.2 Current Hardware Specification 

 

4.2.2 Software 

The software that has been chosen for developing this system: 

1. Jupyter Notebook 

It is an open-source web application that enables us to share and create 

documents that contain live code, visualizations, equations and so on. It can also 

be used to perform machine learning, statistical modelling, data visualization 

and so forth. 

 

2. Anaconda 

It is an open-source distribution of the Python and R programming languages 

for scientific computing such as machine learning, data science and many 

others. It aims to simplify the package management and deployment which is 

suitable for platform like Windows, Linux and MacOS. 

 



CHAPTER 4 SPECIFICATIONS AND SYSTEM REQUIREMENTS 

23 
BCS (Honours) Computer Science  

Faculty of Information and Communication Technology (Perak Campus), UTAR 

3. Library Requirement 

TensorFlow 

Keras 

Numpy 

OS 

Re 

nltk 
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CHAPTER 5 EXPERIMENTS AND RESULTS 

This chapter describes some of the experiments done on the machine translation and 

the results to access the performance of the project. 

5.1 Grammar of Malay language 

We have tested on some of the Malay grammar on our translation whether it is able to 

translate into the correct grammar. Below are some of our experiments.  

1) Kata ganda nama diri orang ketiga 

Namanya 

Nama  +nya 

Name  his/her 

“his/her name” 

 

Figure 5.1 Sample of Namanya 

 

2) Imbuhan(Affix) for Verb 

membantu  

mem+  bantu 

“help” 

 

Figure 5.2 Sample of membantu 

 

Tinggalkan 

Tinggal  +kan dia 

“Leave him” 



CHAPTER 5 EXPERIMENTS AND RESULTS 

 

25 
BCS (Honours) Computer Science  

Faculty of Information and Communication Technology (Perak Campus), UTAR 

 

Figure 5.3 Sample of tinggalkan 

3) Kata Ganda  

Buku buku 

“Books” 

 

Figure 5.4 Sample of buku buku 

 

Segala galanya 

“Everything” 

 

Figure 5.5 Sample of segala galanya 

From the results above, we can conclude that the machine translation is able to 

translate the English text to Malay text with the correct basic grammar of Malay. 

 

5.2 BLEU score of the translation of Malay sentence text 

Bilingual Evaluation understudy which is also known as BLEU is an algorithm used to 

evaluate the quality of machine-translated text from a source language to a target 

language. The quality is determined as how similar is the machine-translated to a 

professional human translation. BLEU is an inexpensive and popular method to judge 

the quality of a translated text. 
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The scores are computed by comparing the candidate text with a set of high quality of 

reference translations of a language. Later, the scores are averaged over the whole set 

of corpuses in order to estimate the quality of the translation. The output of the BLEU 

score is always between 0 and 1. The value that is nearer to 1 represents the more similar 

texts while the value that is further from 1 has the lower score.  

 

Literally, BLEU score is calculated with a couple of N-gram modified precisions as 

shown below: 

 

At here, 𝑝𝑛 is the modified precision for the N-gram, the base for the log is 𝑒 while 𝑤𝑛 

is the weight which is in between 0 and 1 for 𝑙𝑜𝑔𝑝𝑛 and ∑ 𝑤𝑛 = 1𝑛
𝑛=1 . BP is defined as 

the brevity penalty which is used to penalize those short machine translations. 

 

 

In our experiment, we have calculated the BLEU score by comparing a candidate with 

two references. Our candidate will be the Malay text translated by our proposed 

machine translator and Bing Translator. One of the references is the translated Malay 

text from the English language using Google Translate while the other reference is 

translated by human, which is by a professional of the language, a Malay student as 

Malay is his mother tongue. 

 

Figure 5.6 Sample output for calculated BLEU score 

 

Figure above shows one of the samples of the calculated BLEU score with two 

references where the first one is from Google Translate while the other one is translated 

by human. Fifty translated texts are selected to calculate the BLEU score. Table 5.1 

shows the BLEU score of the selected translated text. 
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System BLEU Score 

Proposed Machine Translator 0.65 

Bing Translator 0.80 

Table 5.1 BLEU score of fifty translated texts 

From the result, we found that the BLEU score of the Bing Translator is 0.15 higher 

than our machine translator. This can be justified by a few reasons. One of the reasons 

is the quality and the size of the datasets. The datasets of our project are collected from 

the online free resources’ subtitles while the datasets of the Bing Translator are 

collected from various sources of bitext like articles, journals, news and so on. 

Moreover, the datasets collected using subtitles contain colloquial in the language. 

Hence, the model of the Bing Translator can learn better compared to the limited 

resources of our machine translator.  

 

Besides, Bing Translator has various feedback features for the user which our machine 

translator does not equip with. For instance, Bing Translator introduced Collaborative 

Translations Framework that allows the user to suggest an alternative way of 

translations (Microsoft Translator 2010). With this, all the alternative translations are 

then integrated into their machine translation’s algorithm and will be improved in the 

future translations. Hence, the Bing Translator is undoubtedly able to perform a better 

translation compared to ours due to the continuous improvement of algorithm. 

 

Furthermore, Bing Translator is using statistical machine translation (SMT). SMT 

analyze the existing translations which is the bilingual text and later determining which 

rules are best for translating a given sentence. The more the data in the required 

languages are feed to the SMT, the higher the accuracy of the translation output. Since 

Bing Translator has a large amount of good quality of data, it fulfils the requirement to 

achieve a higher quality and accuracy of translations. In contrast, our approach is neural 

machine translation (NMT) which works by predicting a sequence of numbers when a 

sequence of numbers is provided (Sam, 2020). For instance, each of the word in the 

source language sentence is encoded as a number will be translated into an output 

sequence of numbers which is the translated target language sentence by the neural 

network. As neural network allows complex model, it has many parameters with weight 
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and biases to suit highly complex data and train complex model. This allows its model 

to generalize a large amount of training example like in our case, digesting millions of 

sentence language pairs. Thus, mostly NMT needs more corpus and resources when 

compared to SMT. However, our datasets have only around 110k training samples due 

to the limited free resources online. Hence, when comparing to the Bing Translator, our 

quality of translation will be lower. 

 

5.3 System Performance 

 

Figure 5.7 Result of model training 

From the training result, it is notable that the training accuracy and the validation 

accuracy is high, which is 0.9002 for training accuracy and 0.9246 for validation 

accuracy. Besides, the difference between the training lost and the validation lost is 

small. Thus, the training loss and the validation loss is close to each other and we can 

deduce that our model is in good fit. With this, our sentence-alignment corpus can be 

used as a parallel corpus for machine translation. 
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CHAPTER 6 CONCLUSION 

6.1 Project review, contributions, and conclusion 

It is undoubtedly that parallel text resources play a vital role in the field of Natural 

Language Processing (NLP) as it is the basis of NLP. Although there are a lot of 

resources of parallel text available online in this advancement of technology, there are 

still some languages that has only limited resources compared to other languages. For 

instance, the language of Malay has only a little resource of parallel text online 

compared to languages like English, German and many other common languages. Thus, 

our project aims to contribute to the resources of Malay and English parallel text corpus 

for the preparation of performing NLP tasks like machine translation and so on. This 

aim is achieved as we have obtained a model with high accuracy of 0.9. 

 

In this project, our datasets are collected from subscene.com which is a freely available 

subtitles download site in SRT format. As the downloaded subtitle files contain noises 

like HTML tag, timestamp, scene number and so on that will decrease the performance 

in terms of the quality of the result and the speed of the alignment process, those noises 

are cleaned and later output the subtitle in TXT format. At this point our objective to 

remove the noises of the datasets is achieved. 

 

Besides, a lot of research on different approach of machine translations has been done 

to build the machine translation. In our project, RNN model neural machine translation 

is built to translate the English text to Malay text using our sentence-aligned parallel 

corpus. After that, the BLEU score for the translation text has been calculated and we 

obtained a score of 0.65 for our approach while 0.80 for the Bing Translator which is 

0.15 lower. With this, our objective is also achieved since 0.65 is considered a good 

score.  

 

Since our parallel corpus has achieved a high accuracy of 0.9 and a good BLEU score 

of 0.65, it is able to enrich the resources of bitext of the language of English and Malay. 

In short, this project has given me a golden opportunity to explore the possibilities in 

building the pipeline of the model of machine translation using sentence-based 

alignment corpus to perform translations.  
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6.2 Future works 

The system of the project consists of limitations and hence it should not stop here and 

should be further improved in the future. One of the parts that can be improved is the 

size of the datasets. More resources of datasets can be collected in the future from time 

to time as more quality datasets can be collected for a longer period. With this, we can 

enrich the training model and further enhance the accuracy of the model and BLEU 

score of the translation texts. 

 

Besides, different approach of machine translation can be used to produce a better 

translation text. The layers of the model can also be modified if there is any better 

approach. Lastly, new modules can be implemented to improve the accuracy and the 

context richness of current pipeline.            
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