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Abstract 

 

More and more mental health issues such as depression are getting known and 

recognized by our society today. However, not all of them can receive appropriate 

treatment. There are many of us still facing the problem of getting the appropriate mental 

health services every day. We cannot deny the fact that not everyone can get mental 

healthcare services as they might face some difficulties such as financial problems. 

Therefore, we may look for new solutions to fix this mental health issue. This demand for 

solving this issue has led to the proposal of technology as a solution. Chatbot, also known 

as a conversational agent which can participate in the conversation might be considered 

one of the solutions too. By mimicking the conversation between human counselor and 

patient, it can provide counselor service to the patient at some point. However, to further 

improve the quality of the counselor service, the improvement of the chatbot has to be 

carried out. By using deep learning, this proposed chatbot can recognize the meaning of 

the conversation and give a relevant response. Moreover, by using speech reorganization 

and speech synthesis, the chatbot can serve people in more ways. For example, those who 

are blind can use this chatbot by speaking to the chatbot and receive the output by listening 

to the sound. Moreover, this chatbot also able to serve those has a listening problem since 

they can just read the sentences that output by the chatbot. 
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Chapter 1: Introduction 
 

1.1 Introduction 
 

According to World Health Organization (WHO), mental health can be defined as 

"Health is a state of complete physical, mental and social well-being and not merely the 

absence of disease or infirmity." (WHO, 2018) As we know, life does not always go well. 

There are always up and down in our life. However, not everyone able to bear the stress 

well when the problem comes to them. At this moment, they are suggested to find help for 

their mental illness. 

 

However, not everyone is lucky enough to have the right to access mental 

healthcare services. Community-based mental health care is also rare in low-income 

countries; about 52% of low-income countries offer community-based mental health care 

programs, compared to about 97% of high-income countries (Saxena et al, 2007). Having 

poor financial issues is not the only obstacle they need to face when they are seeking 

medical help. The limited availability of medication and health professionals in the mental 

healthcare field in their country even makes the scenario worst. 

 

The purpose of building this chatbot is to offer some mental healthcare services to 

people without charging any cost. The service will able to deliver to them wherever and 

whenever they are. All they need is a device that able to connect to the internet and then 

the people at least will have the more easy option to relieve their stress and anxiety. 
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1.2 Problem Statement and Motivation 

 

Problem Statement 

 

Although there are many existing chatbots, there are also several problems that need 

to be solved to give better mental healthcare services. 

 

i. Lack of voice-based communication applied in mental healthcare chatbot 

 

Most of the existing chatbots that giving mental healthcare services in the market 

are text-based communication such as Woebot and Wysa. The user only can 

communicate with the chatbot by just texting or selecting the options that are 

provided by the chatbot. The user needs to do extra work such as import the library 

to the system if they want the chatbot able to speak to them. This will extremely 

hard for those who do not have relevant knowledge. For the proposed chatbot, there 

is no need to trouble the user since voice-based communication is done by building 

the chatbot. All the user needs to do is choose either input in voice or audio form 

only. We truly hope that this chatbot can reach out to help different kinds of people 

especially those who have difficulty in hearing and vision since the chatbot able to 

provide both voice and text-based communication. Besides, it can be an advantage 

if the chatbot possesses more ways to carry out the communication so that it can 

provide a better service to the people. 
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ii. Lack of diverse content of response for mental healthcare chatbot  

 

The disadvantages of most chatbots are the lack of generality and variation in style. 

(Woudenberg, A.V, 2014). If the chatbot is built by using some API such as 

Facebook Message Bot, the user might get the same response over and over again if 

they are kept asking the same things to the chatbot. Not to say that, if the user inputs 

something that chatbot never know before, the chatbot would not know the meaning 

of the word and unable to respond back correctly. Chatbot that replies to the same 

response maybe can use for other fields but it is might not suitable for providing 

counseling mental healthcare service to humans. To providing more diverse content 

of the response from the chatbot, we are using deep learning to train the chatbot so 

that the chatbot can recognize the meaning of the words more accurately and able to 

give a relative response. 

 

Motivation 

 

The motivation for creating this chatbot is to provide an easier and 

convenient alternative way of giving mental healthcare services. This chatbot is 

introduced to focus on giving service to all people to ease their suffering and make 

their life become better. Everyone no matter who they are should have the right of 

getting medical help equally. Hence, it is meaningful for me to make use of the 

knowledge that I learned from university and contribute value to the community and 

make this world become better. 

 

 

 

 

 

 

 

 



 

Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 4  

1.3 Project Scope 
 

The purpose of this project is to develop a chatbot that can provide a 

counseling service that is able to give different responses to humans by using 

machine learning to recognize different text inputs and give related responses to the 

user. This chatbot also can carry out voice-based or text-based communication with 

a human by using Automatic Speech Recognition (ASR).  

 

i. This chatbot only supports oral and text conversations in English. Another 

language is not supported currently. 

 

ii. This chatbot only focuses on giving the content of the response which is 

related to the mental healthcare support service only. The conversation 

which involved other unrelated field is not supported. 

 

iii. This chatbot will able to recognize the meaning of the text input from the 

user whether in voice or text form and respond back to them accordingly. 

The response of the chatbot will be in voice form and text form together. 

 

iv. This chatbot will try to avoid giving the repeating response although it keeps 

getting the same text input from the user. 

 

v. This chatbot is only focused on providing counseling services to humans and 

it will not be giving any diagnosis to the user. 
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1.4 Project Objectives 

The objectives of this project are: 

i. To implement oral and text communication between humans and chatbot by using 

speech recognition and speech synthesis systems. 

 

a. Speech recognition will be implemented in this chatbot to recognize the 

voice input from humans and convert it to text. Meanwhile, the chatbot 

should be able to convert the text response to voice by using speech 

synthesis. 

 

ii. To develop a mental healthcare chatbot that able to give matching responses 

according to what human input whether in text or voice from. 

 

a. This chatbot would recognize the meaning of the words that input from 

humans and output the related responses accordingly. It would avoid giving 

repetitive responses to humans although it had detected the same meaning 

of the words from the conversation. Besides, this chatbot also able to 

recognize the emotion of the voice input from the user and make a relative 

response. 

 

 

 

 

 

 

 



 

Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 6  

1.5 Impact, Significance, and Contribution 

 By the end of this project, we hope that the proposed chatbot is able to carry out a 

counselor service to the user at some points. So that this chatbot can give help to people 

who are having problems with access to counselor service. In another word, it allows the 

user to access self-help information without spending any cost. We hope that the chatbot 

counselor service can deliver to those in need of help more easily and conveniently. 

Besides, the user can experience the counselor service before going to a human 

counselor. It helps the user to think and reconsider whether they really need the help of a 

human counselor or they just want a way to relieve their stress and anxiety. Hence, this 

makes the human counselor service deliver to someone that needs the help and prevent 

waste of human resources in the mental healthcare field. 

Moreover, this chatbot could be useful to those who are handicap or unable to type 

the words by themselves. Since this chatbot accepts input in whether text or voice form, 

this makes the chatbot can serve more kinds of people including those who may have 

difficulty with typing or speaking. 

Nevertheless, this chatbot can provide the counselor service to the user whenever 

and wherever they are. This chatbot can act as a “first aid” to the user’s emotional problem. 

It can help the user either when his bad mood comes to him anytime or there is no 

psychology clinic nearby his staying place· 

 

 

 

 

 

 



 

Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 7  

1.6 Background information 

According to the World Health Organization (WHO)’s estimates, more than 300 

million people are suffering from depression and it is increasing about 20% every 10 years 

(Chaib F, 2017). Depression is a state of low mood and an aversion to activity. It can affect 

a person's thoughts, behavior, motivation, feelings, and sense of well-being (de Zwart, P L 

et al.,2019). Therefore, we can see that depression is endangering our society and it should 

not be ignored by anyone. 

To rescue the situation, chatbot have been deployed in the mental health field for a 

long time. Chatbots are ‘‘machine conversation system[s][that] interact with human users 

via natural conversational language’’(Shawar & Atwell, 2005, p. 489). This human-

computer interaction technology was established academically half a century ago. In 1964, 

the programmable natural language processing program ELIZA was developed at the MIT 

Artificial Intelligence Laboratory by Joseph Weizenbaum. (Vaidyam, A. N., Wisniewski, 

H., Halamka, J. D., Kashavan, M. S., & Torous, J. B. , 2019) 

Some studies have shown that the chatbot can help people to improve their mental 

health. Studies using internet-based, one-to-one text-based chat interventions for 

psychological support have shown feasibility and improvement in mental health outcomes 

when compared with wait-list conditions (Hoermann S, McCabe KL, Milne DN, Calvo 

RA., 2017). 

However, we cannot deny that the chatbot still has some limitations when we do 

the comparison between human-human conversations andhuman–chatbot conversations. 

Chatbots are limited in their ability to have an extended goal-directed discussion and can 

offer little in the way of common history or shared experience.(Jennifer & W. 

Randolph,2015). Some chatbot cannot deal with mistakes like what humans will do. It 

examined a chatbot’s robustness when faced with unconventional linguistic features from 

non-native ESL speakers (such as misspellings and incorrect word order) ( Mak, B., & 

Coniam, D, 2008) 
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This may reduce the people's confidence in the chatbot. People were actually 

inclined to send more than twice as many messages to chatbots compared to other people, 

people feel less confident or comfortable communicating with chatbots( Hill, Randolph 

Ford and Farreras, 2015). Hence, we can say that the chatbot still has a lot of room to be 

improved in the future.
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Chapter 2: Literature Review 

Chapter 2: Literature Review 
 

2.1 Overview 
 

The purpose of doing review on similar chatbots is to compare the chatbots that in 

the market and find out what are their strengths and weaknesses.  

 

2.2 Review on Similar System 
 

2.2.1 Woebot 

 

 

Introduction 

 

Woebot is an artificially intelligent chatbot that uses the principles of cognitive-

behavioral therapy (CBT) which is a researched clinical approach to treating 

depression. Woebot is a “fully automated conversational agent developed by 

Woebot Labs in San Francisco. It is designed to help people cope with feelings of 

depression and anxiety.It also can act as a tool to improve mental health. 

 

 

Strengths 

Figure 2.2.1.1 Logo of Woebot  
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Chapter 2: Literature Review 

 

The conversation makes us of emoticons. Emoticons can help Woebot’s response 

look more emotional and human-like. It also set the tone of the conversation and 

make the conversation feel easier and relax. This help the users to easier to express 

their feelings to the chatbot. 

 

Woebot do not randomly reply the users by searching answer on the internet. In 

fact, woebot answer the users by using the method called Cognitive Behavioral 

Therapy (CBT) which is an evidence-based approach to treatment. 

 

Weakness 

 

There are few limitations existed in Woebot .Woebot accept input by user typing 

words into the content box or select the option that they provided. In other words, 

Woebot do not provide oral communication with the user. This is inconvenient for 

those who have visual impairment.
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Chapter 2: Literature Review 

2.2.2 Wysa 

 

 

Introduction 

 

Wysa, is an artificial intelligence based chatbot produced by an Indian startup called 

Touchkin. It uses evidence based therapies like Cognitive Behavior Therapy. Wysa 

helped many users to deal with depression, anxiety and suicidal thoughts. The 

conversations in the Wysa were private and encrypted. 

 

Strengths 

 

Wysa also use CBT method to help the user to restructuring negative thoughts. Wysa 

use not only one but two evidence based self-help techniques which is Cognitive 

Behavioral Therapy (CBT) and Dialectical behavior therapy (DBT) to life coaching 

the users. 

 

Wysa will continue the conversation based on previous question. This make the 

conversation become more close to real life counseling example because all the 

conversation will focus on the feeling of the users. The conversation will not 

suddenly jump to other topic. In fact, it will stay in topic and direct the user on how 

to get over their difficulties. 

 

Figure 2.2.2.1 Logo of Wysa  
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Chapter 2: Literature Review 

Weaknesses 

 

Wysa also has same limitations like Woebot which is accept input in the form of 

words or select the option provided. The interaction would be limited due to lack of 

sophisticated entry. With prefilled answers and guided journeys, Wysa felt more like 

an interactive quiz or game than a chatbot.
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Chapter 2: Literature Review 

 

2.2.3 Apple Siri 

 

 

 

Introduction 

 

Siri (Speech Interpretation and Recognition Interface) is an artificial intelligent 

software built onto Apple’s iOS and MacOS system. It uses Natural Language 

Processing (NLP) technology, allowing users to interact with their mobile phones to 

perform some function such as completing search, querying the weather, setting up 

a mobile calendar, setting alarms, and more (Apple,2018) 

 

Strengths 

 

Apple Siri able to answer all kinds of questions. If it encounter some questions 

that it unable to answer, it will perform searching on the internet. Apple Siri 

do not reply on internet to perform its task. It can still carry out some task such 

as make a phone call without internet.

Figure 2.2.3.1 Siri running on iPhone  Figure 2.2.3.1 Siri running on iPhone   



 

Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 14  

Chapter 2: Literature Review 

Weaknesses 

 

There are few weakness existed in Apple Siri. It required run on device which install 

iOS and MacOS only. In other words, other product which does not belong to Apple 

cannot use Siri. 

 

It does not build to deal with the emotional problem of the user.When it encounter 

any problem that out of its range,it only can reply the user by searching on the 

internet.The user can get the result that searching on the internet but not the 

comfort they want. 

 

2.2.4 Facebook Messenger bot 

 

 

Figure 2.2.4.1 Facebook Messenger bot developer webpage 

 

Introduction  

 

Facebook Messenger is an messaging app that owned by Facebook, Inc. Facebook released 

a bot platform for Messenger in April 2016.This included an API that enable the user to 

build the chatbots to interact with others. Facebook further announced few enhancements 

for bots in 2017 such as the bot is allowed to participate in group chats or direct to the bot 

by just scanning the QR code.(Quick Response code )  
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Chapter 2: Literature Review 

Strengths 

 

The non IT background user can customized the content of the chatbot to serve different 

purposes such as selling items or answer questions since it is simple to use. Apart from 

that, it can work with the chat extensions that enable users to interact with dedicated apps 

such as including play games or purchase items. 

 

Weaknesses 

 

Currently, the Facebook Messenger Bot hasn’t come with Speech Recognition yet. People 

might need to install extra library themselves if they want to do so. Besides, the Facebook 

Messenger Bot is meant to serve multi-purpose and it do not specialized and going deep to 

any field such as giving mental healthcare service.
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Chapter 2: Literature Review 

 

2.3 Critical Remarks of previous works 

 

The following table shown that the comparison between similar chatbots which 

is Woebot, Wysa ,Apple Siri and Facebook Messenger bot with the proposed 

chabot. 

2.3.1 Summary of Comparison Similar Application – Chatbot 

 

Features/Name Woebot Wysa Apple Siri 

Conversational Text-based Text-based Voice-based 

Platform 

Supported 

Cross Platform 

Apps 

Cross Platform 

Apps 

iOS & MacOS only 

Cognitive 

behavioral 

therapy 

Implemented Implemented Not Implemented 

Memory Reply based on 

previous 

conversation. 

Reply based on 

previous 

conversation. 

Reply not 

based on 

previous 

conversation. 

Answer 

Specific pre- 

defined 

Question 

Yes Yes No 

Completely 

Free 

No No Yes 
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Chapter 2: Literature Review 

Features/Name Proposed App Facebook Messenger bot 

Conversational Voice and Text-based Text-based 

Platform 

Supported 

Website Cross Platform Apps and 

Website 

Cognitive 

behavioral 

therapy 

Implemented Not 

Memory Reply not based on previous 

conversation. 

Reply not based on previous 

conversation. 

Answer 

Specific pre- 

defined 

Question 

Yes Yes 

Completely 

Free 

Yes Yes 

  

Table 2.3.1.1 Comparison between similar systems (Chatbot)
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Chapter 4: System Implementation 

 
  

Chapter 3: System Design 
 

3.1 Overview of the Chatbot 
 

Based on the project scope that we have mentioned, the module in the proposed app in 

Figure 3.1.1. 

 

Figure 3.1.1 Modules in the Mental Healthcare Chatbot 
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3.2 Activity diagram  
 

 

Figure 3.2.1 Activity diagram for Mental Healthcare Chatbot 
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3.3 Flowchart  
 

The proposed chatbot will receive the input from the user whether in text or voice 

form. If the input is in voice form, it have to convert voice input into text by using 

Speech-to-Text (STT) technology before doing any process. After that, the text input 

will first undergo some Natural Language Processing (NLP) such as stemming and 

further processed by the pre-train model. After that, the response text will be output 

based on the predict result. The output text will be converted into voice form by using 

Text- to-Speech (TTS) technology. The chatbot will reply to the user in both text and 

voice form. Meanwhile, the chatbot will also record the sound of the user and further 

process it. If the result is belong to negative emotions such as sad and angry, the 

chatbot will also output the relevant response. 

 

 

Figure 3.3.1: Flowchart of the proposed voice based mental healthcare chatbot 
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3.4 Timeline 
 

 

Figure 3.4.1: Timeline for FYP1 
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Figure 3.4.2: Timeline for FYP2 
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Chapter 4: System Implementation 
 

4.1 Overview 
 

The proposed chatbot is developed by following the Machine Learning Model 

Development Process. In this chapter, the methodology and tools that are applied to the 

modules of the chatbot will be discussed here. Modules kindly refer to Figure 3.1.1. 

 

4.2 Methodologies  
 

Machine Learning Model Development Process 

The proposed chatbot is developed by following the procedures of the machine learning 

model. 

 

a. Problem and goals definition: 

The proposed chatbot is developed by using Python language with an open source 

software library, Keras from Tensorflow. There are few procedures when building 

the ML model. First of all, we need specified the goal of building the model such 

as either classify the text input or recognize the emotion of the voice input. 

Figure 4.2.1: Flowchart of the machine learning model development process 
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 b. Data collection and preparation: 

Next, we had to prepare the data for training our model. The datasets should be 

large enough to increase the accuracy of the result. Besides, the data also need to 

undergo some pre-processing so that the data able to fed into the model training. 

c. Model learning: 

In this stage, we will start to train our model by using Tensorflow. Tensorflow is 

an open-source software library developed by Google Brain to allow people to use 

it for machine learning. All the training process is done on the laptop by using the 

Nvidia GeForce 940MX GPU. After training, the chatbot was expected to recognize 

the categories of the input according to the trained model and reply to the user. 

d. Model deployment and integration: 

After the model is done training, the proposed chatbot would be deployed on the 

website by using FLASK which is a micro web framework that is written in Python. 

This chatbot web application allows people to get the counseling service by just 

entering the website address to the browser. 

e. Model management: 

After that, we had to do some testing in order to see how the chatbot would reply 

to us after training. The proposed chatbot will collect the voice input from the user 

and convert it to text by using Speech-to-Text (STT) technology. The chatbot will 

process the input and produce the output by using the trained model. The output 

text will be converted into voice output to user by using Text- to-Speech 

technology. The chatbot will reply to the user in text form and voice form together. 

We also need to check whether the chatbot has achieved the goal that we expected 

by starting a conversation with the chatbot. If the output is not correct, then we need 

to adjust some part of the processing module until we get the expected outcome. 
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 4.3 Speech-to-Text Module 

 

i. WebkitSpeechRecognition is a new JavaScript Web Speech API which allows fine  

control and flexibility over the speech recognition capabilities in Chrome version 

25 and later. There is no need to import any 

library for using this Web Speech API. 

ii. In this chatbot, we only allow it to accept the input in English. 

iii. After recognizing the voice, it will convert it to text and pass it to the processing  

output module. 

 

Figure 4.3.1: WebkitSpeechRecognition in JavaScript 
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 4.4 Deep learning Model for Text Input 

 

Since the proposed chatbot is a chatbot that is involved with mental healthcare 

services. It is better to let the content stay on topic. Hence, we are building a 

retrieval-based chatbot that uses some type of heuristic approach to select the 

appropriate response. So that we can control the flow of the chatbot to achieve the 

purpose of giving mental health care service. 

 

i. Natural Language Processing (NLP) 

● Import NLP is necessary to allow the program to understand the 

input text.  

● We import Nltk which is a toolkit for NLP libraries that is used to 

understand human language. 

● Punkt also downloaded in order to tokenize the sentences into 

individual words. 

● Lancaster stemmer is a tool to stammer words based on the 

Lancaster stemming algorithm. 

● Stemming is a process that is used to reduce the words in order to 

make it into root form. 

 

                    Figure 4.4.1: Libraries of the needed tool kit of NLP 

ii. Data preparation for training model with NLP 

● The training data is saved in a Json file format that is easily readable 

by machine learning models. 

● This document is used to train the model for learning how to classify 

the input and output the response. 

● The intents document included pattern, tags, response. 
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Figure 4.4.2: JSON file that used for training the model 

● Doing some “cleaning” to the training data is important. Some tools 

of the NLP are used in this step. 

● First, we have to create a few empty lists for storing the individual 

words that used to do processing later. 

● For example, a list named ignore is created to ignore all the 

punctuation marks and exclude the unwanted character in order to 

collect the actual content. 

● The loop is used for doing the tokenization and ignores the 

unwanted words for the pattern words. 

● Tokenization is to split the input data into individual units that have 

a value associated with it. 

● After Tokenization, we save the pattern words into a list named 

words and the tags are saved into a list named classes.  

● Then, we continue to do the stemming for the words list and sorted 

both lists. 

● Stemming is a process that is used to reduce the words in order to 

make it into root form. 
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                                      Figure 4.4.3: Preprocessing data in the JSON file by using NLP 

iii. Build the neural network model by using deep learning 

● An artificial neural network is a series of algorithms that mimics the 

way the human brain operates in order to recognize the underlying 

relationships in a set of data through a process. 

● To build the neural network from scratch, we need to reset the 

underlying graph. 

● We will build a deep neural network that has 3 layers by using the 

Keras which is a deep learning library. 

● First layer will have 128 neurons, and then the second layer will 

have 64 neurons and the 3rd output layer contains a number of 

neurons that equal the number of intents in order to predict the 

output intent with the softmax. 

● Then, we start building the neutral network by setting the value of 

the network layers respectively. 

● We are using Stochastic gradient descent with Nesterov as our 

optimizer as it able to accelerated gradient gives good results for this 

model. 
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 ● Finally, we can start the training of the model by fitting the model 

with the training data and save it after training. 

● The model will further save it as a JSON file so that we can just load 

it later without repeating the training process. 

 

                           Figure 4.4.4: Training of the neural network model 

iv. Classification and output the response after prediction by the model. 

● Again, we need to do tokenization and stemming for the input that 

we get from the user by using NLP. 

 

 

Figure 4.4.5: Preprocessing the input that get from the user 

● After that, we can start classifying the input that get from the user. 

● The input sentence is used as an argument to perform classification 

by using the trained model. 

● We had set the error threshold as 0.30 to guarantee the correctness 

of the output by filtering out all the error predictions which were 

below threshold. 
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 ● We also need to do the sorting for all the percentage of the 

predictions in order to get the highest one and append it to the list. 

 

Figure 4.4.6: Classification of the input that get from the user 

 

● By looping through all the classes in the intents file the 

corresponding response from the intents JSON file will be returned 

if the matching is found. 

● The response will pop out as stack and pass it to frontend part when 

the function is called. 

 

Figure 4.4.7: Production of the output sentences 
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 4.5 Deep learning Model for Voice Input 

 

This model enable chatbot to recognize whether the person is under negative emotions 

by detecting the feature of the input voice. 

 

i. Data Collection 

 In order to boost the accuracy of a Model, we need to a large number of 

datasets to train the model.  

 The dataset have to be in the .wav form so that it can be processed later. 

 It contains the human voice that conveys different kinds of emotions such 

as happiness and sad. 

 Both files totally contain 4,240 sound files voiced by different actresses. 

 These two datasets that will be used at this stage are: 

1. Toronto emotional speech set (TESS) (Kate, M. Kathleen, 

2010.)  

2. The Ryerson Audio-Visual Database of Emotional Speech 

and Song (RAVDESS) (Livingstone SR, Russo FA,2018)  

 

Figure 4.5.1: Training datasets of the voice emotional 

recognition model 
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ii. Data Preparation 

 The emotion of the data will append to a list according to the file naming 

formats for training and testing purpose. 

 

 

Figure 4.5.2: Function that load the training data 

 Then, we will read the data using Sound File library as "float32" format. 

 We had added some noise with our noise function in order to further 

improve the accuracy of the results. 

 After that, we will extracted the features of the voice data by using Mel-

frequency spectrum, (MFCC) with 40 vectors. 

 We are taking the mean of these vectors and storing in an array. The array 

will return when it called by other functions. 
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Figure 4.5.3: Function that extracted the features of the voice data 

 Before training the model, we need to reshaped the data (convert it into np 

array), so that it can be feed into CNN model training. 

 The y_train and y_test training that store the emotion classes like “happy” 

or “sad” will also be saved by using pickle. It is used to transform the 

prediction into a readable form later. 
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Figure 4.5.4: Transform the shape of the training data 

iii. Model Learning 

 We will develop a one-dimensional convolutional neural network model 

(1D CNN) for speech emotion recognition module. 

 The reason why we are using 1D CNN model for the chatbot is that the 

kernel of 1D CNN model can only move in one dimension along the axis of 

time. 

 Hence, it is consider to be used on Time-Series data such as the sound and 

texts. 

 

Figure 4.5.5: Kernel sliding over accelerometer data 
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  After we have done preparing the training data for the model, we can start 

to define, fit, and evaluate a 1D CNN model. 

 The model is building by using the Keras deep learning library. 

 We will define the model as having two 1D CNN layers, followed by a 

dropout layer for regularization, then a pooling layer.  

 The purpose of adding the dropout layer is to slow down the learning 

process in order to have a much better final model. 

 Besides, the pooling layer is used to compress feature representations. So 

that it can help to reduce the overfitting of the training data by the model. 

 Other layers such as batch normalization also been added in order to help to 

get a much better result by reducing generalization error. 

 

Figure 4.5.6: 1D CNN model building 

 RMSProp will be used as optimizer for this chatbot since it is applicable to 

mini batch learning.  

 Once the model is fit, it is evaluated on the test dataset and the accuracy of 

the fit model on the test dataset is returned. 

 The model will be save in .h5 form and save it to disk as JSON file. 
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Figure 4.5.7: Save Model After Building 

iv. Output the response after predicted the input voice by the model. 

 After receive the voice input (done recording) , it will post back to the flask 

as blob file in webm form. 

 Then, we need to convert it into the wav form by using FFmpeg library to 

prevent loss of the voice details such as bit rate. 
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Figure 4.5.8: Load and process the voice input from user 

 

 After done converting into wav form, it will go through the same previous 

data preparation process in order to get the features of the input audio and 

also reshape it into the form that can predicted by the loaded model. 

 After let the model to predict the input data, we also need to let the outcome 

convert into the readable form like “sad” or “happy”. 

 We are open the previous training material that saved by using pickle so 

that we can convert array of labeled data to one-hot vector. 

  After that, we can transform the predicted result into the understandable 

words like “sad” or “happy”. 
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Figure 4.5.9: Predict the voice input from user 

  If the result is in to the negative emotion list, it will output the 

corresponding sentence to the user. 

 

Figure 4.5.10:  Output the response to user based on model prediction 
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4.6 Text to Speech (TTS) 
 

i. TTS is a natural language modelling process that converts text into spoken 

voice output.  

ii. The Voice output is speak by using the computer- generated spoken voice. 

iii. The Google Cloud Text-to Speech API and Playsound API is used in order 

to convert the text into voice and play the voice file. 

 

Figure 4.6.1: Google Cloud Text-to Speech and Playsound libraries 

 

iv. Google Cloud Text-to Speech API is used to convert the output text into an 

mp3 file and save it. 

v. The Playsound API is used to play the mp3 file to the user.  

                             

Figure 4.6.2: A function that is used to convert the text into voice by using 

Google Cloud Text-to Speech API and Playsound API 
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4.7 Tools to use. 
 

The following table shows the software tools needed for the development of the 

proposed Chatbot: 

 

Particulars Software Tools 

Operating System Microsoft Windows 10 

Integrated Development 

Environment (IDE) 

PyCharm 2020 

Programming Languages Python (for model training) 

Javascript (for webpage) 

HTML,CSS (for webpage UI) 

Platform Flask ( for model deployment 

and Integration) 

Libraries, API and other tools Google TTS API 

librosa 

FFmpeg 

Audiosegment 0.23.0 

Google Tensorflow 

Google 

WebkitSpeechRecognition API 

           Table 4.7.1 : Software requirement for Chatbot
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4.8 Implementation Issues and Challenges  

 

a. The environment setup procedures is complex 

 

There are many libraries need to be install one by one. Not to say that some of the 

libraries is not compatible with the PC or some of the libraries’ version is not 

suitable for carry out the training process. Hence, this force me to convert the tflearn 

model (FYP1) into keras model ( 

FYP2) since tflearn is hard to compatible with TensorFlow v2.0 and over. The 

action to uninstall some of the libraries and reinstall the correct version of the 

library is necessary.  

 

Solution: Used the library that able to compatible with each other. 

 

b. Difficulty to pass the data between backend and backend 

 

Passing of the data between backend and backend is very troublesome. Since we 

are not only transfer the text data only, but also transfer the audio data from frontend 

to backend. It take time to find a way to pass the data and fix some problem such 

as missing details of the audio like bit rate or audio sample rate.  

 

Solution: The audio file will first saved as webm form and post to FLASK as blob 

file. After fetching the data , then convert it to wav form for further processing of 

the audio input. 
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Chapter 5: Verification Plan 
 

5.1 Usability Testing 

 

1. Visibility of the Chatbot Page 

Purpose: The proposed chatbot’s UI should keep the user easy to read order to ensure 

quick access to content that the user is looking for. 

No. Review Checklist Yes / No / 

Partially 

 

Comments 

1.1 Are all the font  

design and stylist 

remain consistent all 

time? 

 

Yes All fonts that are on 

the page are kept 

consistent. 

 

1.2 Are all the fonts on the 

page displayed 

clearly without 

overwrapping the 

screen? 

 

Yes All the fonts is big enough, easily to 

be seen and read without any 

difficulty. 
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2. Usability of the Chatbot Page 

Purpose: The proposed chatbot should allow users to interact with it and perform relative 

tasks. 

No. Review 

Checklist 

Yes / No / 

Partially 

 

Comments 

2.1  Are Chatbot 

should get a load 

with the 

webpage? 

 

Yes It will first go to the landing page then followed 

by the main chatbot page. If the user requests to 

do a quiz, it also will direct to the relevant page. 

 

2.2  Did the chatbot 

showing 

greeting if 

programmed as 

per the Time 

zone? 

Yes Yes. The chatbot will greet the user along with 

the audio.  

2.3  Did the 

chatbot ask  

polite question 

e.g.? (“How may 

I assist you?”) 

Yes Yes. It will start greeting and ask  

polite question every time. 

2.4  Did the chatbot 

allow the input 

text need to be 

Yes Yes. It will validate the unwanted input 

characters like “[,]@#$%^”. 
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follow the 

proper 

validation? 

 

Figure 5.1.1: Input validation of chatbot 

2.5  Did the chatbot 

sharp enough to 

understand the 

words with the 

mistakes like 

(past tense or 

wrong spelling) 

Partially The chatbot will do the stemming to the input 

text if it is in past tense form. 

 

Figure 5.1.2: Chatbot is stemming word 

However, the chatbot needs to be further 

improved since it will get confused with the 

similar spelling words. A larger dataset is 

needed for training the model to increase its 

accuracy. 
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Figure 5.1.3: Result of the chatbot accuracy 

2.6  Chatbot should 

not crash if some 

text pastes by the 

user 

Yes Yes. It will still be working fine. 

2.7  Did the chatbot 

able to capture 

the audio input? 

Partially The chatbot currently support the recording 

function for Chrome browser only. 

2.8  Did the chatbot 

able to convert 

speech to text? 

Partially The chatbot sometimes will hardly convert the 

speech into text if the English pronunciation of 

the user is not accurate enough. 

2.9  Did the chatbot 

able to recognize 

and respond to 

the audio input? 

Yes It able to give corresponding response if it 

capture the audio input successfully. 
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Figure 5.1.4: Chatbot capture audio  

2.10  Did the chatbot 

able to convert 

text to speech? 

Yes. It will show the response sentences along with 

the speech. 

2.11  Did the buttons 

able to perform 

their functions 

when they 

clicked? 

Yes. The buttons are working well. 

2.12  Did the chatbot 

able to give 

emojis when 

reply? 

Yes The chatbot will give different emojis depend on 

the response sentences. 
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Figure 5.1.5: Chatbot Emoji 

2.13  Did the chatbot 

able to link to a 

depression 

screening test 

page when the 

user request? 

Yes It will direct user to the related page when it 

detect the user's request. 

 

Figure 5.1.6: Chatbot test 
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2.14  Did the 

depression 

screening test 

able to give user 

the result? 

Yes. 

 

Figure 5.1.7: Chatbot test result 

2.15  Did the chatbot 

able to make 

phone call? 

Partially The chatbot able to trigger a phone call when it  

detects something like suicidal though. 

However, the device of the user needs to install 

related apps to make a successful phone call. 

 

Figure 5.1.8: Chatbot make a call 
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5.2 Testing on the conversation with the proposed chatbot 
 

The figures below show a conversation between the user and the chatbot. 

 

 

Figure 5.2.1: Chatbot conversation sample 1 
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Figure 5.2.2: Chatbot conversation sample 2 



 

Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 51  

Chapter 6: Conclusion 

 
 

Chapter 6: Conclusion 
 

6.1 Overview of the chatbot 
 

Figures below show chatbot UI. 

 

 

Figure 6.1.1: Landing page of the chatbot 
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Figure 6.1.2: Home page of the chatbot 

 

 

Figure 6.1.3: Test page of the chatbot 
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6.2 Conclusion 
 

The main purpose of this proposed chatbot is to help people by providing them not 

just text-based but also voice-based counselor service. Not every people can easily access 

mental healthcare services. By using this chatbot, people can get accompany for a 24/7 

whole day and also not spending any cost. 

 

In this project, although the proposed chatbot is developed it is regrettable to say 

that this chatbot still considers apart from giving the diverse response every time. The 

accuracy of the model prediction can be further improved by training with larger datasets.  

 

Besides, the flow of the conversation for the chatbot is considered hard to design. 

Apart from the reason that lack of psychology knowledge and experience, it is not 

guaranteed that the user will follow the instruction given. Although the chatbot still 

considers able to give a related response even it is out of the range of the conversation flow, 

but this makes the chatbot unable to perform all the functions completely and reduces the 

quality of the mental healthcare service. 

However, there is some efforts had been done to improve user experience such as 

adding some emojis in the conversations. Furthermore, to simulate the human typing 

behavior, the typing indicator was also had been added. Since the color can indicate the 

basic mood, tone, concept, and connotation for a product, cold colors such as blue or green 

had been applied to the chatbot UI to let the user feel a sense of quietness and trust. 

In short, the proposed chatbot now cannot be considered as a perfect chatbot that 

able to give 100% quality of the mental healthcare service. It still has a lot of room to be 

improved in the future. However, by reviewing back to our objectives, it indeed had 

achieved most of them.  
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6.3 Future Work 
 

The proposed chatbot can be further improved by expanding its training data. Keep 

collecting the feedback of the user or even cooperate with human counselors to improve 

the content of the chatbot also recommend to be carried out. So that this chatbot can give 

more professional counseling services to the people. 

 

Besides, this chatbot also can become more advance if it is added to face emotional 

recognition. Face recognition should work like voice emotional recognition as it will 

perform some action according to the facial expression of the user. By working together 

with both recognition modules, the chatbot should be able to predict the situation of the 

user more accurately and serve the user much better. 
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