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ABSTRACT 
 

From the beginning of the coronavirus pandemic, the internet has become an important 

source of health information to the public worldwide. Anyhow, there have been 

widespread concerns that the novel coronavirus had caused a pandemic search for 

information with broad dissemination of false or misleading health information across 

social media. Therefore, the fact that all the online information being published is 

subjective to be clean and trustable are denied. Social media platforms are meant to 

share information and the speed of spreading fake news is unpredictable. Hence, a novel 

approach is used to detect fake news using data scraped from Google search specifically 

on recent and popular topics. This research model associating with few criteria 

identified throughout the research are viewed as the methods or steps on how a human 

being classify the real and fake news in their life. Therefore, by utilizing the criteria 

which are checking the source, date dispersion of articles, and the accuracy of search 

result, this research model can act as a current issue-related news checker that allows 

the public to filter out fake news published across the internet. The data is utilized in 

this research are scaped from Google, a search engine that allows the public to get 

worldwide information. Anyhow, this research will be specifically focusing on recent 

and popular topics for example the news regarding covid-19 that threaten the world 

recently. In consequence, different searching queries related to the recent and popular 

topics are used to scrape results from the Google search engine. The motivation behind 

this paper is to evaluate the criteria that could help in classifying fake news spreading 

across the internet. With the help of ensemble  learning and the three criteria which are 

the number of articles from trustable website, average date difference between articles, 

and the average similarity score between quires  and articles title, an accuracy of 73% 

could be obtained on the testing data and 32% on data with noise.  
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CHAPTER 1: INTRODUCTION  

1.1 Problem Statement and Motivation  

The coronavirus disease pandemic has caused a huge burden to all the countries around 

the world and resulted more than millions of deaths. It is believed that false information 

are existed and are being spread uninhibitedly over the social media platforms at a 

noticeable speed when the public health or healthcare officials rushed to identify the 

virus that may spread. Misinformation can propagate across the internet without the 

need for any professional verification, constraints as well as any scientific proofs. 

(Kouzy et al., 2020). Hence, the spreading of false information in a country over social 

media or website could happen anytime, anywhere especially when there is a lack of 

information or evidence associated with a topic.  

Coronavirus is a new virus and had brought chaos to the global in a blink of an eye. 

Therefore, there has been limited data published in the world regarding population 

knowledge, attitudes, and practices toward the virus. With many uncertainties, the 

public start to feel panic, confusion and eventually led to many undesired situations 

happened such as panic buying, people crowded at public transportation stations to 

travel back to their hometowns, etc. (Azlan et al., 2020). On the other hand, sharing of 

personal information of covid-19 patients or suspected to have covid-19 people are 

inhibited when their personal information was leaked and shared into social media 

(Yusof et al., 2020). False information may be shared but those exposed “patients” are 

becoming the target of hate and discrimination. This can be said that the citizens have 

big misconceptions about the virus, and they do not expect this virus to have such great 

devastating effects since nobody had experienced this pandemic before. 

The motive of this research is to detect fake news using a method that people usually 

do for checking the authenticity of piece of news rather than using fact-checker. This is 

because fact-checker has limitations on verifying recent, popular and unchecked topics 

before a process of verification done that requires authority’s data from governments 

or any authoritarian parties. This increases the difficulties especially when government 

is lacking resources in collecting these unrevealing topics. Therefore, people who 

wanted to reveal the truthfulness of a news will normally check on the source, looking 

for the published date and also finding the best result that matched to their search 

queries. These steps have come to mind where normally will do when they are looking 
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for verification. Hence a novel approach has been brought into in this research to 

evaluate the effectiveness of the steps used on classifying the possible fake news that 

are being share tremendously on online social platforms. Other than that, using  

different modelling techniques associated with the  criteria will be compared to figure 

out the best model that could give high accuracy in detecting a piece of fake news. 

Experiments on this approach will be carried out whether this is effective or useful in 

the future. Hereby, this could let the public have the ability to check on suspected news 

especially for those who do not know how to differential real or fake news and not 

blindly trusting the content which may twisted by the publishers.  

 

1.2 Project Scope 

The diffusion of fake news in social media had made people began to feel anxious, 

confused, and scared as they do not have the ability to distinguish whether which are 

correct, which are wrong, or even which to follow. Since there was a long history of 

fake news existed and it had led chaos to the society, it is important to seek solutions 

or approach to counter these problems so that nobody is harmed in the future. Hence, 

the output of this research will be a novel approach to detect fake news using data from 

Google search. The input created will be focusing on recent and popular topics 

especially in the health domain which mainly prioritizing covid-19 related news. The 

main focus of the project is to evaluate the relationship between the source, data 

dispersion, and similarity score of the queries to the articles’ title in estimating the 

authenticity of the news and the analysis of the collected data from Google.  

In order to achieve that, data sources or datasets are required to be gathered and 

analysed. On that account, the data sources will be collected through Google. Google 

is a popular search engine where users can search desire information published across 

the world including webpages, images, videos and many other features that could help 

the users find exactly what they are looking for. Hence, by using this popular search 

engine, data related to recently news can be scaped easily. Besides that, fake news 

related to coronavirus that are in English languages will be prioritised in this research. 

This is because majority of the news or data collected from Google are usually 

published either in English languages. Therefore, English news will be more 

considerable in this research. 
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1.3 Project Objectives  

In this research, there are several objectives that are meant to achieve. First of all, the 

main objective in this research is to determine the effectiveness of the three criteria 

(trustable-source, date dispersion and similarity score of queries to article’s title, 

mentioned in 1.2) on estimating the authenticity of the recently and popular news across 

the internet. Besides that, the project is meant to determine which of the model among 

ID3, Ensemble Learning and Random Forest is more suitable to be used in this research 

to classify the news. 

 

That being so, in summary, the research objectives are listed below: 

• To determine the effectiveness of the three criteria in this research. 

• To determine the most suitable techniques implementing with the three criteria 

in detecting fake news. 

 

1.4 Impact, significance and contribution  

This research will help the society to have an early involvement towards false 

information especially to those responsible groups, organizations, or even government. 

This is because there is still a substantial amount of people who are not aware of the 

presence of manipulated images, videos, sponsored content specifically elders who are 

not familiar with the online information. Perhaps, teenagers or late adolescence who 

are actively involved in social media might also have difficulties detecting lies, have 

greater trust in what is spreading through the internet, or eventually ignored the 

accuracy of information (Nadia and Daniel, n.d.).  

Hence, this research is delivering a novel approach on how to detect fake news that 

surrounded the society every single day. There are many news or articles published 

through the internet were seen to have a higher chance of spreading issues where the 

terms or hashtags, images, or videos are commonly used in articles or posts. However, 

looking at these features that are likely associated with misinformation only are not 

enough. Therefore, there are three criteria are identified to verify the authenticity of 

recent and popular topics searching from Google. These three criteria are the trustable 

publishers, date dispersion of the news and the similarity of a query compare to the 

article’s title. This idea came to mind as some of the people will first check the source 

of the news whether there are from authorized parties or publishers, next, the date of 
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news released, and the last whether the articles or results returned by Google search 

engine match what they are looking for. Thus, these criteria are believed to be useful in 

detecting fake news especially in recent and popular topics across the internet. 

 

1.5 Proposed Approach 

This research was initiated by creating a training data for model training purposes where 

the data comprised of a list of queries with the labels real or fake. These real and fake 

queries were created according to the current issues and recent popular topics which 

were the health-related news especially the coronavirus pandemic that threatens the 

society. Besides that, testing data were also created by implementing the criteria of 

recent popular topics in health-related news which are similar to the training dataset. 

This testing data are mean for the testing purpose as it allowed us to evaluate the 

accuracy of the research approach on detecting fake news. At the same time, a set of 

competitors’ data was also created by extracting the Fake News data from GitHub.  

A utility function was created where this function is a mathematical formulation that 

grades the inclinations of the person regarding their satisfaction in choosing or 

consuming different bundles provided. This utility function was implemented in 

Google Collab using Python default versions Py 3.6.7. This mathematical formulation 

is meant to calculate the three criteria stated before, as each of these criteria will return 

a list of numbers regarding the dataset used. In this situation, the effectiveness of criteria 

can be analysed accordingly to the rank of preferences to each of the criteria. 

Information extracted from the raw data are intercepted before it was transfer to the 3 

models founded on Decision tree learning using ID3 (Iterative Dichotomiser 3), 

Ensemble learning, and Random Forest. A set of results will be generated using these 

algorithms from each of the datasets where the datasets are training, testing, and 

competitors’ data. As consequence, an overview can be obtained by comparing the 

results from these datasets and equivalent to saying that the objectives can be achieved. 

 

1.6 Highlight of achievements 

An accuracy of more than 70% on 30 testing data could be achieved by the model 

established on Ensemble learning method while the accuracy of the ID3 model came 

second with a 70% accuracy and the Random Forest model came last with an accuracy 
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of 50% which barely achieved the benchmark accuracy score. However, when the data 

used for testing the models are not from a similar scope, the models could only predict 

one-third of them correctly. This is expected as the models expect covid-19 related 

news and some other popular or current news which focused on health domain instead 

of news from sport domain or from a political domain. 

 

1.7 Report Organization 

The details of this research are shown in the following chapters which included a total 

of 5 chapters. The first chapter is a brief introduction that delivered the research 

background information, problem statement, motivation, objectives, scope, impact, and 

contribution. For the second chapter, several existing research and papers regarding this 

research background are being reviewed and studied in this chapter. In chapter 3, the 

methodology used for the proposed method or approach is described while experiments 

and results that are obtained for this research will be covered in chapter 4. Lastly, 

chapter 5 will give a conclusion on this research.
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CHAPTER 2: LITERATURE REVIEW  

2.1 Background Information  

In recent years, online platforms are widely used by the public for a variety of purposes. 

Nowadays, using social media platforms to share online contents, messaging, 

interacting with friends or family is a norm among the people. Moreover, online 

platforms had brought benefits to the people as they are much easier to access, lower 

cost, and comes in rapid dissemination of information. People choose to consume more 

news through the internet rather than with traditional news media, such as newspapers, 

radio, or television. According to About Facebook (2019), there are over 3 billion 

people around the world who own at least one Facebook account. While for Twitter, 

there are around 330 million monthly active users and around 140 million daily active 

users who are retweeting and viewing pieces of stuff on Twitter (Ying, 2019). This can 

be said that social media have experienced aggressive growth in user base as compared 

to the past few years. Moreover, online platforms were later adopted by business 

companies who wish to take advantages of a popular new communication method to 

reach out to customers. This enables the widespread of misleading information which 

is also known as fake news. Fake news is the news with false information intentionally. 

Consequently, the potential for negative impacts on individuals or society had given a 

sharp warning of red light with the extensively spread of misinformation. 

  

In the political domain, online platforms are also being viewed as one of the factors that 

will affect the result. Although there is a lengthy history of misinformation and mass 

misinterpretations on the political process, the online platforms had shown as an ideal 

platform for the politicians, political parties, political foundations, etc to spread their 

opinions publicly through the networks widely in recent years. These actions are trusted 

to have the ability to increase political participation (Bruns and Highfield cited in 

Stieglitz et al., 2014).  For example, the most popular fake news had a higher exposure 

rate on social media than the most popular mainstream news during the 2016 election 

(Silverman cited in Allcot and Gentzkow, 2017). Above 50% of US, adults get news 

through the internet and the majority of them who read that fake news were reported 

that they believe them (Gottfried and Shearer cited in Allcot and Gentzkow, 2017; 

Silverman and Singer-Vine cited in Allcot and Gentzkow, 2017). For this reason, many 
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argue that false news played a vital role in the 2016 election as stated in Parkinson, 

2016; Hunt, Matthew, and Chuan, 2018. 

 

In addition, the growing assumption of online platforms has brought a great potential 

in increasing the interactions between citizens and politicians in Australia at least since 

the 2007 federal election in Flew, 2008; Kirchoff et al., 2009 (Bruns and Highfield, 

n.d.). The level of participation in public debate is being raised as the citizens are able 

to interact with the politician through online platforms like Facebook, Twitter, etc. Thus, 

politicians see these platforms as an opportunity to connect with their supporters as it 

presents a chance of making improper statements utilized by the political opponent. 

These styles of activities are always practiced by those politicians who are assured of 

winning the electoral contest. On the contrary, those politicians who are more likely to 

be defeated during the elections may choose to exploit social media as a last line of 

defence to congregate their voters or supporters and campaign strenuously on social 

media platforms. As such, those candidates who locked in a tight election seem to be 

more likely to use this medium to engross and challenge their opponents, provoke the 

other side into anger or hoping to win the debate where all these are publicly visible 

and are higher potentially accessible by all the users on the social media platforms 

(Bruns and Highfield, 2013). This can be said that social media have become an ideal 

platform for politicians on developing their strategies internationally to win the contest 

and this has been verified as a trend since lately years. 

 

For another example, during the coronavirus pandemic, the internet has become a major 

source of health information to the public worldwide. For instance, the novel 

coronavirus caused a massive search for information with many misleading health 

information across the network. Therefore, the fact that all the online information being 

posted is subjective to clean and trustable are undeniable. On 15 February 2020, the 

WHO Director-General Tedros Adhanom Ghebreyesus said that the infodemic has 

endangered the society. Fake news spreads faster and more effortlessly than a virus, 

and it just as dangerous” during the conference. The unpredictability surrounding the 

coronavirus, paired with the intense global demand for information had created a 

difficult situation of prediction, deception, and spreading of false or even harmful 

information.   
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Besides that, according to Sylvie Briand, Director of Infections Hazards Management 

at WHO every outbreak will be accompanied by the enormous amount of information 

with misinformation and rumours in it. With the presence of social media platforms, 

the phenomenon is further amplified, and it will be a challenge to the people during the 

outbreak. Even though many states across the countries had implemented the stay-at-

home orders to beat up the pandemic, but the divergence of public health conditions, 

lacking of confidence on beating up the pandemic is more likely to lead to the sustained 

growth of misinformation and eventually causing chaos in the society.  

  

Based on the last few paragraphs, misinformation had truly driven the crisis across the 

world. Malicious actors took advantages of confusing, fear, and sorrow online users for 

profit and political gain by deliberately spreading misrepresentation, tricks, and stoking 

engagement among the community. This seems to be a gift to them in this modern 

technologies’ environment especially during this pandemic where the people seek for 

the latest news or information. Citizens around the world who are surrounded by the 

fake news are in danger and eventually, there will at least a few hundreds of people who 

might die because of the misinformation. What’s more, is that the older generation who 

are not familiar with the cyber world are having the highest risks among the online 

platform community as they are easily influenced by the news in the cyber world. All 

of the users across the online platforms are also having difficulties in distinguishing the 

facts and fake news as fake news spread faster and more easily. Ultimately, those 

articles that were written or posted with widely shared counts and more likes were more 

likely to grab users’ intentions and eventually, make the users believe that they are true.  

  

Based on Welle (2020), there are around 800 people were died from drinking highly 

concentrated alcohol to disinfect themselves in the hope of fighting against the virus, 

while around 5900 citizens who consumed methanol were hospitalized and 60 people 

went blind. Not only that, but there are also are a lot of conspiracy theories and rumours 

that were posted in the social media such as drinking cow urine, eat dung, camel urine 

with lime, eating garlic, etc to prevent infection. Even though all these nonsenses are 

not scientifically proven by the scientists, all these news are still being widely spread 

and believed by the citizens that such actions could prevent themselves from getting 

infected by the virus. From this point of view, it is important to confirm the integrity of 

the news before sharing and the awareness of every citizen across the globe should be 
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increased in order to prevent those problems that are stated above from happening 

continually. 

 

2.2 Structural Trend Analysis for Online Social Networks 

In this paper, the authors had given some engrossing insights on how people share 

information using Twitter. Over 500 hashtags were being analysed by the authors. 

These hashtags are classified into 7 different themes such as technology, celebrity, 

idioms, movies, political, games, and music. By referring the Figure 2.2.1, Cumulative 

Distribution Function, CDF is implemented on the ranking of topics of the political 

category under correlated, uncorrelated and traditional trends. The importance of 

political hashtags is reinforced using the correlation trends definition. This had 

indicated that political tags have high correlated importance where it reveals that people 

will share the information that had been shared by their friends or simply that these 

people have similar political views. In the meantime, the authors also provided some 

efficient methods for both correlated and uncorrelated trend detections as their goal is 

to give a ranked list of top-k topics for both trend definitions. 

 

Figure 2.2.1  CDF of ranking of topics (Political Hashtag Rankings) 

2.2.1 Correlated Trend Detection 

In this section, a straightforward sampling method is used by the author while the high 

accuracy is still guaranteed at the same time. The problems of assessing the significance 

of each topic with regard to the correlated trendiness view to a problem of counting 

local triangles are lessened in order to demonstrate the use of the sampling method. 

Counting the number of triangles incidents at a given node in a graph G shown as an 
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example of this technique. The authors proposed their sampling-based solution to the 

extensibility challenge of correlated trend detection. To ease the correctness of the 

solution in a graph-oriented manner, the authors displayed the problem of finding 

correlated trends is correspondent to counting local triangles in a multigraph. 

 

 

Figure 2.2.1.1 General Influence Spread 

At the same time, the authors wished to assurance the number of triangles calculated is 

best estimated of the total number of triangles. Particularly, the number of triangles 

involving 𝑇𝑥 in 𝐺′ can be considered as 𝑋𝑥 = 𝐶𝑜𝑢𝑛𝑡𝑥  /𝑝𝑠
2 and the probability of the 

prediction 𝑋𝑥is off by 𝜀𝛥𝑥 is upper bounded by the following equation: 

 

 

 

Implementation of the equation above could prove the standard of the estimation 

depends on the number of the triangles and the number of edge-disjoint triangles. 

Because the number of multi-edges brought a  huge impact on this property, the 

standard of estimation depends on the number of times a specific topic is mentioned by 

a particular user. When this number escalated in a larger range, the quality of the 

estimation will also be affected, hence decreases. This shows that it is better for trendy 

topics even though the estimation gone linearly and worse with 𝛼𝑥 , but is still 

equilaterally better with increasing 𝛥𝑥. 
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2.2.2 Uncorrelated Trend Detection 

For uncorrelated trend detection, it is mostly similar to correlated trends. In a multi-

graph, counting local triangles could be achieved by reducing uncorrelated trend 

detection. Similar to what the author proposed in 2.1.1, the problem can be efficiently 

estimated with sampling. The uncorrelated trendiness score of topics should be 

gradually updated as an online algorithm is needed. The exact increment can be 

calculated in the following way:  

 

 

 

During each update operation, it uses the power-law degree distribution of social 

networks with a small-scale of reads. Since the huge number of triangles are lower than 

the quality of sampling and the thinness of social network graphs, the result for 

uncorrelated trends are similar to correlated trends, but it is way more robust on 

sampling.  

 

2.3 Surveys on Information Diffusion Across the Online Social Network 

2.3.1 Detecting Popular Topics 

Detecting popular topics is one of the major tasks to develop automatic means to give 

an overview of the topics that are being favoured by the public or will be a popular 

topic in the future. Topic detection techniques with a traditional way to analyse static 

corpora are no longer alter to message streams nowadays. Kleinberg cited in Guille et 

al. (2013) had proposed a state machine to examine the arrival times of stream 

documents in order to distinguish bursts as documents will have a similar theme. A 

bursty topic is defined as a topic with a behaviour that has been suddenly treated within 

a time or interval. 

 

2.3.1.1 The Used of Temporal and Social Terms Evaluation in Detecting Rising 

Topics 

The authors had proposed a topic detection approach where it is known as Temporal 

and Social Terms Evaluation (TSTE). This method analyses both the temporal and 

social properties of the diffusion of the messages. In the beginning, these authors had 
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developed a process that consists of five steps where the first step is to utilize the 

augmented normalized term frequency. To turn the message's content into vectors of 

terms with comparative frequencies computed. Next, the authority of the dynamic 

creators is evaluated using their relationship and the Page Rank algorithm. According 

to the paper entitled written by Page et al. (1999), the authors proposed this PageRank 

as it is a mechanism for computing a ranking for every web page that regarding the 

graph of the web. Besides that, it also permits to display the existence pattern of each 

term based on a biological metaphor, which depends on the value calculated for 

sustenance and vitality that influence the users’ authority. The proposed method can 

identify most of the bursty terms by using supervised or unsupervised algorithms, as 

the main purpose of calculating a critical drop value is based on the energy.  Lastly, 

bursty topics are derived into sets of terms with the help of co-occurrence-based 

measurement. 

 

2.3.2 Modelling Information Diffusion 

In this section, analysis on how misinformation spread will be studied more deeply. 

Some models are suggested to seize or predict the spreading process in online social 

networks. The diffusion process is categorized into two which are activation sequence 

and spreading cascade. The activation sequence is an ordered set of nodes that captured  

the order where the nodes of the network acquired information whereas a spreading 

cascade is meant to a directed tree that has a root as the first node of the activation 

sequence. This tree will capture the influences between the nodes and unfolds in the 

same order that adopted in the activation sequence. The authors summarized the 

surveyed model in Table 2.3.2.1 and each of the papers will be reviewed according to 

the original papers. 



CHAPTER 2 LITERATURE REVIEW 

BCS (Honours) Computer Science  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 13 

 

 

Table 2.3.2.1 Explanatory models with respect to the nature of the underlying 

network. 

2.3.2.1 Deriving Networks of Diffusion and Influence  

Correlation in nodes infections times that infer the structure of the spreading cascade is 

explored and proposed by the authors. They assume that the activated nodes had 

affected each of their surrounding nodes with some probability. They come out with an 

approach which is NETIF, which is a scalable algorithm based on submodular functions 

to find the spreading cascade for deriving networks diffusion and influence. The 

generative probabilistic model is created to study on how the viruses are spread through 

the network initially. There are numerous potential ways the infection could take part 

through the network that are stable with observed data since they only observed times 

when the nodes get infected. Hence, in order to deduce the network, they had thought 

about all the possible ways the viruses could spread through the network. Subsequently, 

credulous calculation of the model takes exponential time slice as there is a large 

number of propagation trees. Surprisingly, the calculation over the set of trees can be 

executed in polynomial time. But a problem existed wherewith such model, the network 

inference issue is still recalcitrant. Therefore, the authors present a manageable 

estimation, to show that the target capacity can be both effectively figured and 

productively upgraded. Although NETIF has its own strengths that allow us to have 

more ideas on how the correlation in node infections times and the deduce of spreading 
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cascade, but it also has its weaknesses where it cannot support dynamic network, 

pairwise transmission rate in inferred properties and it also does not support missing 

data during the analysis. 

 

2.3.2.2 Revealing the Temporal Dynamics of Diffusion Networks  

As there exists a space for improvement for the NETIF approach, Gomez et al. extend 

NETIF by adopting the weakness in the previous paper and propose a model that could 

change the diffusion process into a continuous spatially discrete network that is 

independent to the temporal processes at different rates.  A probability density function 

is used to display the probability of node infecting another node upon the infection 

times and transmission rate in two nodes at a guaranteed time. In order to formulate and 

fix the pairwise transmission rates and the graph of diffusion that were raised in most 

of the extreme probability issues, NETRATE is proposed. In addition, the accuracy of 

NETRATE has been discussed in this paper too.  

False edges or no edges inferred networks will only have zero accuracy. Inferencing 

accuracy of the NETRATE on transmission rates over edges by calculating normalize 

mean absolute error (MAE) is investigated. Estimation of transmission rates for the 

three types of Kronecker networks and a Forest Fire network is shown, which is 

computed on over 5000 cascades using normalized MAE as shown in Figure 2.3.2.2.1. 

This result had considered all three models of transmission. 

 

 

Figure 2.3.2.2.1 NETRATE’s normalized mean absolute Error (MAE) 

 

While in this paper, the NETRATE performance related to cascade coverage and time 

horizon is also evaluated by the authors. A more accurate estimation of the transmission 

rates and a higher precision-recall value could be achieved by having more cascades. 

Since the estimation of transmission rate is tough the authors require more cascades for 
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accurate estimates. Besides that, as the duration of the observation window increases, 

the NETRATE’s accuracy will be increased over the time and deduce transmission rates. 

Anyhow, this method considers that the fundamental network remains static over time. 

Therefore, it also consisted of some weaknesses that needed to improve too. 

 

2.3.2.3 Formation and Dynamics of the Information Pathways  

According to Guille et al. (2013), the implementation of NETRATE is not satisfying 

for assumption. This is because the topology of online social networks is evolving very 

fast in terms of edges creation and deletion. Consequently, Gomez et al. extend their 

previous approach – NETRATE to INFOPATH. A time-varying inference algorithm, 

INOFPATH which uses hypothetical gradients to estimate the structure and the 

periodically changing temporal dynamics of the network is introduced in this section. 

Since all of the network inferencing algorithms above are considered as static, the 

authors had to assume that the information propagates statically over the time. Since 

the initial idea of the proposed approach was to understand the dynamic edge 

transmission rate and how the information pathways fade in and fade out over the time, 

the authors had no choice but to run the method. Information route over general 

repetitive themes spread is proved remain constant or stable over the time with the help 

of the proposed method which took in real data as input. Conversely, major real-world 

occasions lead to emotional changes and moves in the information routes. Anyhow, 

their work will open different scenes for future work as it has fulfilled major strengths 

shown in Table 2.3.2.1 where NETIF and NETRATE do not. 

 

2.4 Multilayer Naïve Bayes Model 

Naïve Bayesian classifier is one of the supervised text classifiers that take in statistical 

algorithms from machine learning to be a standard method for automated text mining 

(Stieglitz et al., 2014). According to Bermingham and Smeaton cited in Wang et al. 

(2015), a group of researchers found that Naïve Bayes was a good method to classify 

microblogging. Wang, Zuo, and Wang (2015) mention that the analysis is defined in a 

given group of retweets that are related to discrete feature vectors and respective 

retweeting sentiment tendency. By referring to Figure 2.4.1, there are three modules 

which include the Naïve Bayes model on 3 of the layers. The user’s profile and emotion 

will be the main focus of the first layer, while the user’s relationship will be predicted 
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by the middle layer while the top layer will be focus on the user’s retweeting sentiment 

tendency prediction. 

 

 

Figure 2.4.1 The framework of Multilayer Naïve Bayes Retweeting Sentiment 

Tendency. 

 

Profile-based Naïve Bayes model and emotion-based Naïve Bayes model are in the 

bottom layer of Naïve Bayes models. However, the emotion-based Naïve Bayes will 

not discover in deeply as our research scope does not cover on this. Bayes’ theorem is 

the backbone of the Naïve Bayes model. With the help of conditional independent 

assumption to classify unseen samples by ignoring the maximum prior probability, 

computation overhead could be reduced. The variables that are required in the 

calculation are denoted as meaningful variable names. P(.) denotes the probability of a 

feature equals to discrete value. With the help of the middle layer Naïve Bayes model, 

dynamic Salton metrics and the dynamic interaction frequency, the users’ relationship 

and profile could be calculated and determined. Therefore, the user’s relationship can 

be considered as the root node of Naïve Bayes model while the remaining item will be 

the leaf nodes. For the following layer – top layer, Naïve Bayes model is used to 

calculate the user’s retweeting sentiment tendency, user’s relationship, and profile. 
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Thus, a multilayer Naïve Bayes model is suitable to be used for analysing the user’s 

retweeting sentiment tendency. The user’s relationship, retweeting sentiment tendency 

will be referred as root nodes while the user’s relationship will be referred as leaf nodes 

in this layer. In conclusion, the multilayer Naïve Bayes model could find out all the 

variations and analyse the user’s retweeting sentiment tendency on Twitter. 

 

2.5 Misinformation Dissemination Trends Across the Social Media 

According to Allocott, H et al. (2019), new evidence regarding the volume of 

misinformation from 2015 to July 2018 had flowed on social media platforms. The 

volume of Facebook engagements and Twitter shares were measure by the authors 

monthly in order to utilize the data they collected from BuzzSumo 

(www.buzzsumo.com). Apart from Facebook and Twitter, stories from major, minor 

news sites that were not delivering deception and sites and culture and business-related 

sites were also measured. This proved that data on social media can be utilized to 

comprehend inquiries in political theory during media presentation and content 

moderation practices on social media platforms. 

  

During the data collection phase, there is a list of sites that consist of five lists from 

different sources creating false information are compiled by the authors. Facebook 

works well with PolitiFact and FactCheck to evaluate the correctness of potentially 

false stories flagged by Facebook users. This list mainly focuses on most important 

contributors of the fake news as questionable articles could be flag by Facebook users 

themselves for review. Anyhow, the lists give a total of 672 distinctive fake news sites. 

Besides that, there were 3 additional lists of fake sites which excluded sites that do not 

produce similar content were collected by the authors. The 3 additional lists along with 

the 5 lists collected previously were then cross-validated with the BuzzSumo database. 

Thus, only 739 sites were leftover in the end as sites with missing data in the BuzzSumo 

database were then further removed from the lists. 
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Table 2.5.1 Facebook Actions 

By analysis the likelihood of the sites from the datasets, the authors found that the 

interaction of the fake news sites on both social media platforms increased steadily from 

the beginning of 2015 up to the 2016 election. However, the interaction of fake news 

sites was found reducing tremendously (more than 50%) on Facebook after the 2016 
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election that was still found increasing on Twitter. Besides that, the authors found that 

Facebook had done a great job in reducing the misleading fake sites from their 

platforms according to Table 2.5.1 as compared to Tweeter who only started in tackling 

the problems in mid-June of 2017 as shown in Table 2.5.2. Moreover, the authors also 

have done some checking in order to ensure the robustness of the analysis. Graphs were 

created based on fake news sites that had made on occurrence on multiple lists and 

double counting of black domains that are derived from the 3 black domains provided 

by (Grinberg et al., 2018) is avoided.  

 

 

Table 2.5.2 Twitter Actions 

 

2.6 ID3, Iterative Dichotomiser 3 – A Decision Tree Learning Algorithm 

ID3 is an algorithm used to generate decision trees from a dataset where it could give a 

precise overview on interpreting the feature vectors. Decision trees are often used to 

gain important information by giving values for the unknown object before identifying 

a suitable classification based on the decision tree rules. It is easy for human-level 

thinking as it gives a flowchart-like structure of the tree that helps in decision making. 

A decision tree is a tree where it consists of nodes, branches, and leaves. The node 

representing a feature or attribute from the dataset, while the branch indicating a 

decision or rule, whereas the leaf representing the outputs of the tree. The ID3 algorithm 
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is usually implemented in machine learning and natural language processing (NLP) 

domains. 

 

In ID3,  it always follows an acquisitive approach by choosing the best attribute using 

attribute selection measure (ASM) in classification. Attribute Selection Measure is also 

known as splitting rules as it helps to identify the breakpoints on given nodes. In that 

case, some popular selection measures are Information Gain, Gain Ratio, and Gini 

Index. For ID3, it used Information Gain to find the best attributes. 

 

Information Gain is a formula where it computes the difference between the entropy 

before and after splitting of the dataset regarding the given attribute values. Entropy 

measures the uncertainty or impurity of the dataset. A value of 0 entropy suggests that 

it is a pure class while entropy with value 1 indicating all are the same category. In 

simple words, the highest information gain of a feature will be chosen as the best 

attribute. Thus, an overview of steps carried out in the ID3 algorithm can be defined. It 

will first calculate the entropy for the learning datasets. Then it will calculate the 

information gain for each attribute or feature so that a decision tree node could be 

figured out by finding the maximum information gain. These steps will be run 

iteratively until the desired tree is obtained. 

 

2.7 Ensemble Learning Method 

There are many methods that could be used to construct an ensemble. There is Bayesian 

voting where the hypotheses are enumerated and weighted by its posterior probability, 

manipulation of training data through bagging or sampling, ADABOOST algorithm 

along a final classifier is built to weight the vote of each of the induvial classifiers that 

weight the data based on what they were trained, manipulating the input features, 

manipulating the output targets and lastly by injecting randomness to the learning 

algorithm. These are some of the common methods used to construct an ensemble, but 

which ensemble method is the best among these methods. 

According to Dietterich’s study, ADABOOST   ensemble method normally return a 

better result as compared to bagging and randomized tree while bagging and 

randomized tree are having almost the similar performance. However random tree does 

perform better in some cases where the data sets are large when compare to bagging.  
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In Dietterich’s experiment,  ADABOOST could perform better in low-noise cases 

without overfitting the ensemble however overfitting issues occurred when it is used in 

high-noise cases. However, Bagging and Randomization both could perform well in 

low noise cases and high-noise cases.  A more aggressive ADABOOST is also created 

by Dietterich in his experiment to prove that the overfitting issues faced by the standard 

ADABOOST is due to the stage-wise optimization process where the ensemble would 

slowly overfit the data.  

In conclusion, by combining a less accurate classifier with ADABOOST, an ensemble 

that could obtain higher accuracy on that particular classifying task could be obtained.  

ADABOOST is widely used in machine learning as it helps to create a more robust 

model by combining the old models with lower accuracy. 

 

2.8 Random Forest – A Ensemble Learning Method 

Random forest is one of the ensembles learning methods used by many researchers for 

classification, regression, and other tasks that conduct by building a number of decision 

trees during the training phase. According to Ali, Khan, Ahmad, and Maqsood (2012), 

In random forest, each decision tree is trained with randomly selected or random 

sampled data from the original data pool.  Since features are randomly selected in each 

decision spilt, the correlation between each tree is reduced while a more complex model 

or classifier is produced, When the correlation between each tree is reduced, overfitting 

issues could be avoided, and outliers are more acceptable to the model. A random forest 

classifier commonly outperforms decision trees classifier. This is because a random 

forest has a voting mechanism that made the final decision for the classifier and the 

benefits of the decision tree are retained.  

A random forest is commonly used to  deal with data that have more features as its 

ability to tolerate  missing data and handling  continuous, categorical  and binary data.  

By utilizing the ensemble strategies and random sampling of data random forest could 

achieve better generalizations and made more accurate predictions without worrying 

about the overfitting issues. Besides that, when the voting system of the random forest 

is replaced with a bagging scheme,  the random forest will be more generalized and 

able to identify the importance features in a dataset.  The accuracy of the classifier 

might also be improved when this scheme is used instead of a voting scheme.
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CHAPTER 3: METHODOLOGY 

3.1 Cross Industry Standard Process for Data Mining Methodology 

CRIPS-DM is used as the methodology for this research. According to Wirth and Hipp 

(2000), CRISP-DM, which stands for Cross Industry Standard Process for Data Mining 

is portrayed regarding a progressive cycle model, containing four degrees of abstraction. 

The four levels of abstraction are phases, generic tasks, specialized tasks, and process 

instances. These four levels have different tasks and phase will be processed 

accordingly, refer to figure 3.1.1. 

 

Figure 3.1.1 Four Level Breakdowns of the CRISP-DM Methodology for Data 

Mining 

However, the main focus on the CRISP-DM Process Model in this research is the life 

cycle of a data mining project. The CRISP-DM reference model for information mining 

gives a diagram of the life cycle of a data mining project. It contains few phases required 

in a project which are their respective tasks and also their outputs. In the life cycle of a 

data mining project, there are six phases are shown in Figure 3.1.2 such as business 

understanding, data understanding, data preparation, modelling, evaluation and 

deployment.  
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Figure 3.1.2 Phases of the CRISP-DM Process Model for Data Mining 

CRISP-DM is the most often used methodology for data mining projects. This is being 

proven by a poll conducted by Data Science Project Management in August and 

September 2020. According to this poll, there are 109 votes for CRISP-DM as the most 

common use approach (Data Science Project Management, n.d.). The result of the poll 

conducted is as below in Figure 3.1.3. Therefore, the six phases in the life cycle of 

CRISP-DM will be carried out throughout this research and allow the audience to have 

a better understanding of each of the processes done. 

 

Figure 3.1.3 Poll results on Data Mining Methodology conducted by 

Data Science Project Management. 
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3.2 Business Understanding 

This research is initiated by the business understanding phase as it is crucial to clarify 

the business problems. Social media and online networking have become a significant 

domain in information system (IS) research. A recent interest in “Big Social Data” 

(Manovich, 2012; Burgess and Bruns, 2012 cited in Stieglitz, 2014) had been driven 

partially by encouraging admittance to large-scale of datasets where these datasets are 

from popular social media platforms like Twitter and Facebook as well as from other 

online platforms such as Google that encourage mass collaboration and self-

organization. This interest is not only for research but also for practical purposes. To 

illustrate this deeply, companies see the occasions for targeting advertising, public 

relations (PR), social customer relationship management, business intelligence, etc. 

(Stieglitz, 2014). Aside from that, political institutions also have shown interest in 

monitoring the public perspective on political issues, policies, political positions, 

managing their reputation through online platforms, etc. In addition, clickbait is another 

technique that is always utilized by those media companies to lure users’ attention for 

advertising purposes. Equally saying that more clicks on articles or advertisements 

mean more money will be earned by these companies. 

Fortunately, there have been many developed tools exist across the internet for the user 

to checking the genuineness of a piece of news. For example, Politifact, FactCheck.org, 

Snopes, etc that can help the users to define the trustworthiness of the articles. Anyhow, 

these automated fact-checkers have their limitations in terms of what they can achieve 

by themselves. This is because an automated fact-checker is less capable in 

distinguishing complicated claims or sentences with the subtler structure of false 

information compare to straightforward and declarative statements. Automated fact-

checker depends on natural language processing technology where it is more advanced 

in English than the other languages around the world. This is why a fact-checker is not 

widely used by the majority especially when it comes to recent, popular and unchecked 

claims or topics. Meanwhile, this research is believed to bring values to the society as 

this novel approach could help the users to detect fake news from recent and popular 

topics around the world by using its utility functions. This utility function has complied 

with the three criteria – trustable-source, data dispersion, and the similarity of queries 

to the title in checking a piece of news rather than the method used in an ordinary fact-

checker. 
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3.3 Data Understanding 

This phase begins with the data understanding before starting to create datasets and the 

data collecting process. A brief study across the internet had been done to indicate 

which platforms were more suitable in retrieving datasets for data mining purposes. 

There were many resources that were accessible from the internet such as Buzzmo, 

Alexa, Kaggle, and etc where these platforms provided a wide variety of data for 

learning purposes. Some interesting subsets can be perceived from data after a deep 

exploration process. This process is significant to ensure the data quality as the 

interesting components could help in forming the hypothesis in the research. 

Consequently, the interpretation of the Data Understanding phase will be illustrated 

further where a basic understanding from the available data was acquired.   

 

3.3.1 Type of Fake News  

“Fake news” are said to be a common yet familiar term where the current generation is 

constantly dealing with especially during the covid-19 outbreak. Due to the pandemic, 

consumption of information and news are increased exponentially and eventually 

caused many false information to go viral throughout the internet. It is crucial to identify 

the type of mis- and disinformation published on the online platforms as it helps the 

users to have better and clearer identification in detecting the fake news. There are 

seven types of fake news and each of them will be described in table 3.3.1.1 below. 

Type of fake news Description 

1. Fabricated Content Entirely untrue content 

2. Manipulated Content Contortion of actual information or media like 

photos, videos, etc. For example, sensationalized 

headlines that target on luring the readers’ 

attention.  

3. Imposter Content Impersonate the authoritative parties. For 

example, using the trademarking or branding of 

an official organization or publisher. 

4. Misleading Content Deceiving use of information. For example, 

framing an issue or person which is totally not 

involved. 
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5. False context of connection Genuinely accurate content is published with 

untruthful context. For example, the headline and 

the content of an article are not related. 

6. Satire or Parody Articles created by including current affairs or 

new items mixing with humorous features. For 

example, the use of irony, humour, sarcasm in an 

article to expose or criticize something. 

Table 3.3.1.1 Type of fake news and respective description. 

 

3.3.2 Data Creation and Collection 

In this project, Google was selected as the best candidate for data collection as it 

provided wide, simple, and better search results regarding the queries that were inserted 

into the search function. This greatly increased the efficiencies in getting the recent 

popular topics, articles, news, and websites published all around the world that would 

be useful for the later phase. In this stage, three datasets were created called training, 

testing, and competitor’s data. By understanding the differences of the type of fake 

news, the fabricated content type of fake news was selected as the standard for creating 

the fake query in a dataset. The models in this research will be dealing with fabricated 

content. Fabricated content is chosen as it could ease the detection of fake news within 

recently hot topics at the moment. Besides that, the real and fake queries were created 

according to current issues as well as recently popular topics which directly responded 

to the health domain news especially covid-19 news around the world. In addition, only 

the English version of queries were created as according to Johnson, J (2021), English 

was the most popular language being used over the worldwide internet users as of 

January 2020.  

Thus, a list of real and fake queries following the standards mentioned above and 

comprised of fake and real labelling was manually created for training and testing the 

models. For training datasets, there are a total number of 60 queries related to current 

hot health topics with 30 real queries and 30 fake queries. The 10 samples of real and 

fake training data were show in figure 3.3.2.1. 
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Figure 3.3.2.1 A sample of 10 rows of training queries regarding health domain issues 

with fake and real labelling. 

As for testing data, it followed all the necessary requirements based on the training data. 

A total number of 30 testing data queries with 15 fake and real each were created for 

the testing and evaluating the accuracy of the model in modelling phase.10 samples 

were shown in figure 3.3.2.2. 

 

Figure 3.3.2.2 A sample of 10 rows of testing queries regarding health domain issues 

with fake and real labelling. 

A competitor dataset was collected for evaluating the models’ capability on data with 

noise. This approach was targeting to detect fake news from recent and high demanding 

topics. Therefore, a competitor training dataset that was working in the same field – 

detecting fake news from GitHub was chosen for the model testing purpose. Hence, a 

total number of 60 rows of data with 30 real and fake news were extracted from the 

competitor’s training data. A sample of 10 rows of competitor’s data was present in 

figure 3.3.2.3. A competitor dataset was collected for evaluating the models’ capability 

on data with noise. This approach was targeting to detect fake news from recent and 
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high demanding topics. Therefore, a competitor training dataset that was working in the 

same field – detecting fake news from GitHub was chosen for the model testing purpose. 

Hence, a total number of 60 rows of data with 30 real and fake news were extracted 

from the competitor’s training data. A sample of 10 rows of competitor’s data was 

present in figure 3.3.2.3.  

 

Figure 3.3.2.3 A sample of 10 rows of competitor’s data with different categories and 

‘1’ (real) and ‘0’ (fake) labelling. 

 

3.3.3 Credible Sources Collection 

As stated earlier, there were three criteria fitting in this research approach in detecting 

fake news using data from Google search specifically on new and popular topics. One 

of the criteria used was checking the sources of results returned from Google search by 

inserting data queries created earlier as input queries. In consequence, a list of trustable 

website sources which are also known as credible publishers, parties as well as 

organizations was required for checking the truthfulness of every returned result from 

Google search by comparing the sources with the trustable sources list. Browsing 

through the authenticated news website had been done and most of the credible sources 

were collected into a file. Besides, checking on the web address of these “trustable” 

sites is significant in this step. Spelling errors in publisher companies' names or some 

strange domain extensions such as “.cool”, “.rich”, “.meme” may be giving a hint that 

the sources are suspicious and required to be verified before believing them. Some of 

the convincing sources that enable people to believe were official sites like World 

Health Organization or well-known publishers like New Straits Times etc. A total 

number of 132 trustable source links were collected at the moment. A sample of 10 

credible sources collected was shown in figure 3.3.3.1. 
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Figure 3.3.3.1 A sample of 10 rows of credible website links were collected across the 

internet. 

3.4 Data Preparation 

In this phase, the data are evaluated to ensure that they fit the scope of the project. Some 

cleaning techniques like filtering, merging, sorting and related tasks were carried out 

after the required datasets were fully prepared in the earlier phase. By giving examples, 

the regular expression such as paragraph break ‘\br’ or indentation in the raw data’s text 

are replaced with a blank space. In addition, the emoji, symbols, meaningless text, as 

well as special characters contained in the text, are also removed. On the other hand, 

other unnecessary labels such as id, author, text content, etc. as well as duplicated data 

are removed. All the datasets – training, testing, and competitor were standardized into 

a specified format with two categories which were Query and Label (‘FAKE’ and 

‘REAL’). The cleaning task was essential as the datasets might contain useless variables 

or other components that will cause the model to be biased if they were included in the 

training and testing phases, eventually unclean data may affect the results of training 

and testing as well.  

For example, a competitor’s data was required to transform into a specific format before 

it can be fit into the model. Labelling of ‘1’ and ‘0’ in the competitors’ dataset were 

changed to specified labels – ‘REAL’ and ‘FAKE’ where they indicated the categories 

of a piece of news. Besides that, only required data were remained for the model were 

the titles of articles and the genuineness of each of the article (‘Fake’ and ‘Real’ 

Labelling). The title of articles in the competitor’s data will be utilized in representing 

as queries or inputs that loaded into the Google search engine. Thus, the label of ‘title’ 

will be changed into ‘Query’. A final format of the competitor’s data was shown in 

figure 3.4.1. 
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Figure 3.4.1 Screenshot of competitor’s data after cleaning and transforming. 

As for credible source lists, some minor data cleaning was done on them too. Removing 

the “/” sign symbol called slash and “https” characters were done on the trustable-

source lists in order to have a systematized form when comparing the links returned 

from Google search. Aside from this, these links are neatly organized by removing 

unnecessary symbols, characters, and numbers. A final format of a credible source list 

was created and presented in the figure 3.4.2 below. As for credible source lists, some 

minor data cleaning was done on them too. Removing the “/” sign symbol called slash 

and “https” characters were done on the trustable-source lists in order to have a 

systematized form when comparing the links returned from Google search. Aside from 

this, these links are neatly organized by removing unnecessary symbols, characters, and 

numbers. A final format of a credible source list was created and presented in the figure 

3.4.2 below. 

 

Figure 3.4.2 Screenshot of trustable source list after cleaning. 
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3.5 Modelling 

In this phase, the model implemented in this research will be explained in detail.  There 

will be three models introduced in this section which are ID3 called Iterative 

Dichotomiser 3, Ensemble Learning, and Random Forests. The input that will be fed to 

the model will be pre-processed by a utility function that extract the 3 criteria from the 

raw inputs.  

 

3.5.1 Operationalization of Criteria 

Three criteria implied together with the utility function and models helped to indicated 

whether the approach objectives could be achieved. These three criteria were crucial in 

identifying the fake news using data collected from Google search specifically on 

trendy topics. Each of them played an important role as each of them represented a 

measure where they could bring meaningful information to this research. These criteria 

are stated and explained in the table 3.5.1.1 below. 

Variable Indicator 

Trust Criteria 1: Trustable Source 

Number of articles are from trustable source or site. 

Spreading Rate Criteria 2: Date Dispersion 

Average date difference between articles. 

Accuracy of search result Criteria 3: Similarity of Queries to Articles’ Title 

Average similarity score. 

Table 3.5.1.1 Description of criteria. 
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3.5.2 Utility Function 

 

 

Figure 3.5.2.1 Utility Function. 

Figure 3.5.2.1 provided a general overview of the utility function. At the early phase, 

three datasets – training, testing, and competitor’s data consisted of a number of queries 

will be inserted into this utility function. Top 10 Google search results for each query 

will be returned and collected, equally to say, one query will have 10 searched results. 

Each of these 10 results will then undergo the three criteria filtering function one by 

one in order to get the respective outputs. First of all, these 10 results will be filtered by 

checking the existence of the published date and title. For those results that do not fulfill 

these attributes, they will be removed, and the results that leftover will be passed to the 

next function. By going through the first criteria function, the remaining results’ 

website links will be used to compare with the credible source links list. This is to 

calculate the number of articles from these remaining results that were coming from the 

trustable website. This criterion was chosen because the query is more likely to be 

reliable if most of the websites retrieved from the query were from credible sources. 

Next, the same remaining results were passed to the second criteria function - date 

dispersion for calculating the average date difference between articles. This is to 

evaluate the spreading rate of an issue as the probability of fake news occurring will be 

higher when the spreading rate is high. The dates were sorted in descending order where 

the first date will be used to subtract the second date, the second date will be used to 
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subtract the third date, and so on. The date difference of each subtraction will be added 

and divided by the number of remaining results for getting the average date difference 

of the query. The last criterion was then performed using results that were from trustable 

sources. Only trustable websites’ titles will be compared with the query to calculate the 

average similarity scores between these attributes. The number of similar words 

between query and title will be calculated first before divided by the total length of the 

title. If there are multiple instances of the same word, only one will be counted when 

counting the interception. This process will be repeated for all the trustable websites. A 

sum will be obtained, and the average will be calculated. This criterion was used for 

indicating the accuracy of search results corresponding to the query. If the similarity 

score is low, the query is more likely to be fake. In consequence, the number of articles 

from trustable sources, an average of date dispersion between articles, the average 

similarity score of queries to titles were obtained from the utility function.   

 

3.5.3 ID3, Iteration Dichotomiser 3 Model 

 

 

Figure 3.5.3.1  Architecture diagram for ID3. 

The fundamental block for three of the models is the tree decision classifier. The ID3 

is constructed with just a block of the tree decision classifier. The outputs from the 

utility function that will be pumped into the ID3 refer to the number of articles from 

trustable sources, the average date difference between articles and the average of 

similarity score of queries to titles. The outputs will be served as the features for the 

classifier to predict the label of the query. 
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3.5.4 Ensemble Learning Model  

 

 

Figure 3.5.4.1 Architecture diagram for Ensemble Learning. 

The second model is constructed with 3 tree decision classifiers. During the training 

phase, the classifiers are trained with 1/3 of the training data each. Since three of the 

classifiers are receiving different data during the training phase, the decisions made by 

the classifiers on the same input would be different.  Therefore, a voting system is 

required to combine three of the outputs from the classifiers. Majority rules method is 

implemented in the voting system.  

 

3.5.5 Random  Forest Model 

 

 

Figure 3.5.5.1 Architecture diagram for Random Forest. 
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In the third model, each of the classifiers will be responsible for one of the criteria. A 

voting system is also required in this method. The voting method will follow the 

majority rules where the majority decisions will be taken as the output of the model. 

3.6 Evaluation  

At this point, an evaluation on the models implemented will be carried out. This is to 

determine the quality and effectiveness of the designed approach as well as the final 

outputs. A benchmark will be created by generating the label ‘FAKE’ and ‘REAL’ 

randomly for testing the testing data. The accuracy of the benchmark will be used to 

determine the effectiveness of the models. Once the models have a poorer accuracy 

than the benchmark, fine tuning on the models is required. For example, changing the 

calculation methods for the utility function.  

On the other hand, competitor’s data will be used to test the effectiveness of the model 

on the real-world data which are from different domain topics. As the domain of data 

is not just limited to the health domain, the accuracy for competitor’s data might vary. 

 

3.7 Deployment  

The results evaluated based on the models will be determined and the project’s 

objectives are expected to be achieved in detecting the fake news specifically on recent 

and trendy topics. The deployment of this research will be uploading the datasets 

created and the utility function as well as the three models’ source code into the code 

hosting platform like GitHub or Kaggle repository.  

 

3.8 Tools and Technologies Used 

Python is chosen as the programming language for the proposed model in this research. 

A couple of libraries were used in this approach as these libraries provided a lot of 

efficient tools for machine learning. In particular, googlesearch library is crucial to this 

research because google search results are needed for modelling and evaluating. Other 

libraries such as nltk (Natural Language Toolkit) for human language data processing, 

htmldate for getting article’s timestamp, url_metadata, numpy, pandas, datetime, 

sklearn, bs4 (BeautifulSoup) for pulling data from HTML and XML files, random etc. 

in this project. All the experiments conducted in research will be implemented in 
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Google Collab, a collaboratory that allows users to code and execute python code 

through the browser. 

Python Libraries Version 

Beautiful Soup, bs4 0.0.1 

Datetime 3.7.10 

Googlesearch 2.0.3 

Natural Language Toolkit, nltk 3.2.5 

Numpy 1.19.5 

Pandas 1.1.5 

Sklearn 0.0 

Statistics 1.0.3.5 

Url_metadata 0.1.6 

Table 3.8.1 Python libraries version. 

 

 

Google Collab Hardware Specs: CPU-only VMs 

Specifications Descriptions 

CPU  2.30GHz Intel(R) Xeon(R) 

No. CPU Cores 2 

RAM 12GB 

Disk Space 25GB 

Table 3.8.2 Google Collab Specifications. 

 

3.9 Implementation Issues and Challenges  

Some issues had come across in this project. In this research, data creation and 

collection are the most important yet time-consuming tasks. This is said so because the 

datasets created and collected may affect the change of result during evaluation 

indirectly, so it can be described as the core of this research. At the time, this task is 

time-consuming as the training and testing datasets were self-created. This is because 

the fabricated content type of fake queries is a criterion in creating the datasets. Due to 
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the limitation of the approach at the moment, only fabricated content type of fake 

queries is considered in determining the effectiveness of the three criteria used.  

Besides that, only popular and current issues in health domain-related queries were 

accepted before inserting into the utility function. Therefore, some changing and 

updating the queries were done as they required to fit this domain, else they would 

affect the accuracy of the models. Despite knowing the difference between the fake 

news, it is still very hard to create a false statement that met that specific requirement. 

Thus, rephasing or replacing of queries are done multiple times to ensure that all the 

data are fabricated content.  

Besides that, the calculations or similarity functions used have been changed multiple 

times to improve the accuracy of the models. However, in order to know the 

performance of the functions, testing had to be done. This process is repetitive and 

inevitable. Moreover, the calculations had to be desk checked to ensure that the output 

received meet the expectation and the calculation is done as intended. 

Meanwhile, when collecting the credible source links, a simple verification will be done 

on each of the website addresses to ensure they are from reliable publishers. Aside from 

this, there are numerous amounts of websites around the world, however, due to the 

time constraint and limited manpower, validating all those websites is impossible. 

Therefore, the website list created in this research might be more biased towards 

websites from Malaysia. Besides that, the utility function required humans to supervise 

it during the training phase as it will be stuck when retrieving data from the website. 

Hence, manual interrupting is required. 
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3.10 Timeline  

 

Figure 3.10 Gantt chart.
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CHAPTER 4: EXPERIMENTAL RESULTS 

4.1 Sample Data  

4.1.1 Training Data 

A total of 60 rows of training data were created manually. As mention in the section 

above, 60 queries comprised of 30 real and fake news, specifically on recent and 

popular health domain news were created as training data. The majority of the queries 

were related to the current outbreak topics – covid-19 news and all the data were in the 

English language. Thus, constantly surfing the net is required to identify the trendy and 

hot news were published recently. Figure 4.1.1.1 below shows the final version of 15 

samples from  60 rows of data with the label after undergoing necessary refinement. 

 

Figure 4.1.1.1 Sample of training dataset. 

 

4.1.2 Testing Data 

For testing data, a total number of 30 rows of queries where 15 queries were fake and 

real each were created for testing the model. These 30 queries fulfill the requirements 

stated for training data. For instance, the current issues or topics like covid-19 vaccines 

invention, safeness of covid-19 vaccine, side-effects, and many coronavirus-health 

related concerns were used as the queries. A sample testing data was shown in the figure 

4.1.2.1  below.  
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Figure 4.1.2.1 Sample of testing dataset. 

4.1.3 Competitors Data 

While for competitor’s data, it was downloaded from the GitHub repository as the field 

of this chosen dataset was related to fake news detection using machine learning too. 

However, the domain of this dataset was not just limited to recent health issues, it 

comprised of many other news categories like politics, sport, business, economics, etc. 

Hence, this selected dataset will be used for testing the model in order to obtain a 

significant evaluation if the model is testing an outsource data. Since the data content 

was different, essential data like the title (articles’ titles) and label (truthfulness of 

article) in the datasets were extracted and transformed into the format that we wanted. 

The title of the article will be treated as the queries and the label will be remained. 

Besides that, data cleaning was done on these extracted data stated in section 3.4.  60 

rows of data were extracted, and a sample of this competitor’s dataset was shown in 

figure 4.1.3.1 after transforming and cleaning process.         

 

Figure 4.1.3.1 Sample of competitor’s dataset. 
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4.1.4 Trustable Website sources 

A total number of 132 trustable website sources were prepared in this research. This 

website list will be utilized in calculating the number of articles returned were from 

credible origins when the queries searched on Google. Some familiar and convincing 

sources that included in this website list were the world health organization official 

website, America famous news publishers – CNN, The New York Times, USA Today, 

etc, Malaysia popular news publishers – News Strait Times, The Star, Malaysiakini, etc. 

and many others authentic sources around the world. A final version of this website list 

was shown below after cleaning the unnecessary symbols, characters, and extensions. 

 

Figure 4.1.4.1 Sample of trustable website sources. 

 

4.2 Utility Function and Models Implementation 

Before training three of the models, a benchmark was created by using a random 

generator to create the labels on testing data. The accuracy of random generator labels 

on testing data was used as the benchmark to evaluate all the models. A benchmark 

value of 0.5 was obtained with this method. If the models’ accuracy is more than or at 

least equal to this benchmark value, this could indicate that the models’ ability to 

classify the news are questionable. After getting the benchmarks, the model training 

phase was initiated by using the training dataset on the utility function. All the model’s 

implementations will be performed on Google Colab using Python with version Py 

3.6.7.  
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First of all, the training data with queries and labels shown in figure 4.1.1.1 will be 

loaded into the utility function. By using the queries, data from google search results 

could be acquired. Each query will return at most 10 results from the Google search 

engine every iteration. From the data retrieved, necessary information like website links, 

titles, metadata, timestamp, etc. could be pulled out using python libraries. The filtering 

process will be executed on these data to ensure the existence of website links, 

timestamps and titles were significant for future modelling. The remaining data must 

have these three attributes before reaching the three criteria functions. Equally saying 

that not every query will have 10 results leftovers after the filtering process. Then, the 

three criteria functions will be performed on these remaining data to get the desired 

outputs. The first criterion function – trustable source was called to calculate the 

number of data was from credible sources by comparing with the trustable websites list 

created earlier. Secondly, the date dispersion function was then called for calculating 

the average of date distance between the data remained. The date of data that remained 

were sort in descending order where the first date was the largest while the last date 

was the smallest one among them. Subtractions were performed between the first and 

second date, continue for second and third, third and fourth, and so on. All the date 

differences calculated will then be summed up and divided to get an accuracy value. 

The dispersion function calculation can be described as: 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 =
(𝑓𝑖𝑟𝑠𝑡 –  𝑠𝑒𝑐𝑜𝑛𝑑)  +  (𝑠𝑒𝑐𝑜𝑛𝑑–  𝑡ℎ𝑖𝑟𝑑)  +  (𝑡ℎ𝑖𝑟𝑑 –  𝑓𝑜𝑢𝑟𝑡ℎ)  + ⋯

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑒𝑏𝑠𝑡𝑖𝑒 𝑤ℎ𝑖𝑐ℎ ℎ𝑎𝑣𝑒 𝑡𝑖𝑡𝑙𝑒 𝑎𝑛𝑑 𝑑𝑎𝑡𝑒
 

Last but not least, the last criterion function which was the similarity of queries to titles 

was then called for calculating the average of similarity score. The number of data were 

from a trustable source calculated at the first criterion represented an attribute in this 

function. Only data that come from trustable sources were used to calculate the 

similarity of queries to title as this function was to indicate the accuracy of google 

search results using our queries. Therefore, the similarity score formula can be 

described as following:  

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝑆𝑐𝑜𝑟𝑒 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑚𝑎𝑡𝑐ℎ𝑒𝑑 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑞𝑢𝑒𝑟𝑦 𝑎𝑛𝑑 𝑡𝑖𝑡𝑙𝑒

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑎 𝑡𝑖𝑡𝑙𝑒
 

After getting all the similarity scores, an average of these scores will be computed. 

Lastly, a table of data was obtained after the utility function was successfully executed. 
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Three outputs of each query which were the number of articles from trustable source, 

an average of date difference between articles, and average similarity score of queries 

to titles were acquired and display in the figure 4.2.1 below.   

 

Figure 4.2.1 Table of data after executing Utility Function. 

Based on the figure above, the data that will be given to three of the models for training 

are label, the number of trustable websites (No. of Trustable Source), date dispersion 

between articles (Date Dispersion), and the similarity score of the query to titles (Query 

Vs Title).  For the first model – ID3, it will receive all 60 of the training data during the 

training phase. On the other hand, each of tree in the Ensemble Learning model will 

receive one-third of the training data. While for the Random Forest model, only one of 

the outputs from three of the criteria will be received by each tree. 

After the models were trained, a number of 30 rows of testing data will be loaded into 

utility function for information extraction similar to what had been done to the training 

data. A table with the same format as the output of training data will be obtained after 

finish executing the utility function with testing data. With the information obtained, 

the three models can be used to predict the query accordingly. For testing data, the 

“label” attribute is not needed for the models as the three models will predict the label 

for testing data. Therefore, only the number of trustable websites (No. of Trustable 

Source), date dispersion between articles (Date Dispersion), and the similarity score of 

queries to titles (Query Vs Title) are needed for the models. In the ID3 model, all data 

comprised with the three criteria will be inputted for predicting the label of 30 rows of 
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testing data. On the other hand, for the second model – ensemble learning, 30 rows of 

testing data comprised with the three criteria will be inputted into each of the trees since 

this model have three-segmented trees. A voting method by following the majority will 

be implemented to these trees for determining the final prediction outputs. There will 

be 30 predicted labels as the outputs of this model. At the same time, the third model 

which is the random forest model was executed too. Since the trees in this model are 

trained with one criterion each, data is loaded into their respective tree. Similarly, a 

voting method is used for indicating the final prediction for all data. At the end of the 

process, a total of 30 predictions will be obtained from this model also. 

After receiving all the predictions from each of the models, the predictions will be 

compared to the actual label of the testing data. Accuracy, f1 score,  precision, and 

recall will be calculated for performance evaluation of the models. The models’ 

performance should be higher than the benchmark else the model will be retrained with 

a different seed. When the model is ready to receive real-world input, the competitor’s 

data will be inputted to the utility function and predictions similar to the testing phase 

will be carried out by three of the models. 60 rows that are sampled from the competitor 

data will be used in this phase to stimulate the performance of the model in the 

deployment stage. The accuracy, f1 score, precision, and recall will also be calculated 

for model evaluation.  

 

4.2.1 Performance Evaluation 

Testing Data Accuracy F1 Score Precision Recall Confusion 

Matrix 

ID3 Model 0.70 0.69 0.71 0.67 TN: 11 FP: 4  

FN: 5 TP: 10 

Ensemble 

Learning Model 

0.73 0.71 0.77 0.67 12 3 

5 10 

Random Forest  

Model 

0.5 0.44 0.50 0.40 9 6 

9 6 

Table 4.2.1.1 Performance evaluation of testing data. 

Based on the performance evaluation obtained, accuracy, f1 score, precision, recall, and 

confusion matrix were obtained among the models. ID3 model has an accuracy of 0.70, 
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while ensemble learning has an accuracy of 0.73 whereas the last model – random forest 

model has an accuracy of 0.5. As we can see, ensemble learning is the best model that 

gave the highest accuracy value of 0.73 among the three models in predicting the label 

of a query correctly. Anyhow the rest models are still considerable as their accuracies 

are at least above than or equal to the benchmark with a value of 0.5. 

 

Competitor’s 

Data 

Accuracy F1 Score Precision Recall Confusion 

Matrix 

ID3 Model 0.33 0.46 0.39 0.57 TN: 3 FP: 27  

FN: 13 TP: 17 

Ensemble 

Learning Model 

0.32 0.39 0.35 0.43 6 24 

17 13 

Random Forest  

Model 

0.30 0.36 0.33 0.40 6 24 

18 12 

Table 4.2.1.2 Performance evaluation of competitor’s data. 

Since the three models were ready to accept real-world inputs, the performance 

evaluation base on the table above was obtained. By referring to the table above, we 

can see that the accuracy among the three models is not convincing as all of them are 

lower than the benchmark value which is 0.5. Accuracy around 0.30 from each of the 

models was acquired and reasons for these low accuracies are needed to identify. Some 

reasons and justification for explaining the low accuracies were gathered. First, the 

news category of competitor’s data is one of the factors that affected the model accuracy. 

This is said because the competitor’s data contained a lot of other categories of news 

such as business, politics, entertainment, etc which are not specified in health-related 

topics. Besides that, majority of the competitor’s data are in old and untrendy topics 

compared to our training data which from recent and popular covid-19 health topics. 

Due to these reasons, the accuracies among the models were expected to be low since 

the domain of competitors and training data are different. The output is expected or 

predictable before performing this experiment. This experiment clearly showcases the 

ability of the models are limited to the domain of the training data.
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CHAPTER 5: CONCLUSION 

5.1 Project Review 

This research combined three criteria with the utility function and worked together with 

ID3, Ensemble Learning, and Random Forest modality to build a new approach that 

can detect fake news using data from Google search specifically on recent and popular 

topics. The three criteria which are the number of articles from trustable source, data 

dispersion between articles, and similarity of queries to titles applied to the utility 

function play significant roles in improving the accuracy for letting the utility function 

extracts these important yet meaningful data for training. Other than this, the inclusion 

of several modalities enabled the proposed model to achieve remarkable performance 

while only using a small amount and self-created information. This research combined 

three criteria with the utility function and worked together with ID3, Ensemble 

Learning, and Random Forest modality to build a new approach that can detect fake 

news using data from Google search specifically on recent and popular topics. The three 

criteria which are the number of articles from trustable source, data dispersion between 

articles, and similarity of queries to titles applied to the utility function play significant 

roles in improving the accuracy for letting the utility function extracts these important 

yet meaningful data for training. Other than this, the inclusion of several modalities 

enabled the proposed model to achieve remarkable performance while only using a 

small amount and self-created information. 

 

Every single phase of the methodologies in this research had been completed and the 

performance evaluation had given us a consequential view on this novel approach. 

Since the testing accuracy was above the benchmark and also higher than the 

competitor’s accuracy, hereby the motive and the objectives are said to be achieved. 

This research had brought contribution towards the society in identifying a piece of fake 

news, especially from recent trendy news by just using three simple criteria. More than 

that, new and recent fake news could be detected easily without checking them at a 

traditional and ordinary fact-checker. Every single phase of the methodologies in this 

research had been completed and the performance evaluation had given us a 

consequential view on this novel approach. Since the testing accuracy was above the 

benchmark and also higher than the competitor’s accuracy, hereby the motive and the 

objectives are said to be achieved. This research had brought contribution towards the 
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society in identifying a piece of fake news, especially from recent trendy news by just 

using three simple criteria. More than that, new and recent fake news could be detected 

easily without checking them at a traditional and ordinary fact-checker. 

 

In conclusion, the objectives of this research were achieved with a 70% of accuracy 

rate by the inclusion of various criteria with a self-created utility function and 

implemented them into few models. This novel approach is able to estimate the 

authenticity of the news from data using Google search specifically on recent and trendy 

topics. In conclusion, the objectives of this research were achieved with a 70% of 

accuracy rate by the inclusion of various criteria with a self-created utility function and 

implemented them into few models. This novel approach is able to estimate the 

authenticity of the news from data using Google search specifically on recent and trendy 

topics. 

 

5.2 Future Work 

Subsequent tasks could be done to improve the overall performance in this research. 

Due  to  the  time limit, the  experimental on more criteria rather than using three 

criteria in the utility function could not be carried out in this project. Hence, in the 

future, more criteria will be applied to the utility function to increase the ability on 

detecting fake news. Besides that, the number of datasets should be increased in the 

future so that the models can be trained and tested on a larger amount of data. This 

could help to create a more robust model. Since this approach only achieved 

approximately 70% accuracy at the moment, it is believed to improve in the future by 

implementing other models that fit into this research. There might be a more suitable 

model than the models used in this project that could classify the news better. By 

doing so, the evaluation on the model performance is believed to be improved and the 

accuracy is believed to be higher than 70%. 
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