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ABSTRACT 

 

This project is about developing a visual crowd counting system using deep learning. The entirety 

of this project will only be using Python for both the back-end and the front-end development. The 

goal of this project is to develop a working system that could take in images and estimate the 

number of crowds in those images as well as display it’s estimated density map and a graph of 

predicted count against its ground truth as well as its accuracy in Mean Absolute Error (MAE) and 

Mean Squared Error (MSE). The back-end will be using a neural network model based on the 

Single-Image Crowd Counting via Multi-Column Convolutional Neural Network (Zhang, et al., 

2016) and is developed through the PyTorch framework, an open-source machine learning library. 

The model will be trained using the Mall Dataset and the Adam optimization algorithm. The 

trained model has an accuracy of 2.45 in MAE and 9.72 in MSE when tested using the Test portion 

of the dataset. The front-end is developed from scratch using the PyQT5 toolkit and QtDesigner. 
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CHAPTER 1 : INTRODUCTION 

 

1.1 Problem Statement and Motivation 

During the development and testing of a neural network model, the developer has to create 

a separate file to test its accuracy which takes a lot of time during the development. Furthermore, 

there is rarely a graphical user interface (GUI) for it too, making the developer harder to infer the 

output data from the tests. 

As a result, this project could help expedite the development by creating a ready-to-use 

system that could take in the parameter file, ground truth comma separated value (CSV) file and 

image files to output it’s estimated density map, estimated count and a graph analysis of its 

accuracy as well as the accuracy in Mean Absolute Error (MAE) and Mean Squared Error (MSE). 

Not only that, once the development is complete, the system can also be used as a 

standalone system to calculate the crowd count. 

The motivation for this project is to enhance my programming skills in Python and also catch a 

glimpse of the development of deep learning specifically the convolutional neural network amidst 

the expansion of Industrial Revolution 4.0. This project will also serve as proof to would-be job 

providers that I have the ability and motivation to learn something new. 

 

1.2 Objectives 

 The objectives for this project are to train a neural network model to estimate the number 

of people within crowd using the PyTorch framework. The neural network that will be used is 

called MCNN developed by (Zhang, et al., 2016) but modified to implement batch normalization 

within the neural network as well. The dataset that will be used to train the said model is the Mall 

Dataset, an annotated dataset that has the coordinates of the heads of the people in the images and 

are marked and stored in a .mat file. The image dataset is then applied a gaussian kernel filter to 

create a ground truth density map where it will be fed along with its corresponding images to the 

neural network model for training. 

 

 After training is completed, the model would then create the image’s density map and 

estimate the number of crowds from there. The accuracy of the model would be calculated using 
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the Mean Absolute Error and Mean Squared Error as it is the standard for most of the crowd 

counting algorithms out there. 

 

After that, a GUI will be implemented to communicate with the neural network to help 

facilitate the input of images to be estimated, parameter files and optionally the ground truth file 

for testing. The front-end development will be done using PyQt5 toolkit which will be programmed 

in Python as well. 

 

Objectives 

 Develop a slightly modified MCNN in PyTorch 

 Train with Mall Dataset 

 Develop GUI to facilitate testing and also estimate crowd count 

 Predict set of images with or without ground truth 

 Display a graph between ground truth and prediction 

 Save a data file if need be 

 Predict live video feed 

 

1.3 Proposed Approach 

 The proposed approach of this project is to first create the neural network and train it. The 

development will be done using the PyTorch framework and also Python 3. Also, the practice of 

object-oriented programming will also be used throughout this project. 

 

 

Figure 1-3-1 Gaussian Density Map Formation 
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Figure 1-3-2 How train.py utilizes dataloader.py and model2.py together 

 The neural network structure will be stored in model2.py, the code that will feed the image 

data will be stored in dataloader.py, the code to create the ground truth density map will be stored 

in gaussian.py and the file to train the neural network will be called as train.py. 

 

 Once the training of the neural network is complete and tested successfully, the 

development of the front-end can be initiated. 

 

 

Figure 1-3-3 Sketch of the GUI 
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 The overall design of the GUI will be done using QtDesigner to help expedite the 

development time. After that, the GUI has to be connected to methods that will communicate with 

the neural network to form a working system that could estimate the crowd count and also, test the 

neural network for its accuracy. 

 To display the graphs and also the density map, the matplotlib Python library is used to 

visualize the tensor data.  

 

Figure 1-3-4 How the system files work with each other 

 The user interface design will be stored in newui.py which will contain the GUI and also 

methods related to it. The methods that will help communicate with the GUI and the neural 

network structure however will be stored in functions.py for ease of development. 

 

 The overall code structure of this project will be split into several Python scripts for 

simplicity’s sake. Moreover, the Pytorch structure is object-oriented based which makes 

developing the model much easier. 

 

 gaussian.py – responsible for creating the ground truth density map 

 dataloader.py – contains the Dataset class needed. 

 model.py – contains the Network model class needed. 

 train.py – responsible for implementing the Dataset and Network class together and 

train said model 

 functions.py – contains methods that uses the neural network. 
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 newui.py – main file to contains the UI and methods that calls methods from 

functions.py.  

 

1.4 Highlight of What Have Been Achieved 

 

 

Figure 1-4-1 Graph between Prediction and Ground Truth 

 

Figure 1-4-2 MAE and MSE of the trained neural network 

 The neural network that was trained achieved an accuracy of 2.45 in MAE and 9.72 in 

MSE when tested using the Test portion of the Mall dataset as show on the figure above. 
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Figure 1-4-3 System displaying estimated density map 

 

Figure 1-4-4 System displaying estimated crowd count and graph analysis 

 The front-end on the other hand, is also able to select the parameter file for the network 

and also, select multiple images to be displayed and viewed individually. Then, it could provide 

the estimated density maps of the image and also calculate the prediction of the crowd count by 

displaying the data in the log below. If needed, the predict button can also save those data into a 

csv file if the checkbox is ticked. 
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Figure 1-4-5 System displaying estimated crowd count without ground truth 

 The system can also predict without the ground truth file should it be unavailable for the 

images. Not only that it can also collect a live surveillance feed from a webcam to estimate the 

crowd as show in the figure below. 

 

Figure 1-4-6 System displaying estimated crowd count of video feed 
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1.5 Report Organization 

This report is organized into 6 chapters, which are as follow: 

 Chapter 1: Introduction 

 Chapter 2: Literature Review 

 Chapter 3: System Design 

 Chapter 4: System Implementation 

 Chapter 5: System Evaluation and Discussion 

 Chapter 6: Conclusion 

 

The first chapter will be the introduction of this project which includes problem statement and 

motivation, objectives, proposed approach, highlight of what have been achieved, and report 

organization.  The second chapter is the literature review of the project, mainly about the neural 

network developed in the past and its strengths and weaknesses between them. The third chapter 

is reviewing the design of the system and how both front and back end of the system communicates 

with each other. The fourth chapter is discussing about how the whole project went out and what 

were the outcome and the project timeline. The fifth chapter is discussing about the testing of the 

system and ensure that it is in working order and also discusses about its disadvantages. The final 

chapter will be about the conclusion of this project, problems encountered, some personal insights 

as well as what future work could be done to this project. 
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CHAPTER 2: LITERATURE REVIEW 

Over the past years, numerous works have been done to solve the problem of crowd-

counting as well as estimating crowd density using deep learning methods. In fact, there are 

numerous approaches that are proposed to achieve a successful crowd count. To make things 

simple, the methods are divided into three: Detection-based, Regression-based and Machine 

Learning based. 

 

 

Detection-based Methods 

Detection methods are one of the earliest ways to count crowds. It is usually based on 

detecting an object in a monolithic form or based on a part of the human bodies. 

In one study (Kong, et al., 2006), they developed a method to count the amount of people 

in a crowd from a single camera. Their method also considers feature normalization to deal with 

perspective projection and camera orientation. Not only that, instead of using simple features such 

as blob pixels or a summation of edge, feature histograms are adopted. With those two aspects, 

their system is trained to be viewpoint invariant and can be deployed with minimal setup. (Kong, 

et al., 2006) However, there is a lack of overcrowding in the training data which might cause some 

difficulties in counting in people in a dense crowd. 

On the other hand, Dalal & Triggs (2005) developed a method that is based on assessing 

well-normalized local histograms of image gradient orientations in a dense grid whereby the local 

object appearance and shape can often be characterized quite properly by the distribution of local 

intensity gradients or edge directions even without precise knowledge of the corresponding 

gradient or edge positions. To implement this, they segment the images into several parts in which 

they called it as “cells” where each of them accrues a local 1-D histogram of gradient directions 

over the pixels of the cell. In that study, their method relies on a monolithic detection where a 

human body is detected by encircling them with a rectangular outline as shown in Figure 2-1. 

Figure 2-1: Sample images from their human detection database. (Dalal & Triggs, 2005) 
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Monolithic detection works great on a sparse crowd as it can easily detect out each 

individual person out but unfortunately, it does not produce great results in a dense crowd as most 

of the people are severely hindered by occlusions. A remedy to this would be a part-based detection 

where a certain body part is detected instead of the whole. 

Like the method stated previously, Li, et al. (2008) method also utilizes Histograms of 

Oriented Gradients based detection but instead of the whole body, it only detects from the head to 

the shoulder as shown in Figure 2-2 and not only that, it also combines a Mosaic Image Difference 

based foreground segmentation algorithm to provide an accurate estimation of crowd counting in 

a given area. 

Figure 2-2: Omega salient feature (left), sample images used in training set (right) (Li, et al., 

2008) 

 However, even with part-based detection method, it can still fall prey to generating 

inaccurate counts when the crowd gets denser but at least not as easily as compared to monolithic 

detection. 

 

Regression-based Methods 

Regression-based methods are another form of detecting object. Where detection-based 

methods falters, regression-based methods shine. One of the major performance issues in 

detection-based crowd counting is when it tries to crowd count in images captured with low 

resolution as well as dense crowds and this is where this method performs better. 

With that said, since this method focuses on the global characteristics of the crowd, it 

usually fares more well than traditional detection-based methods. This method usually learns a 

mapping between global and local features of an image that were extracted by operators, such as 

Scale-invariant feature transform (SIFT) and Local Binary Pattern (LBP). (Miao, et al., 2019)  
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For instance, Chan, et al. (2008) developed a system that counts the number of people 

walking in each direction while preserving their privacy with a Gaussian process regression. First, 

they segment the video into crowd regions that are moving in different directions by adopting the 

mixture of dynamic textures sequentially. Then, before the mixture models undergo feature 

extraction, Chan, et al. (2008) considered the effects of perspective as objects that are closer to the 

camera will appear larger which will cause any feature extraction from a foreground object to 

account for a smaller portion of the object when compared to the one extracted from an object that 

is further away. So, the video segments have to be normalized in a perspective manner before 

extracting features. Finally, a Gaussian process (GP) regression is used to regress feature vectors 

based on the number of people in each segment to count the total people in the crowd. A summary 

of this process is shown in Figure 2-3. 

Figure 2-3 Outline of Process (Chan, et al., 2008) 

Unfortunately, this method does come with a drawback. The spatial information of the 

people in the crowd is omitted so locating a specific person would be impossible which ironically 

is one of the objectives of the study as it, as the title of the study suggests, preserves their privacy. 

On another note, there have been studies that incorporate both regression-based methods 

as well as detection based methods. Namely, DecideNet by Liu, et al. (2018) where it can 

adaptively decide which method to use to count in different locations based on its real density 

conditions with guidance of an attention mechanism. The results are profound as it is able to 



Chapter 2: Literature Review 
 

Bachelor of Information Technology (Honours) Computer Engineering 
Faculty of Information and Communication Technology (Kampar Campus), UTAR 

12 
 

provide accurate counts in three different datasets that have different crowd densities. (Liu, et al., 

2018)  

Kumagai, et al. (2018) also proposed a crowd counting method that uses multiple predictors 

that are dedicated to each particular appearance in which they are adaptively selected based on the 

appearances of the target. Unfortunately, this proposed method relies on vague training data and 

because of this, density map should be used to improve accuracy hence, more future work is 

needed. 

However, by integrating both methods at the same time, these method would be 

computationally complex and also time-consuming to do so. 

 

Machine Learning Methods 

With the growing popularity of machine learning in the past years, it is a no-brainer to 

make use of this innovation in crowd counting. In fact, it is one of the more popular methods than 

the hand-crafted methods so to speak. 

 On another hand, another approach was done by (Kanwal, et al., 2018) which involves an 

input coloured image that is converted to an enhanced image format that permits an improved 

feature extraction (the heads as foreground and the rest as background) done with Gaussian 

Mixture Model (GMM), an unsupervised machine learning technique which provides an estimate 

of the crowd density by analyzing blobs through connected components. The framework that they 

designed is divided into two modules where the first one is the foundation of the designed 

infrastructure dubbed as “Training” and the second module (Counting) which is responsible for 

counting by evaluating the output of the first module to estimate the key features in analyzed data. 

The experimental result was profound, it had a success rate of ninety percent, and it only took 

19ms to detect a human in a frame proving its efficiency. (Kanwal, et al., 2018) However, the 

designed system is trained to detect specific features of interest such as the head in a photograph 

with a top-down view and heavily relies on the image resolution at hand. If it had a low resolution 

then, the accuracy drops significantly due to occlusion and clutter scene. Moreover, since the 

system is designed only to detect a part of the body specifically the head, it is very likely that it 

will provide unreliable results due to its shape. 
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Summary 

 With that said, it is without a doubt that proposing a crowd counting method with deep 

learning approach is the wisest choice as it is less time-consuming when compare to other 

approaches as well as not that complex to do so while producing considerable results. 
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CHAPTER 3: SYSTEM DESIGN 

 Before the system can be developed, a neural network needs be trained. For that, 

a dataset has to be prepared. To prepare the dataset for the neural network, images from the dataset 

must be fed into a gaussian filter to create a density map in the form of NumPy array. 

For this, gaussian.py is used where the annotated coordinates of the people’s head in the image are 

applied a gaussian filter and the resulting map is saved as an .npy file. 

 

Figure 3-1 Gaussian Density Map Formation 

 Once the ground truth density map is created, the training of the neural network can begin. 

First off, the dataset class from Pytorch is overridden in dataloader.py as the Mall Dataset is not 

native to PyTorch. This is where the images including the density maps are downsampled due to 

the use of MaxPool2d within the neural network so the getitem method needs to be overloaded. 

Dataloader.py is responsible for retrieving the images from the Dataset and feeding it into the 

neural network to be used for training. 

 Then, the neural network is located in the model2.py, the neural network structure is similar 

to the neural network structured mentioned in the paper by (Zhang, et al., 2016) except an 

additional layer of batch normalization (BatchNorm2d) is added after the first convolution 2d 

(Conv2d) layer for each of the neural network column. 

 

Figure 3-2 Code snippet of the neural network model 
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Figure 3-3 How train.py utilizes dataloader.py and model2.py together 

 Finally, the neural network can be trained using train.py. This file will call and initialize 

both the classes within the dataloader.py and model2.py. The neural network is then made to be 

processed by the GPU instead of the CPU. The loss function used here is the MSELoss from the 

PyTorch library and the optimizer that is used is the Adam optimizer with a learning rate of 

0.00146 and AMSGrad set as enabled. Then, the dataloader for testing and validation with a batch 

size of 16 is initiated. If the GPU has Tensor cores present, the training time can be expedited using 

PyTorch’s native automatic mixed precision function which in this project’s case, is used. The 

neural network then trains with the training dataset and then validated using validation dataset to 

evaluate the loss and accuracy. This iteration repeats until either a sufficient accuracy is reached, 

or the set amount of epoch has reached. The network parameters are saved every time the neural 

network achieves a lower loss. Finally, the neural network is then given an input within the dataset 

that it has never seen before during training to calculate its true accuracy. 

 

 Once the neural network training and testing has been completed, the development of the 

GUI can be completed. By using QtDesigner, the construction of the GUI can be expedited by 

simply dragging and dropping the needed widgets into the window. The rough sketch of the 

system’s GUI can be seen in the figure below. 
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newui.py 

The required libraries and imports are shown in the figure below. 

 

Figure 3-4 Code snippet of newui.py 

 

Figure 3-5 Sketch of the GUI 

 Of course, the sketch only has the needed widgets within the GUI and the connections still 

has be done manually. To start adding the connections, the UI file must first be converted into a 

PY file by using the Windows command terminal and entering the following command, with 

default.ui as the UI file name and output.py as the desired output file name as example: 

 

Figure 3-6 Command line to convert .ui to .py 
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Select Parameters Button 

The button once clicked, will open a file dialog for a .param file to be selected. Once selected, the 

.param file directory is saved into the __paramFile variable and a textLabel is modified to show 

which .param file is loaded as shown in the figure below. 

 

Figure 3-7 Image snippet of the system 

 

Figure 3-8 Code snippet of newui.py regarding its connection to method 

 

Figure 3-9 Code snippet of newui.py regarding the aforementioned method 

After that, the buttons for selecting image and turning on video camera is enabled. 

 

 

Select Images Button 

This button is responsible for selecting the images that needs to be processed by the neural 

network. It will also open a file dialog where the files can be selected. After that, the directory of 

the files is saved into an array called __ImageArr.  

 

Figure 3-10 Code snippet of the select image button 
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Figure 3-11 Code snippet of the method connected to select image button 

Once the button is selected, it will enable the Show Density Map and Predict button. It will also 

clear any original file directories within the array for the new one to take its place. If the ground 

truth checkbox is ticked, it will also prompt another file dialog for the new ground truth file to be 

selected. After that, it sets the first image to be displayed onto the system. The images can be 

traversed using the spinbox below the display. 

 

Include Ground Truth Checkbox 

If this checkbox is ticked, it will let the system know that a ground truth file is needed and enables 

the ground truth button for it to open a file dialog to select the ground truth file. 

 

Figure 3-12 Code snippet of the include ground truth checkbox 

The checkbox does not connect to any method but instead uses a lambda function instead where it 

inverses the current settings for the Select Ground Truth (Select .CSV File) button. 

 

Select .CSV File 

This is the ground truth button that was mentioned earlier. Only .CSV files are allowed for the 

system with the first column as the image file name and second column as the ground truth count. 
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Figure 3-13 Code snippet of the select .csv file 

 

Figure 3-14 Code snippet of the method connected to the select .csv file button 

If there are no files selected, it will return without doing anything. If there is a file selected, the 

ground truth array, __GrndTArr is cleared for the new ground truth to take place. 

It will first traverse through the __ImageArr to get the filename and then, it will compare that said 

filename in the .CSV file to retrieve its ground truth and append it to the __GrndTarr array. 

 

Turn On Video / Turn Off Video Button 

Clicking the Turn On Video button, displays the webcam live feed and captures the video image 

and processed by the neural network for it to get predicted. Turn Off Video button will disable the 

webcam and go back to image processing mode. 

 

Figure 3-15 Code snippet of the method connected to the turn on video / turn off video button 
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Figure 3-16 Camera and QTimer instantiaton 

 

Figure 3-17 Camera class 

 

Figure 3-18 Methods responsible for the live video feed functionality 

The video feed is captured as image every 50ms and fed into the neural network for it to get the 

predicted crowd count. 
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By clicking Turn On Video, the countCam method is initiated. It will first read the frame from the 

video feed and then converted to RGB format using CV2 and displayed onto the system. 

A timer of 50ms using QTimer is made and whenever this time reaches, updateCam method is 

called and frame is again read from the video feed and displayed onto the system using the same 

sequence as before but this time, the frame is sent to neural network for it get the predicted crowd 

count. 

By clicking the Turn Off Button, it disables all the camera and timer and reverts back to image 

processing mode. 

 

Show Density Map Button 

Clicking this button will display the current image’s estimated density map in another window by 

calling another method in functions.py. 

 

Figure 3-19 Code snippet of the show density map button 

 

Figure 3-20 Code snippet of the method connected to the button 
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Predict Button 

Clicking this button will predict the selected images and if the ground truth checkbox is ticked, it 

will produce a graph analysis of the estimated count against the ground truth and also, the accuracy 

of the neural network in MAE and MSE. 

 

Figure 3-21 Code snippet of the predict button 

 

Figure 3-22 Code snipper of the method connected to the predict button 

The button will first see if the ground truth checkbox is ticked and if it does, it will run a different 

method in functions.py and if it does not, it will run another method with only the estimation output 

in functions.py. 

If the Save to .CSV is ticked, it will also save the data into a .csv file within a created folder with 

the current date and time. 
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Functions.py 

The required libraries and imports are shown in the figure below. 

 

Figure 3-23 Code snippet of the required libraries and imports 

def predict(images, param) 

 

Figure 3-24 predict method that instantiates the neural network to predict count of crowd images  

When this method is called along with the parameters, it will initiate the neural network model 

with the given images array and the parameter file. A Torch Event timer is also used to calculate 
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the inference time. Note that the network is set into evaluation mode and with that, the images are 

fed into the neural network and the estimated count array is output into e_count. 

The e_count numpy array is then returned as a normal array and the average inference time is also 

returned. 

def predictV(images, param) 

 

Figure 3-25 method of predictV that predicts the live video feed count 

When this method is called along with the parameters, it will initiate the neural network model 

with the given input image and parameter file. A Torch Event timer is also used to accurately 

calculated the inference time. Since the image is already in NumPy array form, no conversion is 

needed, and it is directly fed into the neural network. Even though only one image was input, the 

return is still in array form so that it will remain working with the code that pairs with the previous 

method. The inference time is also return. 
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def estimate_density_map(image, param) 

 

Figure 3-26 estimate_density_map method code snippet 

When this method is called along with the parameters, the neural network model will be initiated 

with the given input image and parameter file. Since it just requires the estimated density map, 

none of the data from dataloader is needed hence, the underscores. When done, it displays the 

density map and returns to the caller. 
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def graph(image, gtArr, param) 

 

Figure 3-27 graph method that displays the graph figure, MAE and MSE 

 When this method is called along with the parameters, the neural network model will be 

initiated with the given input image, ground truth and parameter file. A Torch Event timer is also 

used to calculate the inference time. Note that the network is set into evaluation mode and with 
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that, the images are fed into the neural network and the estimated count array is output into 

e_count. The MAE and MSE is also calculated at every iteration of the images. The graph of 

estimated count against ground truth is also displayed in a window. 

 The e_count numpy array is then returned as a normal array and the average inference time, 

MAE and MSE is also returned. 

 

Overall Design 

 

Figure 3-28 Diagram of how the system works 

newui.py which is the main file gets input of image or video feed as well as the parameter file and 

sends those data into methods located in functions.py which utilizes the dataloader.py and 

model2.py to process using the neural network and outputs back the necessary data such as density 

map or crowd counting prediction into newui.py. 
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CHAPTER 4: SYSTEM IMPLEMENTATION 

Methodology 
 
In this project, the methodology used is called the Software Design Life Cycle (SDLC). The 
process is in a circular motion with 6 steps as shown in the figure below. 
 

 
Figure 4-1 SDLC Process Flowchart 

 
Since the problem has already been identified prior, the next stage would be the Planning stage 

where the necessary requirements need to be found and the expected timeline of the whole process 

is charted. After that, the next stage is the Design phase where a rough outline of the design is 

made and is reviewed thoroughly. When that is done, the development process starts which means 

the coding and research begins. This process would be the one that takes the longest, so careful 

planning is definitely needed beforehand. Next, when the model is all and done, it is then tested 

for any bugs or unintended outcomes. It’s basically the debugging process. At the end of the first 

loop, the model is working but will still need some more fine tuning or updates in the process so, 

the model continues to get worked on at the forthcoming loop until there isn’t much more to update. 

 

Tools 

For this project, the tools that are needed are as follows: 

 A working computer equipped with a CUDA-supported discrete graphics processing unit 

(GPU) 

o Preferably an NVIDIA card with RT cores 

 Zotac RTX 2060 Twin Fan is used for this project 

o At least 16 GB of RAM 

Requirement 
Analysis

Planning

Architectural 
Design

Software 
Development

Testing

Deployment
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o A CPU with at least 4 cores and 8 threads 

 Pytorch machine learning library 

 Python 3 and above 

 Microsoft Visual Studio Code 

o For coding and debugging purposes 

 Package installer for Python 

o Pip is used for this project 

 Several external python libraries 

o scipy – Python library for scientific computing 

o numpy – to be used along with Pytorch 

o matplotlib – to read .mat files or visualization needs 

o pillow – Python imaging library 

o cv2 – OpenCV library for computer vision 

o PyQT5 – GUI toolkit 

o PyQT5Designer – GUI designer tool 

System Performance Definition 

The improvements of the neural network model will be measured in mean absolute error as well 

as mean squared error.  

 

Mean Absolute Error is an evaluation tool used for regression models where the mean absolute 

error of a model in terms of its test set is the mean of the absolute values of the individual prediction 

errors on every instance in the test set. So, the difference between the true value and the predicted 

value for the instance is the prediction error. (Sammut & Webb, 2011) The targeted MAE for this 

model is to be as low as possible. 

 

Figure 4-2 Mean Absolute Error Equation (Sammut & Webb, 2011) 

 

Mean Squared Error on the other hand is also an evaluation tool used for regression models. The 

mean square error of the model in terms of its test set is the mean of the squared prediction error 



Chapter 4: System Implementation 
 

Bachelor of Information Technology (Honours) Computer Engineering 
Faculty of Information and Communication Technology (Kampar Campus), UTAR 

30 
 

on all the instances of the test set. The difference between the true value and the predicted value 

of the instance is the prediction error. (Sammut & Webb, 2011) The targeted MSE for this model 

is to be as low as possible. 

 

Figure 4-3 Mean Squared Error Equation (Sammut & Webb, 2011) 

 

Verification Plan 

To verify that the model is working and accurate, a Python script will be used to measure the 

estimated crowd count by the neural network model against the ground truth which will be the 

actual number of crowds within the test set. From there, the MAE and MSE is calculated. 

 

To verify the GUI, a table of test plan is made to verify that the intended actions are working. 

 

System Overview 

The crowd counting algorithm will be built on a machine library framework called PyTorch. It is 

an open-source library developed by Facebook’s AI Research Lab (FAIR) meant for applications 

such as computer vision and natural language processing. 

 

The model will be based on a neural network published on a paper by Zhang et al. called Single-

Image Crowd Counting via Multi-Column Convolutional Neural Network. The neural network 

has three columns of a neural network that will be fused together at the end as shown in the 

figure below. 
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Figure 4-4 Structure of the proposed Multi-Column Convolutional Neural Network (Zhang, et 

al., 2016) 

 

However, in comparison with the paper, the model in this project will be trained with the Mall 

Dataset instead of the Shanghai Tech Dataset and will be fine-tuned for a much sparser crowd as 

counting a dense crowd would require much more knowledge and research than a typical 

bachelor’s degree student would have. 

 

Beforehand, the dataset that I will be using is annotated with coordinates of each of the person’s 

head in the instances of images within the dataset so that a ground truth of the actual number of a 

person is given. Then, these set of images are then applied with a gaussian kernel filter where the 

people’s head are located at to develop a density map ground truth for the neural network to work 

with. 

 

 

Figure 4-5 Example of the ground truth density map 
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Then, the dataset is then split into three groups, Training, Validation and Testing. The Training 

group are the ones that will be fed into the neural network for training and the Validation group is 

there so that the neural network model is not overfitted with the training dataset. To put in simpler 

terms, overfitting is when a neural network model is modeled with the training data excessively. 

The minor and incessant details of the training data are picked up and learned as concepts by the 

model where these concepts are not present or are irrelevant with new data and thus, hampering 

the model’s ability to generalize. (Brownlee, 2019) Once the training is done or when there aren’t 

many changes after each epoch, the model is then tested with the Testing data which it has never 

seen before to measure its accuracy. The image datasets will be fed as a single image instead of 

splitting the images as the crowd in the images are very sparse. 

 

Back to the neural network model, according to the paper, it contains three parallel CNNs 

in which their filter contains the same network structure, but layers of batch normalization is added 

on each CNNs. (Zhang, et al., 2016) This CNN is using a 2 x 2 region max pooling to reduce the 

computations needed by the GPU and so the dataset would need to be down sampled beforehand. 

As for the activation function, which is what determines whether the neurons within the model are 

activated based on the calculated weighted sum and bias, Rectified Linear unit (ReLu) is used. 

This is because they are much more efficient, generalizes better and converge faster for deep 

learning networks such as this. (Zeiler, et al., 2013) Also, the optimizer used for this model is the 

Adam optimization algorithm which is already built into the Pytorch library. As mentioned before, 

to measure the accuracy of the trained model, MAE and MSE is used. 
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Figure 4-6 Image of the system 

The steps to use the system is simple. First, the user has to select the parameter file by click 

the Select Parameters button. The text will confirm which parameter file was loaded. Then, the 

user has to select the images that they wish to predict the crowd count. If they so wish to have a 

ground truth, they can tick the check box on the left and then, selecting the ground truth file by 

clicking the Select .CSV file. 

After that, the user can click the show density map button to display its estimated density 

map if needed. Then, the user can predict the set of images by clicking the predict button. After 

that, the images will be fed into the neural network and the output of the estimated crowd count is 

displayed into the log below along with the mean inference time as well as the total duration. 

To set into video feed mode, the user only has to click the Turn On Video button and it will 

start estimated the crowd within the video by capturing images every 50ms. To return to image 

processing mode, the user only has to click the Turn Off Video button. 

The system is designed to be used as easy as possible. 
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Timeline 

 

Figure 4-7 Gantt Chart of the timeline 

 

 

During the middle of May, the planning of the project development had started. An outline of 

possible tools to use was made and after the planning was made, research was undergone until 

close to end of June. During this research period, the documentation for PyQT5 was studied and 

practiced as well. Then, the prototype production began until middle of July where the skeleton of 

the system was made. After that, testing began, and any bugs found were fixed. Then, the system 

was implemented using the Mall Dataset images and found to be working great with surveillance 

style images. Finally, on early of August, the documentation of the project was made. 
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CHAPTER 5: SYSTEM EVALUATION AND DISCUSSION 

 

Test Case 

Test Case Test Description Expected Result Status 

Select Parameter 1. Click “Select Parameters” 

Button 

2. Select .param file 

3. Click “Open” 

Selected 

parameter file 

will be loaded 

and shown on 

GUI 

PASS 

Predict Images 1. Click “Select Parameters” 

Button 

2. Select .param file 

3. Click “Open” 

4. Click “Select Image(s)” 

5. Select images 

6. Click “Open” 

7. Click “Predict Button” 

Estimated count 

and mean 

inference time 

will be displayed 

on the log below. 

PASS 

Predict Images 

with  

Ground Truth 

1. Click “Select Parameters” 

Button 

2. Select .param file 

3. Click “Open” 

4. Click “Select Image(s)” 

5. Select images 

6. Click “Open” 

7. Tick “Include Ground 

Truth” checkbox 

8. Click “Select .CSV file” 

button 

9. Select .CSV file 

10. Click “Select Open” 

11. Click “Predict Button” 

Estimated and 

Actual Count and 

mean inference 

time will be 

displayed. 

A graph between 

predicted and 

ground truth will 

also be displayed. 

PASS 
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Predict Images 

with data saved. 

1. Click “Select Parameters” 

Button 

2. Select .param file 

3. Click “Open” 

4. Click “Select Image(s)” 

5. Select images 

6. Click “Open” 

7. Tick “Save to .CSV” 

Button 

8. Click “Predict Button” 

Estimated count 

and mean 

inference time 

will be displayed 

on the log below. 

A folder with the 

current date and 

time will be 

created and inside 

it will have the 

.CSV data file. 

PASS 

Predict Video 

Feed 

1. Click “Select Parameters” 

Button 

2. Select .param file 

3. Click “Open” 

4. Click “Turn On Video” 

5. Click “Turn Off Video” 

after 5 seconds. 

When video is 

turned on, the 

displayed video 

will have the 

predicted crowd 

count. Upon 

turning video off, 

will return to 

image processing 

mode. 

PASS 

Show Density 

Map 

1. Click “Select Parameters” 

Button 

2. Select .param file 

3. Click “Open” 

4. Click “Select Image(s)” 

5. Select images 

6. Click “Open” 

7. Click “Show Density 

Map” 

An estimated 

density map of 

the image will be 

displayed on 

another window. 

PASS 

Table 5-1 Test Plan of the System  
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Discussion 

 As of the completion of this project, the system does have its up and down. It has the ability 

to take in only 24-bit images and does not have exception handling if the ground truth file does 

not have the necessary ground truth for the one of the selected images. Furthermore, the video feed 

is only taken on the second webcam device of the computer. With that in mind, the system lacks 

any ability to tweak the settings on the front-end so therefore any settings such as changing the 

video feed source to the first webcam device will need to be made on the back-end of the system. 

 

 What the system can do best however, is able to get input of images and help feed it into 

the neural network for it to get the prediction count as well as a graph analysis if the ground truth 

is given. The live video feed feature is also able to get estimated crowd count as the system is able 

to capture images of the video and send it to the neural network. 
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CHAPTER 6: CONCLUSION 

Project Review 

 Upon completion of this project, all the objectives have been met. The system is able to 

predict images as well as live video feed and also display a graph to compare the prediction and 

the ground truth if the latter is available. Not only that, but it has also the option to choose the 

parameter files for the network so that the neural network can be tweaked in the future. The system 

is also able to traverse the selected images to be viewed. 

 

 When studying the documentation for the GUI toolkit, PyQt5, it took me awhile to get to 

know how the widgets really work and what’s their intended use. The object-oriented 

programming practices within Python is also something that I have learned throughout this project. 

Regarding the neural network, it is still something that still fascinates me and the community 

around it is very helpful. 

  

 With that said, this system could prove to be useful to users that are keen on learning how 

neural network works specifically the convolutional neural network and what possibilities it could 

entail in the future. With the live video feed feature, one can also monitor their surveillance feed 

to estimate crowd counts around their area. 

 

Future Work 

 As mentioned in the previous discussion, there are some future works that could be done 

with the system. The ability to train and test neural networks will be an interesting addition to the 

system as it will allow a user to train the neural network from the get-go. 

Furthermore, the system will also benefit from a front-end settings tweaking feature so that the 

users can choose which webcam to use, which neural network model to choose and also what kind 

of image types to allow based on their liking. 

 The system can also benefit from multithreading as well as utilize multiple GPUs at the 

same time which opens up a larger neural network model for the system and an even larger dataset. 

With multithreading, the system will be able to predict more than one video feed if need be but 

even then, that feature has to be implemented first.
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2. WORK TO BE DONE 
 
Develop sketch GUI and plan system capabilities. 
 
Neural network needs further fine tuning. On hold for GUI development for now. 
 
 
 
3. PROBLEMS ENCOUNTERED 
 
Neural Network giving NaN output. Might have something to do with dataset input. 
 
 
 
4. SELF EVALUATION OF THE PROGRESS 
 
Need more time on reading documentation. 
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1. WORK DONE 
 
Developed sketch of the GUI and it’s first and foremost capabilities. 
 
Neural network finally gives accurate result on Test dataset. 
 
 
 
 
 
 
 
 
 
 

2. WORK TO BE DONE 
 
Connect GUI with Neural Network through functions. 
 
Set up Dataloader to work with GUI as well. 
 
 
 
3. PROBLEMS ENCOUNTERED 
 
Documentation of the toolkit is messy. Too much deprecated methods still listed inside. 
 
 
 
4. SELF EVALUATION OF THE PROGRESS 
 
Still need more time with GUI documentation. 
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1. WORK DONE 
 
System can finally send input images to neural network but buggy at the moment. 
 
Dataloader can somewhat work with the input images. 
 
 
 
 
 
 
 
 
 
 

2. WORK TO BE DONE 
 
Fix bugs regarding input images 
 
Add additional functionalities. 
 
 
 
3. PROBLEMS ENCOUNTERED 
 
Input images giving wrong tensor channels into neural network causing errors. 
 
 
 
4. SELF EVALUATION OF THE PROGRESS 
 
More work needs to be done. 
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1. WORK DONE 
 
System can finally work with input images but only with 24-bit color. 
 
System can display density map of the image. 
 
 
 
 
 
 
 
 
 
 

2. WORK TO BE DONE 
 
Add additional functionalities such as ground truth comparison. 
 
 
 
 
 
3. PROBLEMS ENCOUNTERED 
 
Re-selecting image files will cause errors of index of arrays being out of bounds. 
 
 
 
4. SELF EVALUATION OF THE PROGRESS 
 
Bugs need to be fixed as soon as possible and maybe try adding more functionalities. 
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1. WORK DONE 
System can change parameter files, estimate images from set of image files or video feed. 
 
Fixed some known bugs, developed test plan for system as well. 
 
Minor UI update to system. 
 
 
 
 
 
 
 
 
 

2. WORK TO BE DONE 
 
Report needs to be done. 
 
 
 
 
 
3. PROBLEMS ENCOUNTERED 
 
Functionalities giving errors once in a while but already fixed. 
 
 
 
4. SELF EVALUATION OF THE PROGRESS 
 
System is completed. 
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