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ABSTRACT 

 

In Malaysia, the prevalence of blindness for all ages has an average of 1.2%. People with vision 

impairments have difficulty recognizing objects through a vision in daily life, especially for 

some principal daily used objects such as a banknote. The braille feature on top of the 

banknotes becomes unusable in its tactile form after a brief usage circulation. Nevertheless, the 

existing currency recognizer is inefficient and not able to identify Malaysia currency. In this 

project, a mobile application based on recognizing currency has been developed using deep 

learning transfer learning techniques. The pre-trained deep learning model, MobileNet V2 

utilized to transfer learning on our detection model. One hundred images of each value of 

Malaysia currency were collected as the dataset for training the model. The output lightweight 

model from the training process deployed on the mobile application. The mobile application is 

designed with vision-friendly features embedded into the mobile application through Android 

studio. Embedded features include vibration notification, real-time scanning on a phone 

camera, and real-time result voice feedback. Our system reached a mean average accuracy of 

97% and average inference time of 0.06 second on detecting the currency. In conclusion, we 

bring a Malaysia banknotes recognizer mobile application in more accessible and more 

accurate ways. 
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Chapter 1: Introduction 

 

1.1 Background Information  

 
At least 2.2 billion people worldwide suffer from vision deficiency or blindness, with at least 

1 billion of those suffering from a vision impairment that might have been avoided or that has 

yet to be addressed (World Health Organization, 2019). Disability for a person who loses their 

vision, also known as vision impairments, is a decreased ability of vision from eyes and, when 

it comes to worse, will be vision loss, which means the total blind. In real life, people who 

cannot see through their own eyes face many challenges that we have never imagined.  

One of the essential objects that we will be using for our daily life is money. Imagine as an 

average person when purchasing or buying some stuff will be checking on the correct amount 

of money before hand out to the receiver. However, for blind people, it might become a 

challenging task to differentiate the money. In order to let the blind people, recognize the 

money, some innovations such as a money identification card have been made, but it requires 

much training to use the tools such like measurement tools (Tom, 2019).  

With the evolving of technologies in information technologies, we can make use of it to help 

the blind people life becomes easier to develop a mobile application with money recognize 

function. The progress to identified involve of computer vision with deep learning. Our input 

data will be the image of the fourth series Malaysia dollar, which is RM1, RM5, RM10, RM20, 

RM50, RM100 (Malaysia Bank Negara, 2020). The output will be the text to speech voice to 

notify the user what the amount of the currency is.  

The algorithm to evaluate the image will be using a deep learning object detection technique 

to train the model. The process of building a model will be breaking down into few parts, which 

is getting and pre-processing data, defining the model architecture, selecting the training model, 

and estimating performance. Accessibility is referring to a way that user’s access to the product, 

services, or devices. It always the concern, especially when the technologies keep evolving. A 

software application or website which practices inaccessibility will make them usable by many 

folks as attainable. The idea of building software with user-friendly is essential, but on the other 

hand, it also needs to consider the users who have a disability such as vision impairments. 
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1.2 Problem Statement and Motivation 

 
People with vision impairments are having difficulty recognizing banknotes. In daily life, 

especially for some principal daily used objects such as a banknote, it’s hard to let a visual 

impairment recognize the banknote. Although Malaysia banknote has a braille feature, it is not 

sufficient for blind people to recognize the banknotes. Many who do not understand braille can 

have difficulty distinguishing between different Malaysian banknotes. The braille deteriorates 

at an alarming rate. After only a brief period in circulation, money labelled with Braille 

becomes unusable in its tactile form (Maurer, 2007). 

Recognizing banknotes even challenging for people who not born with blind. An 

individual born with a vision impairment has an incredible sense of recognizing objects with 

sensory substitution through their hand might be recognize banknotes through braille feature, 

but some individuals who are not born with vision impairments might need time to make their 

sensory substitution for vision (Palm, 2012).  

Current banknotes recognition-based application unable to guide blind users in 

identifying the notes hence, it lacks in terms of effectiveness. mobile applications nowadays 

were not aware of accessible by visual impairment, leading them out of touch to the 

environmental changes (J.Thomas, 2019). Developing a mobile application that is user friendly 

for visual impairment to enable identification of banknotes with ease. 

 

1.3 Project Scope 

 
This project aims to develop a mobile application on android with a function to recognize 

banknotes. This project involves a deep learning technique used to train a detection model to 

recognize each banknotes class. A well-trained light model will be developed to deploy on the 

android application with required lower computational power. Next, the application will build 

with user-friendly for visual impairments users. The main focus for the prototype application 

will perform real-time capture and let the machine learning model recognize and feedback the 

result with voice. 
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1.4 Project Objectives 

 
RO1: To study the problem of blind users in recognizing currency note in Malaysia 

In this project, the first objective is to study the problem of blind users in recognizing currency 

notes in Malaysia and research regarding the ways blind users acknowledge the banknotes.  

 

RO2: To propose a currency classifier on the mobile application using deep learning 

technique 

The second objective, we proposed a currency classifier on the mobile application using a deep 

learning model Mobile Nets v2 to recognize the banknote in real-time. We aim to train a well-

defined recognition model compatible with Malaysia banknotes properties. This project study 

on Malaysia banknotes RM1, RM5, RM10, RM20, RM50, and RM100. Hence the detection 

model will build with a lightweight framework using TensorFlow lite. With TensorFlow, the 

lite model will have better performance and fewer binary files suitable for mobile applications. 

The proposed mobile application will be user-friendly for visual impairment. The design of the 

architecture of the mobile application will be accessible for visual impairment. Vision 

impairments are facing the main challenge that cannot have a clear vision when using a 

smartphone. Physical feeling and hearing are the channels they get in touch with when using a 

smartphone. The consideration support design, such as voice-feedback, application vibration 

indicator, voice feedback navigation. 

 

RO3: To validate the proposed application with performance and actual users. 

The third objective is to validate the detection performance to the experience of the actual users. 

The accuracy of the model will be defined at the library within TensorFlow. The proposed 

application will validate from detection performance to the experience of actual users. 
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1.5 Impact, significance and contribution 

 
We developed a banknotes recognition application to help visual impairments have an easier 

way to recognize the banknote from this project. The mobile application will be lightweight 

and low latency on mobile devices. Nevertheless, accessibility is one of the main points that 

will focus on this project. In this era, the smartphone has become the most daily used object, 

and most importantly is the mobile application designed to run on it. We often not aware that 

those applications are served for the regular users and those who had visual impairments. Hence, 

this application will be more user-friendly to those with visual impairments to better assess the 

application.  

In real life, people who cannot see through their own eyes face many challenges that we have 

never imagined. One of the essential objects that we will be using for our daily life is money. 

This proposed application allows the visual impairments to recognize the banknotes by just 

moving the camera direct to the banknotes. The application shall feedback the actual value of 

the banknotes. Nowadays, smartphones are common, and using this application allows users to 

be the second eye to visual the banknotes. 
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Chapter 2: Literature Review 

 
In this chapter, past studies on classification techniques as well as existing application on 

recognizing banknotes are focused on between year 2014 to 2020. We reviewed on the 

classification techniques that we applied in our project. Deep learning is a subset of machine 

learning that have more than three layers of neural network. These neural networks aim to 

imitate the activity of the human brain by allowing it to learn from enormous amounts of data, 

albeit they fall far short of its capabilities. Deep learning eliminates some of the data pre-

processing that machine learning generally entails. These algorithms can ingest and interpret 

unstructured data such as text and photos, as well as automate feature extraction, which reduces 

the need for human specialists. (IBM Cloud Education, 2020) 

 

2.1 Literature Review on Bank Notes Classification Approach 

 

A proposed system approach for currency recognition is based on an image processing 

technique and a ROI extraction method (Semary et al., 2016).  In this paper, a general 

framework has been completed for identifying paper banknotes, which include six main stages. 

First stages, image acquisition, the images will gather from the digital camera as an RGB image. 

The images converted into grayscale with a constant intensity value of 1/3. In the second stage, 

the images going through the pre-processing process by using the gaussian blur technique to 

remove the noises on the images. Third stages, the images convert to binary vision with black 

and white intensity values to extract the background of the currency paper. The fourth stage, 

modified and adjust the brightness of the image by using histogram equalization. Fifth stages, 

images resized to a dataset height by using ROI (Region-Of-Interest) extraction. The final 

stages, cross-correlation function, are used to measure the similarity of the images. This 

proposed framework applies on 120 test images (20 samples for each data) and reaches an 

average 89% accuracy under the MATLAB system.  

Jegnaw and Yaregal proposed a software and hardware solution for the Ethiopian paper 

currency recognition system (Fentahun Zeggeye and Assabie, 2016). Image acquisition, 

denomination, and verification on the currency are the main steps embedded in this system. In 

the currency image acquisition phase, the image is captured by the scanner and digital camera 

to extract the features to manual check the genuine of a banknote. Currency denomination is 

achieved by pre-processing images, extracting characteristic features, and classified based on 
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the extract features. Image resize and enhancement to achieve the desired images before 

extracting the features from the banknotes. The feature sets extracted from the bank notes are 

the dominant colour, the dominant colour’s distribution, the Hue value, and speeded up robust 

feature (SURF). The classification is divided into four phases based on the extracted features, 

which is the dominant colour in RGB format, dominant colour distribution, Hue value 

definition. The HSV colour model describes a colour space in terms of three constituent 

components during the hue value phase: hue (colour type), saturation (intensity of particular 

hue), and value (brightness of the colour). The hue value difference in the Ethiopian paper 

currency is not more than seventy-five compared to the hue value between the standard images 

and test images. At the SURF matching phase, SURF features extracted out from the images. 

Five steps to accomplish the process are finding the interest points, selecting the most vital 

points, constructing feature vectors or descriptors, matching features, and calculating match 

percentages. At the currency verification phase to enhance the input banknotes' genuine value 

after the classification on the banknotes. In this validation, steps are using ROI localization, 

binarization, morphological closing, morphological area opening, and counting the objects to 

verify the thin strip and wide strips on the Ethiopian banknotes. This framework uses the 

MATLAB tool for the development environment and achieves an average domination rate of 

90.42%, but the domination rate will decrease between 80% to 90 % for old notes. 100% 

accuracy to reject the counterfeit banknotes.  

Next, a banknote recognition from image based for visually impaired are proposed (Jasmin 

Sufri et al., 2017). The general frameworks include four steps: data collection, feature 

extraction, classification and performance evaluation. RGB extraction performs by using 

MATLAB. The K-NN and DTC were optimized using ten-fold cross-validation, while the most 

negligible cross-validation loss was considered. A confusion matrix to present the performance 

of the DTC and K-NN model. The overall result of both models archived 99.7 accuracies. one 

of the class values of fifty is causing the inaccuracy in the result. Decision Tree Classifier (DTC) 

and k-Nearest Neighbours (k-NN) for recognizing each class of banknote. The optimized DTC 

with a height of three and a leaf size of twenty-one. 

 In this research, Aljutaili had proposed a Speeded up Robust Scale-Invariant Feature 

Transform (SR-SIFT) currency recognition algorithm to merges the advantages of Speeded up 

Robust Features (SURF) and Scale Invariant Feature Transform (SIFT) algorithm to enhance 

the feature detection on the currency (Aljutaili et al., 2018). There are five steps in the SR-
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SIFT algorithm: Acquisition the input image, SIFT filter edge, interest point detection, detect 

SURF features, and locate the matching point. From the algorithm, the performance evaluation 

by the distribution of the best key points (BKP). The proposed SR-SIFT algorithm gives better 

performance than the SIFT and SURF algorithms. It improved the distribution of BKP on the 

currency's surface area and reduced the average response time, particularly with a small and 

minimum number of BKP. It also improves the precision of the accurate BKP distribution at 

the currency edge. Although SR-SIFT has a strong power to extract the features from an object 

but in different banknotes have a different approach.  

In Shubham and Shiva study, they proposed a deep learning-based technique for identified 

Indian currency. Mobile net a deep learning architecture used in their research and achieved an 

accuracy of 96.6 percent (Mittal and Mittal, 2018). Multiple machine learning approaches were 

used to test the accuracy of banknote recognition (Sufri et al., 2019). In the first stages, an input 

image with the focal length being manually clipped in the different sections by 

TrainningImageLabeler. The features extracted from the images are the colour features RGB 

with average intensity value. Machine learning models such as k-Nearest Neighbour (KNN), 

Decision Tree Classifier (DTC), Support Vector Machine (SVM), and Bayesian Classifier (BC) 

are used to recognize the banknotes. In the second stage, AlexNet model a deep learning 

approach test with four databases. For both stages, performance evaluation using the cross-

validation in a confusion matrix. The SVM and BC's machine learning approach achieves an 

accuracy of 100%, K-NN and DTC achieve an accuracy of 99.7% accuracies. Alex.net achieve 

an accuracy of 100% on a different oriented database.  

In Alvin, Rhowel, Nino, Honetlet and Estrelita study, they proposed a deep learning object 

detection technique to detect the Philippine bill and applied it on the Raspberry Pi 4 devices 

for recognition. The deep learning model used is mobile net v2 quantized. The testing accuracy 

from the research reaches 86.3% (Alon et al., 2020). In Ali, Mahir, Faisal, Soumik, Marium 

and Saiful study, they research the lightweight deep learning architecture that recognizes of 

Bangladeshi Banknotes. The transfer learning techniques used in the study. The finding from 

this study suggested that the MobileNet reach accuracy of 100% and NASNetMobile reach 

97.77% that can easily be deployed on IoT devices for practical use (Linkon et al., 2020). 

Several deep learning techniques were applied to classified India Banknotes by Suyash. The 

deep learning model used includes EfficientNet, Xception, VGG 16, ResNet, MobileNet, VGG 
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19, Inception V3, which achieved 82.03%, 43.18%, 41.19%, 74.51%, 91.87%, 71.86%, 

81.43% respectively (Mahesh Bahrani, 2020). 

Table 2.1: Comparison between the past research on classification on banknotes. 

 

Author & Year Study Findings Limitations 

Semary et al., 

2015 

 

The study is about 

using machine 

learning approaches 

with ROI technique 

on Egyptian 

banknotes. 

 

Reach average 

accuracy of 

89% 

Dataset used are small that 

will be limited the 

inference performance and 

the differences on the 

dataset. 

Fentahun 

Zeggeye & 

Assabie, 2016 

The study is about 

using machine 

learning approach 

with SURF technique 

on Ethiopian 

currency. 

 

Reach average 

accuracy of 

90.42% 

Differences on the dataset. 

Jasmin Sufri1 et 

al., 2017 

The study is about 

using machine 

learning approach 

with K-NN and DTC 

model on Malaysia 

banknotes. 

 

K-NN: Reach 

accuracy of 

99.7% 

 

DTC: Reach 

accuracy of 99.7 

The accuracy is high and 

might facing overfitting issue 

and not the architecture not 

suitable deployed on mobile 

application. 

Aljutaili et al., 

2018 

The study is about using 

the machine learning 

approach with speeded 

up robust scale-invariant 

feature transform 

technique. 

 

Better than SIFT The proposed algorithm 

applied with not stated which 

banknotes is focus on. 

Shubham et al., 

2018 

The study is about using 

deep learning approach 

with MobileNet on 

Indian banknotes. 

 

MobileNet: 

Reach accuracy 

of 96.6% 

The next version of 

MobileNet introduced and 

the dataset are different. 
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Sufri et al., 2019 The study is about using 

machine learning and 

deep learning approach 

on Malaysia banknotes. 

SVM, BC: 

Reach accuracy 

of 100% 

 

K-NN: Reach 

accuracy of 

99.7% 

 

DTC: Reach 

accuracy of 99.7 

 

Alex Net: Reach 

accuracy of 

100% 

 

 

The 100% accuracy might 

face overfitting issue and the 

model not suitable for 

deployed on mobile 

application due to a better 

architecture introduced. 

Linkon et al., 

2020 

The study is about using 

deep learning approach 

on Bangla Currency 

dataset 

MobileNet: 

Reach accuracy 

of 100% 

 

NASNetMobile: 

97.77% 

 

Differences on the dataset. 

Alon et al., 2020 The study is about using 

deep learning approach 

on Philippine Bill. 

 

MobileNet v2: 

Reach accuracy 

of 86.3% 

 

Differences on the dataset. 

Mahesh 

Bahrani, 2020 

The study is about using 

deep learning approach 

on India Banknote. 

EfficientNet: 

Reach 

accuracy of 

82.02% 

 

Xception: 

Reach 

accuracy of 

43.18% 

 

VGG16: 

Reach 

accuracy of 

41.19% 

Differences on the dataset. 
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ResNet: Reach 

accuracy of 

74.51% 

 

MobileNet: 

Reach 

accuracy of 

91.87% 

  

VGG19: 

Reach 

accuracy of 

71.86 

 

Inception V3: 

Reach 

accuracy of 

81.43% 

 

 

2.2 Review on Existing Mobile Android Application 

Cash reader: Bill Identifier an android application which identified banknotes denomination of 

the largest number of currencies created by Martin Doudera (Doudera, 2020). The application 

using the phone camera to capture the input image in real-time. User required to point the 

camera to the banknotes in hand and hear the value feedback. The flashlight will be activated 

automatically while using the identified banknotes. The app can identify the value of a 

banknote into vibration and the beep sound while identified banknotes to let users aware the 

app is active and currently identifying banknotes. The strength of Cash Reader is with largest 

of database which recognizes world currencies from Europe to Australia, reliable offline 

application by downloading the specific dataset into mobile and identified in real-time. The 

weakness is when the identified of banknotes only the side banknotes with a number can be 

recognized. For example, in Malaysia banknotes the number for both sides are not presentable. 

Furthermore, the navigation is not providing for vision impairment user and required to install 

supporting tools such as talkback service for navigation. 

The second application reviewed at is MCT Money Reader (MCT Data, 2018). The application 

used the phone camera and identified the money in real-time. The flashlight will be activated 

automatically while using the identified banknotes. The applications will be issuing an audible 
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warning tone when no banknote was found in progress. Tic-tac sounds will keep occurring to 

notify the application is an under-recognition mode. The recognition mode separates two 

continuous modes and single-mode. In continuous mode, the application will respond when it 

sees the banknote, and the application will automatically become ready for new recognition. In 

single mode, users need to start the recognition by touch the screen. The strength of this 

application is its support offline, embedded with counter function and perform recognition in 

real-time. The weakness of this application is the feedback sound not workable except the tic-

tac sound. 

The third application reviewed at is IDEAL U.S Currency Identifier created by IDEAL Group, 

Inc. Android Development Team Productivity (IDEAL Group, 2014). The application uses the 

phone camera to identify the money in real-time. The application will load the database on the 

first time using and able to use it offline on the next time. The vibration mode will appear 

automatically on when using the application. User required to point the camera to the banknotes 

in hand and hear the value feedback, the application able to recognize the front and back of the 

banknotes. The strength is the mobile application are designed in an easy way to let the user 

use it. For example, when open the application, it direct went into recognizing mode and able 

to perform recognition within one second. Next, it able to recognize the front and back of the 

banknotes. The weakness of this application is that it only supports to read the US currency. 

Next, it does not automatically trigger the flashlight function.  

The fourth application reviewed at is Cash Recognition for Visually impaired created by 

Kshitiz Rimal (Rimal, 2019). As an initiative by AI for Development and Intel AI Academy, 

this app is for the Nepalese visually impaired community, and it will aid them to recognize 

Nepalese paper currencies without any hassle. By hovering their smartphone over their hand 

while holding paper currency, this app will recognize the value of the currency and play audio 

enabling the user to hear and know the value of it. This application recognizes Nepali cash 

notes and plays the sound signifying. The application allows for offline usage. The application 

is available with Nepalese and English as audio playback options. The strength of this 

application is great performance when recognizing the banknotes with any angle during the 

scan process.  

The fifth application reviewed at is Myanmar Money Reader created by Myanmar Assistive 

Technology (Myanmar Assistive Technology Team, 2020). This application using the phone 

camera to recognize the Myanmar banknotes. The recognized banknotes will read the value to 
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the user. When nothing found, the application will alert the user with text to speech voice. The 

strength of this application recognizes accurately of Myanmar banknotes and some voice 

notification to alert the user. The weakness of the application in the direction of the banknotes 

must in landscape mode, causing not flexible while using the application. Furthermore, it is not 

a vision impairment friendly. For example, the notification only alerts the user once when no 

banknotes were detected, and there is no feedback to the user to inform the current status of the 

application such like vibration for inform user the application is still running. 

Table 2.2: Feature comparison between the existing banknotes mobile application. 

 

Application 

 

feature 

Cash 

Reader 

MCT 

money 

reader 

IDEAL 

U.S 

Currency 

Identifier 

Cash 

Recognition 

for Visually 

impaired 

Myanmar 

Money 

Reader 

Detect 

banknotes in 

real-time 

 

 

 

 

 

 

 

 

 

 

Automatically 

trigger 

flashlight 

 

 

 

 

 

 

   

Vibration 

notifier  
 

 
  

Voice 

feedback 

 

 

 
 

 
 

Recognize 

Malaysia 

Banknotes 

 

 

    

Vision 

impaired 

navigation 

friendly 
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2.3 Literature Review on Proposed Mobile Net V2 Network 

CNN a deep learning technique, which widely used in image classification. A CNN works by 

extricating highlights from pictures. This kills the require for manual highlight extraction. The 

highlights are not prepared. They’re learned whereas the arrange trains on a set of pictures. 

This makes profound learning models greatly precise for computer vision errands. CNNs learn 

highlight discovery through tens or hundreds of covered up layers. Each layer increments the 

complexity of the learned features.  

In this project, we proposed on using Mobile Net V2 which is a Pre-trained Convolutional 

Neural Network which objectively designed for mobile vision due to the lower parameters 

learned during training process. Depthwise Separable Convolution are the technique used in 

this CNN network. Depthwise Separable Convolution separate to two parts. The first part is 

depthwise convolution, it performs filtering per input channel. The second part is pointwise 

convolution uses a 1x1 kernel iterate through computing the linear combination of each layer. 

This technique results of less computation compare to the regular convolution and make the 

model lighter. There is three layers for building block structure in this model. The first layer is 

one times one convolution with ReLU6, second layer represent the depthwise convolution and 

the last layer will be the one times one convolution. The overall architecture are shows at Table 

3.2.2.1, where the t stand for the expansion factor, c stands for the number of outputs channels, 

n stand for the repeating number and s stand for the stride (Sandler et al., 2018).  

Table 2.3: Model architecture of MobileNet v2. 
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2.4 Critical Remarks on Previous Works 

There exist several applications which providing banknotes classification services. However, 

exits of several problems within those applications cannot recognize both sides of the 

banknotes, no proper feedback for the users. There are various classification models to 

recognize the banknotes, but the performance is not stable due to different design banknotes 

from different countries. Most importantly, most of the application host the classification 

model at the server due to high computational power needed. These limitations can be solved 

using a more effective reorganization method and light weight classification model on the 

Malaysia banknotes which direct embedded on the application. To have better usage for the 

vision impairment, some improvement on vision impairment friendly needs to integrate into 

the mobile application.  
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Chapter 3: System Methodology 

 

3.1 Incremental Project Developments 

We are using incremental development to build our project in our proposed mobile application 

development for visual impairment to recognize Malaysia banknotes. The requirement and 

functions needed are identified in the outline description. The specification, development and 

validation activities are interleaved rather than separate. The documentation that has to be 

redone will be lesser and at the same time able to rapid delivery and deployment of helpful 

software. We regular deliverables to measure progress to ensure all activities involved would 

not lose connection with each other. Figure 3.1 shows the development process flow 

development for this project. 

Details in incremental project development: 

Outline Description 

The defined problem statement and objective stated corresponding for the reference for the 

following development. Information collected related and predefined the workflow step to 

build out the entire system. Overall system diagram builds out for the following phase guide. 

Specification 

The requirement identified for building the application, hardware and software requirement 

included. Technology and tools confirmation involved in this project. The details system design 

for object detection and mobile application builds out.  

Development 

System implementation and development for the both object detection model and mobile 

application. The library used are define from the specification stage. Details of the 

implementation and deployment showed in this phase. 
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Validation 

System testing involved both object detection models in testing the accuracy and test case 

build-out for specific functions and the general uses on the mobile application. 

 

 

Figure 3.1: Incremental project development illustrate flow(Central Connecticut State 

University, 2016). 
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3.2 Tools and Technologies Involved 

Software 

1. Jupiter Notebook – version 6.4.0 

- Open-source web application for integrate python code on building object detection model 

 

2.Android Studio 

- Based on JetBrains' IntelliJ IDEA software and developed specifically for Android production, 

this is the official integrated development environment for Google's Android operating system. 

 

3. Python Anaconda – version 4.0.1 

- Simplify package management and deployment of high-level interpreted programming 

language for scientific computing. 

 

4. CUDA toolkit – version 11.2 

- Computer application to enabled the graphics card used to boost up the training process in 

building object detection model. 

 

5. TensorFlow – version 2.5.0 

- Open-source library software for machine learning. In this project we utilize the object 

detection API from the TensorFlow library. 
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Coding Languages 

1. Python 

- programming language for interpreted high-level general used, we using python language to 

build out the object detection model. 

 

2.Java 

- Object oriented programming language which widely used in develop mobile application in 

android studio. 

 

3. XML  

- Markup language for design the interface for the mobile application. 
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Hardware 

1. Laptop (Asus ROG G531G) 

Table 3.1: Laptop specification. 

Operating System  Windows 10 Home 64-bit 

Processor  Intel® Core™ i5-9300H 

RAM  DDR4 4G 

Graphic Card  NVIDIA® GeForce GTX™ 1650 4GB GDDR5 VRAM 

 

2. Smartphone (Xiaomi Pocophone F1) 

Table 3.2: Phone specification 

Operating System  MIUI Global 11.0.9 

Android Version 10 QKQ1.190828.002 

Processor  Qualcomm Snapdragon 845 

RAM  6 GB 

CPU Octa-ore Max 2.8GHz 
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3.3 Requirements 

The requirements for the banknotes recognizer mobile application include of functional 

requirements and non-functional requirements. Functional requirements relate the process of 

the system on mobile application has to perform. Non-functional requirements relate to the 

performance and usability on the mobile application. 

3.3.1 Functional Requirements 

On-boarding guideline for first-time users 

- The system will check the first time use of the application. 

- The system will proceed to guideline if is first-time used. 

- The system will provide voice feedback of the content regard the tutorial. 

- The system will notice user to proceed to the main function by sliding the screen left or 

right. 

- The user can swipe left or right to enter the main function. 

- The system will not proceed to guideline if it is not first-time used and will direct to 

main function. 

Voice feedback on detected banknotes 

- The users can point the phone camera toward the banknotes. 

- The system will capture the video stream to the detection model to predict the value. 

- The system will provide the voice feedback corresponding to the detected banknotes 

value. 

Vibration feedback  

- The system will provide vibration feedback once the detection mode on 

- The system will loop the feedbacks every two seconds 

- The users can feel the feedback indicate the detection is on going 
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3.3.2 Non-Functional Requirements 

Operational Requirements 

- The system will operate in Android environments 

- The system will be able to detect the banknotes from the input image stream 

- The system will be able to provide voice feedback  

- The system will be able to run in no internet connection environment 

Performance requirements 

- Detection response times will able less than 5 seconds. 

- Vibration will able to response to users every 2 seconds 

 

3.4 Project Timeline 

 

Figure 3.2: Gantt Chart showing timeline of project development progression. 
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Chapter 4: System Design 

 

4.1 System Block Diagram 

 

In this section includes of the system block diagram for the overall system design and the details 

for recognition system and mobile application system. 

4.1.1 General Project Block Diagram 

 
Malaysia banknotes recognition system organize into three stages: development stage, 

complete code stage, and output stage. These three stages are the overall top to the down system 

implemented in the project. 

The development stage is divided into mobile application development and object detection 

model development. We used TensorFlow to train and fine-tune the model through transfer 

learning in the object detection model development. One hundred each picture of RM1, RM5, 

RM10, RM20, RM50, and RM100 prepared as the dataset or train and validated purposes for 

the deep learning model. Converted TensorFlow lite model file exported in this stage and 

deployed in the mobile application. Detail's system design on object detection model 

development refers to chapter 4.1.2 object detection model system block diagram.  

Next, we designed and refactored a structured code module to adapt the object detection model 

in mobile application development. The complete trained model deployed into an android 

mobile application—the features embedded in the android mobile application mainly design 

for vision impairment. At the first-time usage, the application triggers the usage for this 

application. When the application starts, a scheduled vibration will act as a physical vibration 

to indicate the application is running and in recognizing mode. The application feedbacks the 

banknotes' value while it successfully captures the banknotes that show to the camera. Detail's 

system design on mobile application development refers to chapter 4.1.3 system design on 

Malaysia banknotes recognizer application. Secondly, the complete code stage combined the 

exported model file and the mobile application code. Lastly, the installed application and go 

through the tested process. The proposed project overall workflow refers to figure 3.1 Malaysia 

currency recognition project overall workflow. 
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Figure 4.1 Malaysia banknotes recognition project overall workflow. 
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4.1.2 Object Detection Model System Block Diagram 

 
In training, a deep learning model for banknotes recognition is complete in a system block 

diagram shown in figure 4.2. The deep learning technique was used in this project to build a 

model objectively to detect Malaysia banknotes. We apply SSD mobilenet v2, a pre-trained 

convolutional network designed for deployment on mobile applications. 

The details step describes below: 

Image Data Preparations and Annotations 

One hundred of each value of the Malaysia banknotes collected from phone camera. Images 

collected with different angle and position. Including horizontal flip and vertical flip. 

Annotation with Labelling software to produce XML files for the bounding box. 

 

Label Map file 

Generate label map file for annotate each class object we detected in the model. Label map 

file used to label the object we detected in this project with string value. 

 

Import Pre-trained model 

We create base model from the pre-trained ssd_mobilenet_v2. The pre-trained model 

pretrained on coco dataset which consists of 328K images. We utilised the parameters and 

tuned hyperparameters in this pre-trained model to transfer learning to our project. 

 

Generate tfrecord file 

Record files generate from the input of label map, test and train file. These files store the data 

in the format that recognize by TensorFlow while training. 

 

Configure Pipeline file 

We configure the attributes to the adapt on the model while training on the pipeline file. Mainly 

configure on the number of classes, feature extractor type, batch size and the input path of the 

pre-trained model, tfrecord file and label map file. 
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Training Pre-trained model 

We start training on the pre-trained model. Training process record at checkpoint to ensure the 

progress on going. The training process might face external issue lead the training process to 

stop. Hence the checkpoint will save the latest interrupt process, and enable to continue to train 

back from the saved checkpoint. The evaluation of the accuracy of the training using Tensor 

Board. After evaluation we used the last checkpoint file to generate a model file. 

 

Convert to tflite file 

We export the SSD frozen tflite graph used for deployed on the embedded devices such like 

mobile application. Lastly, the saved model converted to tflite file. 
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Figure 4.2 Object Detection Model System Block Diagram. 
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4.1.3 System Design on Malaysia Banknotes Recognizer Mobile Application 

 
The features embedded in the android mobile application mainly design for vision impairment. 

At the first-time usage, the application will trigger the first-time use guideline in audio format. 

When the application starts up, a scheduled vibration will act as a physical notification for the 

users to know the application is running and recognizing mode. The application feedbacks the 

voice with the corresponding value of the banknotes while it successfully captures the 

banknotes that show to the camera. 

 

Figure 4.3: System design on Malaysia banknotes recognizer mobile application. 
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4.2 Use Case Design 

 
We captured the requirements to illustrates between the system and the environment. We 

visualize the interact within user and the external environment that interacts with the system 

itself. 

4.2.1 Use Case Diagram 

 

 

Figure 4.4: Use case diagram for Malaysia banknotes recognizer mobile application. 
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4.2.2 Use Case Description 

 

Table 4.1: Use case description – Banknote’s recognition. 

 

Use case ID: 1 

 

Use case name: Banknote’s recognition 

 

Actor: User 

 

Brief 

Description: 

Malaysia currency recognizer mobile application start 

up 

 

Trigger: User click on the application icons in mobile 

 

Relationships: Include  

- Scan banknotes in real situation 

- Vibration feedback 

 

 

Extend  

- Detect banknotes voice feedback 

 

Normal Flow 

of Events: 

1. The user clicks on the application icons 

2. Application running/start-up 

Sub flows: - 

Alternate 

Flows: 

- 
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Table 4.2: Use case description – Scan banknotes in real situation. 

 

Use case ID: 2 

 

Use case name: Scan banknotes in real situation. 

 

Actor: User 

 

Brief 

Description: 

User in action to scan the banknotes in real-time. 

 

Trigger: User move around the mobile toward the banknote’s 

direction. 

 

Relationships: - 

 

Normal Flow 

of Events: 

1. The user moves the mobile camera to the 

direction of the banknotes. 

 

2. The system detects the exist of the banknotes. 

 

 

3. The system creates a bounding box on the 

banknotes detected and show on the screen of 

the mobile application 

 

Sub flows: - 

Alternate 

Flows: 

1. The system cannot detect the exist of the 

banknotes. 

 

2. The system would not create bounding boxes. 
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Table 4.3: Use case description – Vibration feedback. 

 

Use case ID: 3 

 

Use case name: Vibration feedback 

 

Actor: User 

 

Brief 

Description: 

User receive vibration feedback while the application 

running. 

 

Trigger: Banknote’s recognition activity start. 

Relationships: - 

 

Normal Flow 

of Events: 

1. The system banknote’s recognition activity 

start. 

 

2. The user receives the vibration feedback. 

 

Sub flows: - 

Alternate 

Flows: 

1. The application shut down. 

 

2. The user not receives vibration feedback 

 

3. The use case close. 
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Table 4.4: Use case description – Detected banknotes voice feedback. 

 

Use case ID: 4 

 

Use case name: Detected banknotes voice feedback. 

 

Actor: User 

 

Brief 

Description: 

The system provides voice feedback once banknotes 

detected. 

 

Trigger: Banknotes successful detected with confident level 

over or equal ninety-five percent. 

 

Relationships: - 

Normal Flow 

of Events: 

1. The system successfully detected banknotes. 

 

2. The system confident level on the detected 

banknotes over or equal ninety-five percent. 

 

3. The system provides voice feedback 

corresponding to the value of the detected 

banknotes.  

 

4. The user received the voice feedback. 

 

 

Sub flows: - 

Alternate 

Flows: 

1. The system not detected banknotes. 

 

2. The system detected banknotes but confident 

level not over or equal ninety-five percent. 

 

3. The system not providing voice feedback. 

 

4. The use case end. 
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Table 4.5: Use case description – First-time guideline. 

 

Use case ID: 5 

 

Use case name: First-time guideline 

 

Actor: User 

 

Brief 

Description: 

Provide on-boarding guideline for first-time users. 

Trigger: User enter the application for the first-time. 

 

Relationships: Include  

- Enter banknotes application 

 

Normal Flow 

of Events: 

1. The users enter the application for the first 

times. 

 

2. The system provides the guideline/on-

boarding screen to user. 

 

 

3. The system provides voice feedback on 

guideline. 

 

4. The user received the voice feedback on 

guideline 

 

 

Sub flows: - 

Alternate 

Flows: 

1. The user not enter the application for the first 

times. 

 

2. The system not providing the guidelines. 

 

3. The system enters the banknotes recognition. 
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Table 4.6: Use case description – Enter banknotes recognition. 

 

Use case ID: 6 

 

Use case name: Enter banknotes recognition 

 

Actor: User 

 

Brief 

Description: 

The user enters the banknotes recognition mode. 

Trigger: The user swipe left or right on the screen. 

 

Relationships: - 

Normal Flow 

of Events: 

1. The users swipe left or right. 

 

2. The system enters the banknotes recognition 

mode. 

 

Sub flows: - 

Alternate 

Flows: 

- 
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4.3 Activity Diagram 

 
The activity diagram provides the model processes in the system. The workflows are shown in 

this diagram to shows the activity top to down flow while activate the banknotes recognition 

application. 

 

 

Figure 4.5: Activity diagram for Malaysia banknotes recognizer mobile application. 
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4.4 User Interface Design 

4.4.1 User Interface Design on Malaysia Banknotes Recognition Mobile Application 

 
The user interface design mainly separates into two activities in the application. The first 

activities are the first-time guideline screen providing the guideline tutorial for the first-time 

users with voice feedback refer to figure 4.6. The first part of the screen is the title, the next 

part is the guideline content, and the last part is the swipe notification. The all-context guideline 

display on the user interface will be provided with voice feedback by the system. The screen is 

enabled with audio and vibration feedback. 

 

 

Figure 4.6: User interface design – guideline screen. 
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The next screen is the system starting the banknotes recognition activities refer to figure 4.7. 

The top right corner is designed with the application name banner. The middle section of the 

screen includes the detection frame where the recognition activities will occur. Inside, the 

detection frame will have the bounding box while banknotes detected, and the banknotes value 

and config value will show on top of the bounding box. The screen is enabled with audio and 

vibration feedback. 

 

 

Figure 4.7: User interface design – recognition screen. 
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Chapter 5: System Implementation 

 

5.1 Banknotes Recognition Model System Implementation 

5.1.1 Pre-settings for Training Environment 

 
CUDA toolkit version 11.2 installed compatible with TensorFlow version 2.5.0 and python 

version 3.9. CUDA toolkit utilizes the GPU power on the laptop and increases the speed while 

training the recognition model. Figure 5.1 show the CUDA toolkit successfully utilize 

with .is_gpu_available() command. 

 

  

Figure 5.1: Check environment utilizing GPU power. 

 

Anaconda environment was created for training the model from the computer system. Jupiter 

notebook and TensorFlow installed in the environment. TensorFlow model garden, we utilize 

the state-of-the-art models that help develop the recognition model (Hongkun Yu, Chen Chen, 

Xianzhi Du, Yeqing Li, Abdullah Rashwan, Le Hou, Pengchong Jin, Fan Yang Li, Frederick 

Liu, Jaeyoun Kim, 2020). COCO API was installed in the environment for later training the 

object detection model. Figure 5.2 below shows the directory path set up for the training 

environment. The annotations folder stores the label map file, test and train record files. Next, 

in the images folder stores train and test images with corresponding XML files. Moreover, the 
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model files store the checkpoint while training the model and also output directory of the final 

exported model. Lastly, the pre-trained -model stores the pre-trained SSD mobilenet V2 

architecture model from the coco image net. 

 

Figure 5.2: Training environment directory tree. 
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5.1.2 Data Preparation for Deep Learning Model 

 
The input data are essential to achieve a good model because they will directly affect the output 

result. Hence, we prepared Malaysian Ringgit to vary from one Ringgit to hundred Ringgit and 

take the image from a mobile device. Figure 4.1 shows the types of Malaysian Ringgit taken. 

Total of six hundred banknotes captured and dividing one hundred according to the value itself. 

Each image is resized to reach the desired size of between 100kb to 200kb. 

 

Figure 5.3: Types of Malaysia banknotes. 

The images split to 9:1 ratio to train and test folder respectively. LabelImg software is used to 

annotate the images with the bounding boxes and label up the corresponding value (Tzutalin, 

2015). XML file for each image generated and store the position of the object bounded in the 

images. The XML file is stored in the corresponding folder with the images folder. Figure 5.4 

shows the label on images with LabelImg. 

 

Figure 5.4: Label images with LabelImg software. 
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5.1.3 Pre-Preparation for Training Model 

 

Label Map created for TensorFlow to map the classes and the ID that going to detect in the 

model. Six items corresponding to each Malaysia banknotes written in this file refer to figure 

5.5. 

 

Figure 5.5: Label Map file. 

TFRecord train and test file generated with input of train folder, test folder and Label Map file. 

TFRecord file stores the input data as sequence of binary strings which recognize by 

TensorFlow framework while used in training stage. Figure 5.6 shows the snippet code for 

generate the TFRecord file. 

 

Figure 5.6: Generate TFRecord file. 
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The TensorFlow 2 Detection Model Zoo, which provided a various pre-trained models for 

object detection purposes. The pre-trained SSD MobileNet V2 FPNLite 320x320 model on the 

COCO dataset used as the transfer learning model which required lower computational power 

and suitable deployed for mobile application. Depthwise Separable Convolution are the 

technique used in this CNN network. Depthwise Separable Convolution separate to two parts. 

The first part is depthwise convolution, it performs filtering per input channel. The second part 

is pointwise convolution uses a 1x1 kernel iterate through computing the linear combination of 

each layer. This technique results of less computation compare to the regular convolution and 

make the model lighter (Sandler et al., 2018). 

The configuration for the pipeline config file is mandatory to fit our desire model. The main 

configuration refers to table 5.1 that implemented in the pipeline config file. The more details 

that remain in the configuration pipeline file, refer to appendix A-1. 

 

Table 5.1: Configuration in pipeline config file. 

Attribute in  

Pipeline Config 

Value Description 

Num_classes 6 Number of classes to recognize 

Batch_size 10 Batch size for training the model 

Fine_tune_checkpoint '/ssd_mobilenet_v2_fpnlite_

320x320_coco17_tpu-

8/checkpoint/ckpt-0' 

Folder path to store the checkpoint 

while training, to achieve recover if 

training process interrupt. 

Fine_tune_checkpoint

_type 

detection Detection to recognition the 

banknotes 

Label_map_path '/label_map.pbtxt' Refer to the generated label map file  

Tf_record_input_read

er 

‘/train.record’ 

‘test.record’ 

Refer to the generated record file 
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5.1.4 Training for Recognition Model 

 
The command to start the training process refer to figure 5.7. This model_main_tf2.py file 

executes the training process with the input of the pipeline config file that prepared in the 

previous cycle and outputs the checkpoint at the checkpoint directory refer to figure 5.8. The 

number of the training steps set to twenty thousand. 

 

 

Figure 5.7: Train execute model command. 

 

 

Figure 5.8: Output checkpoint from the training process. 
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5.1.5 TensorFlow Lite File Conversion and Exportation 

 
Export_tflite_graph_tf2 python execution file export the inference graph from the training 

process refer to figure 5.9 shows the command to export the tflite inference graph file. 

Executing a TensorFlow Lite model on-device to create predictions based on input data is 

referred to as inference. An interpreter is required to run an inference using a TensorFlow Lite 

model. The TensorFlow Lite interpreter is lightweight and quick. To ensure minimum memory 

usage, the interpreter utilises a static graph ordering and a specialised (less-dynamic) memory 

allocator. The output file generated at exported_model_2 folder, refer to figure 5.10. 

Export_tflite_graph_tf2 python execution file export the inference graph from the training 

process. Refer to figure 5.9 that shows the command to export the tflite inference graph file. 

The output file generated at exported_model_2 folder, refer to figure 5.10. 

 

 

Figure 5.9: Generate save_model.pb file command. 

 

 

 

 Figure 5.10: Output save_model.pb file. 
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Next, the save_model file covert to the TensorFlow lite file and add the metadata to the file 

refer to figure 5.12. The metadata stores the standard of the model description that readable by 

the Android code generator. Hence it is important to add the metadata into our TensorFlow lite 

file. Lastly, This TensorFlow lite file will be use to deploy in the mobile application. 

 

Figure 5.11: TFlite file conversion. 
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5.2 Banknotes Recognition Mobile Application System Implementation 

5.2.1 Pre-Configuration for Application Development 

 
This application developed with android studio version 4.2.2 in Windows operating system. In 

the base design, we used the TensorFlow Lite object detection android demo, a stable pipeline 

in-build with the connection between the TensorFlow Lite file and the camera stream (The 

TensorFlow Authors, 2021). We utilize the environment and deploy modification to meet our 

project criteria.  

TensorFlow lite file generated at system implementation of recognition model and label map 

text file generated, including the object name as shown in Figure 5.12. This two-file deployed 

at the asset folder in an Android folder structure. 

 

Figure 5.12: TensorFlow lite and label map file deployment. 

In the DetectorActivity.java we need to manual configure the input size which compatible to 

our recognition model, TensorFlow Lite file and label map file as refer to figure 5.13. 

 

Figure 5.13: Configuration on input pipeline. 
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5.2.2 Function Implementation for Mobile Application Development 

 
Recognition Audio Feedback Function 

Audio mp3 files prepared with corresponding audio of each value of the banknotes. These files 

stored in the raw folder and Media player API from android libraries used to create the attribute 

of the six of the audio inputs, as shown in figure 5.14. 

 

Figure 5.14: Create media player. 

The recognition process returns a list of results with object names and detection confidence 

levels. We retrieved the results and make validation. When the result obtains an object name 

and confidence level, over ninety-five per cent will trigger the media player to play the 

corresponding audio files. The details refer to Appendix B-1 – recognition audio feedback 

function source code. 

On-boarding Guideline Function 

This function will only trigger once when the user enters the application for the first time. We 

used the shared preference function to store a string with a default of false when the application 

starts the on-resume function trigger and will validate the string value. The validation checks 

the string value, if it is false hence will proceed to the guideline else will direct the activity to 

the recognition audio feedback function (moveTosecondary() function) as shown in figure 5.15. 

This function will only trigger once when the user enters the application for the first time. We 

used the shared preference function to store a string with the default of false value when the 

application starts the on-resume function trigger and will validate the string value. The 

validation checks the string value. If it is a false value, the guideline will proceed to the 

guideline; otherwise, it will direct the activity to the recognition audio feedback function 

(moveTosecondary() function), as shown in figure 5.15. 
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Figure 5.15: Guideline validation function in MainActivity(). 

 

Enter the guideline function, and then the system will trigger the audio feedback with the 

guideline content. After completing the guideline, it allows the user to swipe left or right to 

enter the recognition mode. We used touch events to capture users' touch events and trigger the 

intent function to direct the screen to the recognition screen. The on-touch event function refers 

to figure 5.16. 

 

Figure 5.16: On touch event function in MainActivity(). 
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Vibrate Feedback Function 

The vibration function aims to help the users realize the recognition activity is ongoing so that 

the user has an awareness of the application's running. The vibration function needs to set the 

user permission in the android manifest file. The recognition activity on a resume will trigger 

the vibration service with a looping pattern configuration of vibrating one hundred milliseconds 

and sleep for one thousand milliseconds. The vibration settings refer to figure 5.17. 

 

Figure 5.17: Vibration function in CameraActivity(). 
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5.2.3 User Interface for Mobile Application Development 

 
On-boarding Screen 

The application logo set on the top middle of the screen, followed by the guideline title. The 

centre of the screen includes the guideline content with the corresponding icons. Lastly, at the 

below, we set a swipe right or left icons. The text style uses bold with a text size of 25 scalable 

pixels for the main title and 20 scalable pixels for the text content. Figure 5.18 show the user 

interface of the onboarding screen. 

 

Figure 5.18: On-boarding screen user interface. 
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Recognition Screen 

The recognition screen includes the application name at the top left corner. The middle part is 

the frame that shows the camera input stream. The bounding boxes with object names and 

confidence levels will appear once the banknotes detected. Figure 5.19 show the recognition 

screen user interface. 

 

Figure 5.19: Recognition screen user interface. 
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Chapter 6: System Evaluation 

 

6.1 Evaluation Tools  

 
We used TensorBoard, a visualization toolkit, to visualize a deep learning model's training 

process and performance. The checkpoint file generated from the training process is needed as 

the input file to the TensorBoard. Figure 6.1 shows the localhost address, which contains the 

visual data generated from the TensorBoard. The interface of the TensorBoard refers to figure 

6.2. 

 

Figure 6.1: TensorBoard evaluation command. 

 

 

Figure 6.2: TensorBoard evaluation interface. 
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6.2 Model Performance Evaluation and Discussion 

 
Object detection models include the classification process and localization process. 

Intersection over union will be the concept for computes the bounding boxes between the 

prediction and ground truth. The system performance will have relied on the deep learning 

model, resulting in an accuracy value, which depends on precision and recall. Precision refers 

to the accuracy of the model, and recall refers to the rate of positive results. 

 

Figure 6.3: Precision and recall formula for deep learning model. 

Our chosen model is a single shot detection mobile net v2 structure, and it results in a lower 

time to perform and computational power to perform detection. Hence it suitable to deploy on 

the mobile application. In addition, the mean average precision reaches ninety-six percent and 

the recall score of ninety percent, which is a good score for the training results. Figure 6.4 

shows the mean average precision result, and figure 6.5 shows the recall score result. 

 

Figure 6.4: Mean average precision score. 
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Figure 6.5: Recall score. 

6.3 Model Training Loses Result 

 
The result from the TensorBoard, the losses include the classification, localization, 

regularization, and total losses have a significantly decreased slope, indicating the learning 

process is doing well.  

Classification loses at twenty thousand steps: 0.03178 

 

Figure 6.6: Classification loses graph. 
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Localization loses at twenty thousand steps: 4.8874e-3 

 

Figure 6.7: Localization loses graph. 

Regularization loses at twenty thousand steps: 0.0684 

 

Figure 6.8: Regularization loses graph. 

Total loses at twenty thousand steps: 0.1048 

 

Figure 6.9: Total loses graph. 
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6.4 Model Performance on Android Devices 

 
We used the benchmark tools provided by TensorFlow, which measures the model's 

performance in the application, such as initialization time, inference warmup time, inference 

steady time. The benchmark tool is an APK file installed through Android studio with an ADB 

command in the terminal. The execution command runs with a configuration of using 4 CPUs. 

 

Figure 6.10: Benchmark execution command. 

The output from the benchmark application will prompt at the logcat in the android studio. The 

performance data from the output refer to table 6.1. The system achieved an average of 55686 

microseconds while performing inference or recognizing the banknotes. 

 

Figure 6.11: Output result of model performances from logcat. 

Table 6.1: Performance measurement for model in Android. 

Performance Attributes Performance result (us) Description 

Warmup  62905 The average time to runs at the 

start. 

Initialization 1483 The average time to load the 

model and build up the interpreter 

objects. 

Inference 55686 The average inference time while 

model detecting objects. 
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Chapter 7: System Testing 

7.1 Banknotes Recognition Application Unit Testing 

 
The test case conducted with the use case on mobile application. This testing showed the mobile 

application intended to do and ensure defects if any before deploy to use. This chapter shows 

the test result for each test case. 

7.1.1 First-time Guideline Test Case 

 

Testing on the guideline function of the application while the users using the application for 

the first time and vice versa. 

Table 7.1: First-time guideline test case. 

Test Case 

ID 

Feature 

Name 

Summary Precondition Execution 

Steps 

Actual 

Result 

CASE_001 Open 

application 

Verify that 

application 

install 

successfully. 

- 1. Click on the 

application 

icons 

 

2. Application 

start up 

Pass  

CASE_002 Enter 

guideline 

screen 

Verify the 

guideline 

screen appear. 

1.Executed 

CASE_001 

 

2.User open 

application 

for the first 

time. 

1. View the 

guideline 

screen appear. 

Pass 

CASE_003 Not enter 

guideline 

screen 

Verify the 

guideline 

screen not 

appear. 

1.Executed 

CASE_001 

 

2.User open 

application 

not for the 

first time. 

1. Navigation 

to recognition 

activity. 

Pass 
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CASE_004 Voice 

Feedback - 

guideline 

Verify the 

voice 

feedback 

guideline 

triggered. 

1.Executed 

CASE_001 

 

2.User open 

application 

for the first 

time. 

1. View the 

guideline 

context. 

 

2.Listen to the 

voice feedback 

guideline. 

 

3.Ensure voice 

feedback align 

with the 

context. 

Pass 

CASE_005 Navigate to 

recognition 

activities. 

Verify the 

navigation to 

recognition 

activity 

successfully. 

1.Executed 

CASE_001 

 

2.User open 

application 

for the first 

time. 

1. Swipe left or 

right on the 

screen. 

 

2. Navigate to 

recognition 

screen. 

Pass 

 

7.1.2 Banknotes Recognition Test Case 

 
Testing on the banknote’s recognition activity and the responding screen while users enter the 

recognition mode and ensure the detection activity are normal. 

Table 7.2: Banknote’s recognition test case. 

Test Case 

ID 

Feature 

Name 

Summary Precondition Execution 

Steps 

Actual 

Result 

CASE_006 Enter 

banknotes 

recognition 

screen 

Verify that 

recognition 

screen 

appears 

successfully. 

1.Executed 

CASE_001 / 

CASE_005 

1. Click on the 

application 

icons 

 

2. Application 

start up 

Pass 

CASE_007 Recognition 

Boxes with 

object name 

Verify the 

boxes with 

object name 

1.Executed 

CASE_006 

1. User move 

the phone 

camera to 

Pass 
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and confident 

level 

 

and confident 

level appear 

Malaysia 

banknotes 

CASE_008 Recognition 

Boxes with 

object name 

and confident 

level 

 

Verify the 

boxes with 

object name 

and confident 

level not 

appear 

1.Executed 

CASE_006 

1. User move 

the phone 

camera to 

other object 

except from 

Malaysia 

banknotes 

Pass 

 

7.1.3 Banknotes Recognition Voice Feedback Test Case 

 
Testing on the voice feedback function, while the feedback is precise responding to each type 

of the banknotes. 

Table 7.3: Banknote’s recognition voice test case. 

Test Case 

ID 

Feature 

Name 

Summary Precondition Execution 

Steps 

Actual 

Result 

CASE_009 Voice 

Feedback 

(RM1) 

Verify that 

voice 

feedback for 

RM1 

successfully. 

1.Executed 

CASE_007 

 

2.Confident 

level>=95 

percent 

1. Move phone 

camera to 

Malaysia 

banknotes 

RM1 

 

2. Hear voice 

feedback of 

RM1 

Pass 

CASE_010 No Voice 

Feedback 

(RM1) 

Verify that no 

voice 

feedback for 

RM1 

successfully. 

1.Executed 

CASE_007 

 

2.Confident 

level<95 

percent 

1. Move phone 

camera to 

Malaysia 

banknotes 

RM1 

 

2. Not hear 

voice feedback 

of RM1 

Pass 
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CASE_011 Voice 

Feedback 

(RM5) 

Verify that 

voice 

feedback for 

RM5 

successfully. 

1.Executed 

CASE_007 

 

2.Confident 

level>=95 

percent 

1. Move phone 

camera to 

Malaysia 

banknotes 

RM5 

 

2. Hear voice 

feedback of 

RM5 

Pass 

CASE_012 No Voice 

Feedback 

(RM5) 

Verify that no 

voice 

feedback for 

RM5 

successfully. 

1.Executed 

CASE_007 

 

2.Confident 

level<95 

percent 

1. Move phone 

camera to 

Malaysia 

banknotes 

RM5 

 

2. No hear 

voice feedback 

of RM5 

Pass 

CASE_013 Voice 

Feedback 

(RM10) 

Verify that 

voice 

feedback for 

RM10 

successfully. 

1.Executed 

CASE_007 

 

2.Confident 

level>=95 

percent 

1. Move phone 

camera to 

Malaysia 

banknotes 

RM10 

 

2. Hear voice 

feedback of 

RM10 

Pass 

CASE_014 No Voice 

Feedback 

(RM10) 

Verify that no 

voice 

feedback for 

RM10 

successfully. 

1.Executed 

CASE_007 

 

2.Confident 

level<95 

percent 

1. Move phone 

camera to 

Malaysia 

banknotes 

RM10 

 

2. No hear 

voice feedback 

of RM10 

Pass 

CASE_015 Voice 

Feedback 

(RM20) 

Verify that 

voice 

feedback for 

1.Executed 

CASE_007 

1. Move phone 

camera to 

Malaysia 

Pass 
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RM20 

successfully. 

 

2.Confident 

level>=95 

percent 

banknotes 

RM20 

 

2. Hear voice 

feedback of 

RM20 

CASE_016 No Voice 

Feedback 

(RM20) 

Verify that no 

voice 

feedback for 

RM20 

successfully. 

1.Executed 

CASE_007 

 

2.Confident 

level<95 

percent 

1. Move phone 

camera to 

Malaysia 

banknotes 

RM20 

 

2. No hear 

voice feedback 

of RM20 

Pass 

CASE_017 Voice 

Feedback 

(RM50) 

Verify that 

voice 

feedback for 

RM50 

successfully. 

1.Executed 

CASE_007 

 

2.Confident 

level>=95 

percent 

1. Move phone 

camera to 

Malaysia 

banknotes 

RM50 

 

2. Hear voice 

feedback of 

RM50 

Pass 

CASE_018 No Voice 

Feedback 

(RM50) 

Verify that no 

voice 

feedback for 

RM50 

successfully. 

1.Executed 

CASE_007 

 

2.Confident 

level<95 

percent 

1. Move phone 

camera to 

Malaysia 

banknotes 

RM50 

 

2. No hear 

voice feedback 

of RM50 

Pass 

CASE_019 Voice 

Feedback 

(RM100) 

Verify that 

voice 

feedback for 

RM100 

successfully. 

1.Executed 

CASE_007 

 

1. Move phone 

camera to 

Malaysia 

banknotes 

RM100 

Pass 
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2.Confident 

level>=95 

percent 

 

2. Hear voice 

feedback of 

RM100 

CASE_020 No Voice 

Feedback 

(RM100) 

Verify that no 

voice 

feedback for 

RM100 

successfully. 

1.Executed 

CASE_007 

 

2.Confident 

level<95 

percent 

1. Move phone 

camera to 

Malaysia 

banknotes 

RM100 

 

2. No hear 

voice feedback 

of RM100 

Pass 

 

7.1.4 Vibration Test Case 

 
Testing on the vibration function works normally while the application start. 

Table 7.4: Vibration test case. 

Test Case 

ID 

Feature 

Name 

Summary Precondition Execution 

Steps 

Actual 

Result 

CASE_021 Vibration 

enables 

Verify that 

vibration 

occurs 

successfully. 

1.Executed 

CASE_001 / 

CASE_005 

1. Feel 

vibration 

feedback 

 

Pass 

 

 

 

 

 

 

 

 

7.2 User Verification on Banknotes Recognition Application  
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We invited five testers from different age group to conduct with the application in blindfolded 

condition. Tester 1 is a student at childhood age group (0-14), tester 2 and 3 are student at youth 

age group (15-24), tester 4 is an accountant at adulthood age group (25-59) and tester 5 is 

manager at seniority age group (60 and above). The experiences and details feedback 

responded to the banknote’s recognition application recorded as a preference for future 

development and research. From the survey, we observed that the application design is 

satisfying on navigation, simpleness, using experience and recognition speed of the Banknotes 

recognition application. However, some dissatisfaction was due to the guideline speed so fast 

that users might miss out on the details, should provide Multilanguage’s and enable to 

recognize while holding the banknotes not limited to horizontal position.  

Table 7.5: Application verification feedback and results. 

No. Application 

verification 

survey 

Rating Results (1-5)/ Feedback 

Tester 1 

 

Tester 2  Tester 3  Tester 4 Tester 5  

1.  On a scale of 1 

to 5, rate the 

clear delivery 

on the 

guidelines of 

the mobile 

application. 

3 4 3 4 3 

2.  On a scale of 1 

to 5, rate the 

navigation 

experience of 

the mobile 

application. 

3 3 3 4 3 

3.  On a scale of 1 

to 5, rate the 

easy to use of 

4 3 4 5 4 
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the mobile 

application. 

4.  On a scale of 1 

to 5, rate your 

experience 

using the 

mobile 

application. 

4 4 5 4 4 

5.  On a scale of 1 

to 5, rate the 

recognition 

speed of the 

mobile 

application. 

4 4 4 5 4 

6.  On a scale of 1 

to 5, rate how 

often you will 

use the mobile 

application. 

4 4 5 4 5 

7.  What do you 

like most about 

the mobile 

application? 

Guideline 

provided 

Easy to 

scan 

The 

applicatio

n able to 

recognize 

with fast 

and 

accurate. 

Feel safe to 

having 

known the 

value of the 

money 

Feel safe to 

having 

known the 

value of the 

money 

8.  what do you 

like the least 

about the 

The way 

to scan is 

restricted 

Cannot 

repeat 

detect 

The 

guideline 

speed is 

too fast. 

Cannot 

repeat 

detect 

The 

guideline 

speed is too 

fast. 
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mobile 

application? 

9.  What do you 

think the 

mobile 

application 

should 

improve on? 

detect not 

limited to 

horizontal 

position 

provide 

multi-

language 

on guide 

The 

guideline 

speed can 

be slower. 

The repeat 

detection 

provide 

multi-

language on 

guide 
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Chapter 8: Conclusion and Future Works 

8.1 Project Review 

 
In this project, we successfully build a prototype mobile application that will bring difference 

for people who suffer from vision impairments. We bring a Malaysia banknotes recognizer 

mobile application to their daily lives and help them recognize banknotes in more accessible 

and more accurate ways. People with vision impairments have difficulty recognizing banknotes, 

and it is even challenging for people who are not born blind. Current banknotes recognition-

based application unable to guide blind users in identifying the notes; hence, it lacks 

effectiveness.  

We had studied the problem while visually impaired people recognize Malaysia banknotes in 

real life. The bezel on the banknotes is not presentable to let the visual impairments feel and 

recognize the value of the banknotes. We utilize the deep learning technique to differentiate 

the banknotes. 

Most importantly, the extraction method of the convolutional neural network we use will 

enhance accuracy and be lightweight when identifying the banknotes. As a result, the system 

reached a mean average accuracy of 97% and an average inference time of 0.06 seconds on 

detecting the currency. Nevertheless, the features such as voice guidelines, recognition 

feedback, and vibration indicator successfully deployed and brought more usable on the mobile 

application for the visual impairment’s users. Lastly, we validated the application with users to 

obtain feedback to improve in future development. 

8.2 Problems Encountered 

 
The environment settings for the deep learning model need to be precise and up to date. We 

faced the error to utilize the graphics processing unit on training the deep learning network due 

to incompatible of the corresponding version of the CUDA software, cuDNN library, 

TensorFlow version, and the compatible graphic processing unit. Next, the first training result 

is not performing well due to the input data. We re-collected quality images that mimic the 

handling position while performing inference and manual augmentation, such as captured input 

images with rotation angles with front and back. Eventually, the performance increased and 

performing well while performing inferences. 

Nevertheless, the first attempted of the project used the classification method on the deep 

learning model. While deployed to the mobile application designed to capture the input video 
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stream from the camera, it faces issues while detecting the actual banknote's position and 

causing the wrong result feedback of the banknotes values. We solved this by changing the 

method to the object detection API, which provides the detecting object's bounding boxes 

before inferences. Hence the results are way much improved with a video stream as the input 

for the detection model. 

8.3 Future Work 

 
Some improvements can be implemented from the user’s feedback, such as including 

Multilanguage, add a dataset to enable recognition in more positions, and the repetition on 

recognizing a single value. Furthermore, we will consider adding a Malaysia coins 

reorganization feature into this mobile application and export the file to support offline usage 

in future planning. Furthermore, enhanced features such as voice recognition on controlling the 

application can be introduced. Nevertheless, a computational calculator can be implemented to 

accumulate the values detected and feedback to the users. 
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APPENDICES 

Appendix A-1: Deep learning config pipeline. 
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Appendix B-1: Banknote’s recognition threshold function. 
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