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ABSTRACT 

This project is regarding to the problem of dog loneliness. Dog can be lonely when the 

dog’s owner left the dogs alone at home without understand what the dogs will feel 

when they are at home alone. Dog might be depressed due to the feel of loneliness being 

left alone at home. The major problem that will be focus on this project will be the dog 

loneliness and the problem of dog does not have any other dog companion to connect 

with each other when they are lonely. As most of the existing product unable to solve 

one of the problems which will be the dog’s emotion. The existing product unable to 

detect that what does the dog felt when they are left alone. The only feature that the 

existing product offers is connected 2 parties with each other which is between dog’s 

owner and the dog. Some researches and literature reviews will be carried out to look 

deeper into how a machine can able to understand the dog’s emotion to solve the dog 

loneliness problem by using image recognition and sound recognition method. The 

reviews of existing products including will be Pawbo+, PetChatz, Furbo Dog Camera, 

Petcube Bites Treat Camera, and Petzi Treat Cam are written in the literature review 

section of this report. After reviewing the strengths and weakness of the existing 

products above, a clearer vision will be captured on the challenges will be presented in 

this report. The proposed solution of this project is to develop a dog social network 

which able to connect 2 dogs together to communicate with each other and understand 

how the dog feel by developing a model which will recognize the dog’s emotion to tell 

the dog owner that how does the dog feel when they are left alone. The development 

technologies and tools involve in this project will be Google Cloud Platform, Android 

Mobile, Keras, Jupyter Notebook, Audacity, Python, Node.js and Android Kotlin 

language for program implementation.  
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CHAPTER 1: INTRODUCTION 

 

1.1 Background Information  

 

 

Figure 1.1 The Statistic of Pet Dog and Cat from 2014 till 2018 in Malaysia (Pals with 

paws, 2020) 

 

In Malaysia based on figure 1.1 statistic, we can see that more people starting to adopt 

a pet dog because of their cuteness or as a companion to the people. Dogs can be a companion 

of human too where every day the dog owner come back from work, their pet dog will welcome 

their owner as this will decrease the loneliness of humans. But, there is a problem where the 

dog owner did not realize that the dog might felt lonely too when the owner has gone for work. 

(Pet peeves in animal welfare, 2020) 

 

 

 



CHAPTER 1 INTRODUCTION 

Bachelor of Computer Science (Honours)   
Faculty of Information and Communication Technology (Kampar Campus), UTAR 2 

 

Figure 1.2 The Statistic of Hours Worked Per Week from Year 2015 till 2018 in 

Malaysia (Malaysia Hours Worked Mean, 2020) 

 

 Based on figure 1.2 shows that Malaysian working hours per weeks are increasing from 

year 2015, it shows that the time that they pet owner spent with their pet dog had become 

shorten too. By average the owner will spend 9 hours in work which roughly from 9am till 6pm 

and from travelling back from the work place till the owner’s accommodation it might takes 

roughly 2 hours because of heavy traffic jam. The time the owner spent with the pet dog each 

day will be average 2 hours only per day as the owner of the dog also need to enjoy their private 

lifestyle too. So the dogs will be left roughly 11hours alone where the dog do not have any 

companions play with it. This will cause the dog feel lonely without the owner and even a dog 

companion. A lonely dog will start to feel unhappy and they would not engage with their 

owners too. The dog will start to show these symptoms when they are unhappy which they will 

lick or bite their own fur and causing their hair loss or even damaged. The dog will sleep more 

than normal during the daytime because most of the daytime they are left alone due to owner 

working that time and caused the dog to feel bored and lonely. Dog appetite will reduce that 

might cause the dog to felt ill due to lack of foods intake. The dog will start to urine everywhere 

around the house too when they are unhappy to get their owner’s attention. A lonely dog might 

fall into depression that might really affects the dog health. The dog will become inactive and 

their eating and sleeping habits often change too. The dog would not participate in the things 

they once enjoyed too. A dog lover would not want this happen to their dog too right. (Malaysia 

| Hours Worked: Mean | Economic Indicators, 2020) 
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Figure 1.3 Shows an Article about “Dogs who bite aren’t barking mad… they’re just 

depressed”  

 

 Based on an article that posted by David Derbyshire for MailOnline he mentioned that 

dogs that bite are not actually barking mad but actually the dog are just depressed. Due to the 

depression of dogs the dog will become aggressive towards human which is one of the most 

frequent behavior problem in dogs. There are 3,800 patients that bitten by dogs had been treated 

by the NHS every year. During the research conducted, the researcher found that from 19 

samples of dog’s blood snappy, angry animals had lower concentrations of serotonin. The 

lowest concentration of serotonin reading came from dogs whose anti-social behavior appeared 

to be an attempt at self-defending themselves. Snappiest dogs also had a higher levels of stress 

hormone cortisol as the researcher’s report in journal Applied Animal Behavior Science 

mentioned. The researchers hope the findings will make it be easier to diagnose the dog’s 

depression and treat them with anti-depressants. The vets believe that dogs are vulnerable to 

depression due to lack of time spending with owner and had been left alone for hours each day. 

So rather than letting the dogs get depressed and use anti-depressants to reduce the stress level 

in dogs, it is better that we prevent the dog fell into depression in the first place. (Derbyshire, 

2020) 
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1.2 Problem Statement and motivation 

 

According to recent research, we found out that there are something that lacks in the existing 

products in the market. 

• Unable to determine the emotion of dog 

The dog will feel lonely when the owner left the dog alone at home, but the problem is 

that the owner unable to understand that is their dog feel lonely when they are left alone 

when the owner went to work during the day time. One of the problem is that the dog’s 

owner unable to identify that the dog is lonely since the dog’s owner cannot determine 

that what does the emotion is , like example is the dog happy right now or is the dog 

sad right now. 

 

• Dog loneliness is another problem that caused dog to depress 

Loneliness in dog is a huge problem that will caused the dog to be depress too. One of 

the main problem of dog being lonely is that it’s due to the dog lack of a companion to 

play with them. The dog owner is one of the dog’s companion as the owner will play 

some game with their dogs during the leisure time. So if the dog’s owner left their dog 

alone at home, this will caused the dog loss a precious companion to play with and 

caused the dog become lonely.  

  

 

In order to solve the problems that mentioned in the problem statement, we will be 

doing some research on how to understand the dog’s emotion based on the face expression that 

shown by the dog. In existing products that offer in the market, they did not offer a feature 

which able to tell the dog’s owner that how does the dog feel when they are left alone at home. 

So, this is the main cause that the dog’s owner unable to solve the dog’s loneliness and caused 

the dog to feel depressed because they do not even know that their dog is feeling depressed due 

to loneliness. The dog’s owner will spent most of the time in their work, so the dog will be left 

at home alone. The only things that the dog’s owner know is that their dog greet them when 

they are home and their home are safe from any intruder since the dog are left at home guarding 

the house security. But here’s the problem came, the dog owner unable to clarify that why their 

dog does not have the appetite to eat their meal, or even does not have any interest to the things 
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that the dog interested on previously. The dog monitoring system that offers in the market only 

let the dog’s owner to monitor the dog without telling the dog’s owner how the dog felt when 

they are left alone. Dog’s owner might not able to understand the dog’s feeling since the dog’s 

owner does not watch their dog 24 hours all the time. So by developing a dog emotion 

recognition, dog owner will be able to understand their dog more since they will be able to 

know when the dog will be happy or even sad when they are not around.  

Another problem to solve is the dog’s loneliness. Dogs felt lonely when they are left 

alone without able to do anything. In most of the family these days, they only have the time to 

take care of 1 dog in their home. Having many dogs might caused a lot of trouble to the dog’s 

owner too, as the dog’s owner need to buy more foods for the dogs. This might increase the 

expenses of the dog’s owner too. In order to solve this problem, a dog social network platform 

will be developed to solve the problem. The dog will be able to communicate to another dog 

or even their owner to eliminate the feel of loneliness as they will have another companion to 

talk when they are bored. This will solve the depression issue of lonely dogs. 

 

1.3 Project Scope 

 

From the problem statement stated above, it seems like the dog’s owner does not have 

enough time to spent with their pet dog which caused them to falls into depression. So the 

scope of this project is to develop a smart environment for dog social network. With this smart 

environment, dogs are able to communicate with each other remotely through the dog social 

network. The dog’s owner does not need to worry about their dog might falls to depression 

state due to loneliness. This project will be cover more in using Artificial Intelligence technique 

to study the behavior of dog through visualization and sound recognition. In visualization, it 

will recognize the face expression the dog emitted and for the sound recognition, it will be used 

to improve dog emotion recognition results to get a better prediction result. the A distributed 

system will be built in the project which let the dogs to communicate with each other remotely 

through the dog social network platform. This project will cover the samples of dog population 

within Malaysia because the behavior of the dog will be affected by the Malaysian culture. The 

main objective of this project is to provide a social network for the dogs to communicate with 

each other, to use visualization tools and sound recognition to identify the emotion of the dog. 
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1.4 Project Objectives 

 

• Provide a social network for the dogs 

The main objective is to provide a social network for the dogs to communicate with 

each other remotely by using the distributed system architecture. The dogs will use the 

provided platform to communicate with another dogs. In this social network only the 

initial part which is starting the program and connect to the remote RTMP Server of 

another dog, then the dog will be able to talk with the other dog directly. This will let 

the dogs to talk to another dog freely when they want to chit chat with another dog 

when they are bored. 

 

• Using visualization tools and sound recognition to identify the emotion of the dog  

Another objective to use visualization tools like image recognition tools with the help 

of Artificial Intelligence in order to identify the emotion of the dog. In this objective it 

will be divided to several sub-objectives which will includes on studying on the dog 

behavior by collecting images of dogs with different emotion and separate them into 

different classes based on the dog’s emotion, train a model to fit the sample dataset and 

able to identify the behavior of dog from the trained model. First sub-objective is to 

find a dataset that have a lot of samples of dog behaviors that will be useful to the 

project and try to study on the dataset like the relationship between the attributes. 

Second sub-objective is to find the best model and tweak the model to fit the sample 

dataset. The third sub-objective is to use the trained model to identify the dog behavior 

and perform some actions based on the behavior of the dog. The behavior of dogs can 

be the dog expression. If the dog has a happy expression when chit chatting with another 

partner dog, the system will show that the other dog emotion like they are happy, angry, 

or sick. As for sound recognition, this will also perform dog emotion recognition, but 

the result will be combined with the image recognition result to get a better prediction 

on the dog’s emotion.  
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1.5 Impact, Significance and Contributions 

 

Based on the social perspective, this project will be contributed in the social to prevent 

the dog falls into depression. By preventing the dogs from falling into depression, we can solve 

several cases like depressed dog biting innocent people, causing the owner of the dog more 

trouble due to the depression of the dog and prevent the society from hating and hurting the 

dogs due to the dog bite people due to depression. By having this social network platform, we 

can create a healthy environment for the dogs to spend their leisure time with others dog by 

communicating through our smart environment dog social network while the owner of the dog 

is not around. 

Based on the system perspective, this project will use the Artificial Intelligence installed 

on the cloud to learn the dog behavior. In this project it will store the trained model in the cloud, 

then use camera to capture the dog and using microphone to record the barking of the dog 

emitted and sent to the cloud, then in the cloud it will used the image of the dog and perform 

analyzation to analyze the behavior of the dog then the barking voice of the dog will be 

analyzing to improve the prediction result of by combining with the image recognition 

prediction result. After analyze, the cloud will send the result back to the devices and perform 

the following actions.
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CHAPTER 2: LITERATURE REVIEW 

 

2.1 System Review 

 

2.1.1 Pawbo+  

 

Figure 2.1 Pawbo+ 

 

 Pawbo+ is a device which it let the pet owner to stay connected with their pet all the 

time. The device has Wi-Fi Interactive Pet Camera which the user can use it to interact with 

their pet when there is internet connection available and the treat dispenser which used to dump 
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treat to out from the device when the user presses a button on their smartphone. The camera 

that Pawbo+ used can record 720p HD live video with 130° wide-angle lens that let the user to 

capture their beloving pet precious moment anytime anywhere. The Pawbo Life App supports 

Android and IOS devices so the user can download the apps without worrying about 

compatibility issues if they updated their smartphone operating system to the latest version. 

The Pawbo+ can permit up to 8 members to connect to the camera at once which is a perfect 

method to let the family members to check their pet in the same time throughout the day. 

Pawbo+ have a special feature which is the built-in light-pointer function that let the pet to 

chase over the red dot when the user presses a button in the Pawbo Life App with their 

smartphone. If the user wants to treat the pet, the user can just press a button to dump treat to 

their pet through the Pawbo+ device. (Pawbo+ Review , 2020) 

 

Strengths 

 Pawbo+ have two-way communication which lets the pet owner to communicate with 

the pet with Pawbo Life App and at the same time can hear the pet talk to them with their pet 

language directly from Pawbo+ built-in microphone. This is a great feature not only talking to 

your pet in one way but let you hear what your pet trying to response you too. Pawbo+ has 

another great feature which is the instant social sharing which allow the pet owner to quickly 

snap a photo of the pet with the Snapshot Function and share the image of the pet owner’s pet 

directly to Facebook, Twitter and even Instagram.  

 

Weaknesses 

 Although Pawbo+ is a great device but there is some problem with it too. Pawbo+ has 

a problem with the video quality which is little underwhelming when it compares with other 

pet devices. A lot of the details has been lost in the shadows so if the pet owner owned a dark 

color pet or even hide somewhere around dark furniture, it going to be difficult to spot the pet. 

Another problem will be the light performance which is very poor when it compares to other 

pet devices. The camera sensor for Pawbo+ also have some problem with LED lighting too 

which tend to cause some area to become dark. If the pet falls into that dark area zone, it would 

be a problem for the pet owner to spot their pet too. Pawbo+ only can connect the device 

through Wi-Fi connection only and it does not have any Ethernet port to connect the devices 
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with Ethernet cable. In order to prevent any internet connection problem, Pawbo+ must be 

place somewhere near from the access point. User need to access the Pawbo+ either from the 

QR code on the Pawbo+ device or on the same Wi-Fi network with the Pawbo+ device. There 

is no user account that let the user to access Pawbo+ device camera. So if the user has a new 

smartphone when it went to holiday and forgot to install Pawbo Life app, the user would not 

be able to check up their pet. 

2.1.2 PetChatz 

 

Figure 2.2 PetChatz 

 

PetChatz is a pet interaction device that let the pet owner to interact with their lonely 

pet full day without any monthly fees. PetChatz do support two-way video chats which let the 

pet owner to communicate with their pet and in the same time able to listen what does the pet 

wanted to tell the owner though the built-in microphone on PetChatz device. PetChatz also do 

support treat dispense that will dump treat to the pet when the owner wanted to treat their 

beloving pet when they are bored, brain games which will treat the pet when they win the game, 

calming aromatherapy that used to make the pet relax. PetChatz do have another optional 

accessory that is sold separately which is the PawCall accessory. Pet can use their paw to press 

on the button on PawCall to call their owner. PawCall are placed on the floor or wall near to 

the PetChatz device. (A Home Alone Pet Needs This Practical Solution Petchatz®, 2020) 
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Strengths 

 PetChatz support two-way communication which let the pet able to hear the voice of 

their owner in the same time the owner can hear the voice of their beloving pet too. This can 

solve the pet loneliness when the pet owner is not around. If the pet need to call their owner, 

they can use their paw and press on the PawCall. It will call the owner directly when it has 

been pressed. The owner just need to train the pet to press on the PawCall button only in order 

to contact the owner. PetChatz allow the owner to stay connect with their pet too and try to 

provide comfort to their pet when they are working or going out for vacation and leaving their 

pet alone at home. The design of PetChatz is pet friendly too that allow the pet owner to capture 

memories of the owner’s pet by recording, taking videos or even pictures. PetChatz do allow 

the pet owners to contact with their pet without worrying any limitation on chat times or even 

hidden monthly fees.  

 

Weaknesses 

 Although PetChatz have a lot of benefits but it is not waterproof. So the device can be 

place indoor only. PetChatz do lack of a features which supports night vision. If the pet wanted 

to contact with their owner but it is night time and the lights is off. Pet would not be able to 

switch on the light right, so the owner would not be able to see their beloving pet, they only 

able to hear their pet voice only which is a disadvantage to both pet and pet owner. The camera 

that PetChatz use is low resolution too, so the owner might see their pet in blur resolution 

condition which would not let the pet owner enjoy the interaction with their pet. Another 

problem is that the sound quality is a bit of lacking too. Sometimes the dog sound will be a 

little bit blur, this might due to poor microphone quality has been used. Another problem is that 

PetChatz unable to let the pet owner to directly share the picture or videos that they capture 

directly to social media. PetChatz and PawCall is sold separately which does not come within 

the same box. The owner might need to spent another few bucks to buy a PawCall just to let 

the pet to be able to call their owner. 
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2.1.3 Furbo Dog Camera 

 

Figure 2.3 Furbo Dog Camera 

 

Furbo Dog Camera is specially designed for dog owners in mind, which give the dog 

owner the ability to check on their dog and interact with their dog when they are away from 

home. This device equipped with two-way audio which let the dog owner to hear and talk to 

their beloving dog. This device is equipped with 1080p HD video capability which can record 

the video much clearer. This device does support infrared night vision too which let the dog 

owner to checkup with their dog when the room it is dark. Furbo Dog Camera do compactible 

with Alexa too which can add voice control by combining with a screen Alexa device. Furbo 

Dog Camera do support a feature which can toss treat to the dog when the dog owner press on 

a button on their smartphone app. Furbo Dog Camera have a real-time updates features that 

will update the status of the dog on the dog owner smartphone. If Furbo Dog Camera detected 

that the dog is barking, it will alert the dog owner’s smartphone which the dog is barking and 

do the dog owner wanted to checkup with why the dog is barking or not. Furbo Dog Camera 

support an interesting feature that will alert the dog when it is activity time, the owner wanted 

to take a selfie of the dog, or even a person alerts too. Furbo Dog Camera have a dog-friendly 

color signal too which will switch between the two color that the dog can see which is yellow 
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and blue to get the dog attention. Furbo Dog Camera will produce a clicking sound to alert the 

dog that the owner is tossing treats to the dog. (Barrington, 2020) 

 

Strengths 

 Furbo Dog Camera is specially designed for dog, so it is more dog-friendly. The color 

signal that it used are also dog user friendly too which they know that dog able to recognize 

two color only which is blue and yellow. Furbo Dog Camera are easy to set up, what the dog 

owner need to do is just connect the smartphone app with Bluetooth or even Wi-Fi and it will 

start sending real-time alerts and push notification about the status of the dog. Another 

interesting feature that Furbo Dog Camera has which is the infrared night vision which let the 

pet owner to check and see with their dog even when the room is dark. So day and night is not 

going to be a problem to the pet owner. They can just interact with their dog anytime. Furbo 

Dog Camera have another interesting feature which will update the pet owner the real-life dog 

status through push notification on the owner smartphone app. When the dog is barking, Furbo 

Dog Camera will detect it and send a push notification to the pet owner and ask them whether 

they want to check with their pet or not. Furbo Dog Camera has a clicking sound feature when 

the device toss treat to the dog. This feature can be used as a training method to train the dog 

when will the device be tossing the treat to it. 

 

Weaknesses 

 Although Furbo Dog Camera does have a lot of interesting features with it but there is 

some weakness with it too. The audio capability for Furbo Dog Camera is fairly weak. When 

the pet owner interacting with the dog, the sound quality that came out from the speaker are 

not clear. The dog might not be able to hear clearly what the owner want to say to it. The 

microphone that use not a good quality microphone too. When the dog barks, the owner does 

not hear it clearly too what the dog trying to say. The bark alert feature is a great feature but 

the sensitivity of the bark alert is way too sensitive. The pet owner sometimes might need to 

disable or even turning it off the push notification when they receive it way too frequent. The 

Furbo Dog Camera cannot withstand heavy impact too due to the material that it used to build 

the device, so if the dog knocked the device down on to the floor, the device might just break 

apart from the heavy impact.  
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2.1.4 Petcube Bites Treat Camera 

 

Figure 2.4 Petcube Bites Treat Camera 

 

 Petcube Bites Treat Camera is a pet interaction camera that the owner can use to interact 

with their beloving pet when the owner is not at home. Petcube Bites Treat Camera has a wide-

angle view camera lens that support 160° view. So the pet owner can check and see their pet 

in a wider angle of view in their smartphone. The device can record 1080p HD video which is 

a high definition quality video which can display their pet in the pet owner smartphone much 

eclearer. The device does support night vision too which can let the pet owner check and see 

with their pet when the room is dark. The device does support 4x digital zoom too to let the pet 

owner zoom in to check and see every corner within the 160° angle view. The Petcube Bites 

Treat Camera support two-way audio to let the pet owner hear and speak with their pet through 

the smartphone. It has a full duplex sound with 4-microphone array and a speaker bar which 

makes you like speaking on your pet through a phone. This device has a built-in treat dispenser 

too. The pet owner can use their smartphone to toss treat to their pet remotely. The amount of 

treat and distance of treat that need to toss can be control from the smartphone. It can set to 

autoplay mode or schedule times to automatically toss the treat to the pet even when the pet 

owner is busy when they do not have the time with their pet. The tank that hold up the treat is 

large too it can hold up to 100 treats. The pet owner can share the pictures or even recorded 

video easily to any popular social networks from their smartphone app when they capture any 
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funny or interesting moment of their pet.  This Petcube Bites Treat Camera support cloud-based 

video recording and even timeline history which let the pet owner the ability to check back the 

records on what their pet doing throughout the day. (McQuillan, 2020)  

Strengths 

 Petcube Bites Treat Camera is easy to set up. So the pet owner does not need to spent 

the whole day reading the long user manual to understand how the installation works. What the 

owner need to do is plug in the power cable, download the Petcube app into their smartphone 

and follow a short online instruction on the setup and that’s all the Petcube is ready to use. The 

Petcube Bites Treat Camera do come with an interesting feature which is the night vision mode, 

so if the dog is sleeping during the night time, the pet owner can just connect to Petcube and 

checkup with their pet condition without worrying the room is dark. Petcube has the ability to 

be able to mount on the wall, so the pet owner does not need to worry about the device getting 

knock over by the pet or something. Petcube has another feature which allow the others to 

watch other pet owners cameras too. Just like the San Diego Cat Café, the owner had allowed 

the public to access to their cameras which is a great idea for those cat loves to checkup what 

the cats doing from time to time. 

 

Weaknesses 

 Although Petcube Bites Treat Camera do have a lot of interesting features that helps 

the pet owner interacting with the pet but there is a security issue with the features which let 

the public from accessing to the device too. If someone has the intention to break into the house, 

they can just connect into the Petcube device and check around what time might the pet owner 

gone to work, and when will the house be empty. People can use this features to spy the pet 

owner and even the pet too so it is not a good idea for this feature since it concerns about the 

security problem for the pet owner. 
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2.1.5 Petzi Treat Cam 

 

Figure 2.5 Petzi Treat Cam 

 

 Petzi Treat Cam is a pet cam that allows the pet owner to checkup what does their pet 

doing when the pet owner is not around the house. Petzi Treat Cam is called the treat dispenser 

too because the owner can dump treat to their pet remotely from their smartphone. The treat 

dispenser can work with any treat that is smaller than 2.54cm. Petzi Treat Cam do support night 

vision that is massively clear. So the pet owner does not need to worry about unable to check 

up what is the pet doing in a dark room. The audio that Petzi Treat Cam produce is clear and 

high quality too which let the pet owner listen clearly the sound of his pet and even their pet 

can listen clearly what their owner said. Petzi allows the pet owner to capture what their pet 

doing too using the smartphone app while checking up on their pet. (Petzi Treat Cam Review, 

2020) 
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Strengths 

 Petzi Treat Cam do have a lot of interesting features like the night vision. What the 

owner need to do is just leave a small light or even without using any light to trigger the night 

vision to be activate. So the pet owner can see more clearly what their pet is doing during that 

time. The treat dispenser on Petzi Treat Cam is very easy to refill too, all the pet owner need to 

do is removing the cover and refill the treat from the top hole. Petzi Treat Cam has the ability 

to speak to the dog clearly too. So the pet owner can interact with their lonely pet at home when 

the pet owner is not around in the house. The pet owner can capture any interesting picture of 

their pet too when they check up what their pet doing that time. 

 

Weaknesses 

 There are some weaknesses with Petzi Treat Cam which is larger treat might be stuck 

from the treat dispenser output hole. So the pet owner only limited on buying smaller treat to 

prevent the treat dispenser from getting stuck by larger treat. Petzi Treat Cam dispense multiple 

treat at once too which might waste a lot of treat if they were dispenses so much in the same 

time. The pet might get bored from the treat too if the treat is dispensing so many in the same 

time and this would not be a good idea to use back the same treat to train the dog. Petzi Treat 

Cam does not alert the pet owner when the pet bypass the device, so the owner always need to 

connect to the device camera in order to check and see does the pet is around nearby the camera 

or not. The pet cannot see their pet owner too but only can hear their pet owner voice. The pet 

would not enjoy the interaction session too if they unable to see their pet owner but only can 

hear their voice only. The video recorded has 3 to 4 second of delay too. So let say if the pet 

stay in front of the device for 2 seconds and walk away, the pet owner might just be talking to 

himself only and does not realize that the dog just went away pass 4 seconds ago. Another 

drawback is that the pet owner unable to record the video when interacting with the pet. The 

pet owner might not be able to record down any interesting or special moment of their pet 

during the pet interaction session. 
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2.2 Comparison between the existing system and proposed system 

 

 Pawbo+ PetChatz Furbo 

Dog 

Camera 

Petcube 

Bites 

Treat 

Camera 

Petzi 

Treat 

Cam 

Proposed 

System 

2-way 

communication 

Yes Yes Yes Yes No Yes 

Notify dog 

detected 

depressed  

No No No No No Yes 

Encourage 

human and pet 

communication 

Yes Yes Yes Yes Yes Yes 

Encourage pet 

and pet 

communication 

No No No No No Yes 

Support wireless 

connection 

Yes Yes Yes Yes Yes Yes 

Support Ethernet 

port 

No No Yes No Yes Yes 

Quick and easy 

to setup for non-

tech-savvy user 

Yes Yes Yes Yes Yes Yes 

Table 2.1 Comparison between existing system and proposed system 

 

Table 2.1 shows the comparison between existing systems with the proposed system. The 

existing system used for comparison Pawbo+, PetChatz, Furbo Dog Camera, Petcube Bites 

Treat Camera, and Petzi Treat Cam. 
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2.3 Recommendations 

 

 After reviewing several existing products, each of them has some limitations in terms 

of letting the pet and pet to communicate with each other. Their products only do let the pet 

owner to communicate with their pet only but it does not let the pet and another pet to 

communicate. Another problem is that, products like Pawbo+ and PetChatz does not support 

night vision too. This going to be a drawback to the users because if the room is getting dark, 

the user that in the dark room would not be able to see by another user from the device. This 

might cause some problem to the users during the communication. Multi-channel 

communication is very important in this part, product like Petzi Treat Cam does not have this 

feature which let the owner does not have any idea what the pet trying to tell them since they 

cannot hear their pet barking sound without the microphone. Another thing in the product is 

that the pet cannot see their owner face too, so they do not have any idea who is the person that 

talking to them as they might think that probably it is the device that are talking to them. From 

the review above, I found out that there are several products like Pawbo+, PetChatz, and 

Petcube Bites Treat Camera does not have an Ethernet port too as they only support wireless 

connection to the internet. If the pet owner setup the device far away from the access point, this 

will cause the internet connection to become poor. In order to prevent video or voice lag 

problem during the conversation, they should use Ethernet cable connection connecting to 

Ethernet port on the pet device. Last but not least, some of the products also lack of notification 

or alert to the pet. They tend to directly connect to the pet device when the pet owner call the 

pet without notifying the pet. Especially treat dispensing, the pet would only notify the pet 

device dispense the treat if they are right in front of the pet device, but if the pet is not right in 

front of the pet device and the user dispense the treat, the pet would just ignore it since they do 

not even know that the treat has been dispense. So alert or notification are very important to 

alert the pet that the treat has been dispense. 

 

 Hence, the proposed system will develop a smart environment to encourage pet and pet 

to communicate with each other. In the proposed system, the pet owner would just need to help 

the pet to create their pet profile account and connect the dog to the another dog to have a 

chitchat, and leave the device for the pet to play around by themselves. The proposed system 

will be supporting multi-channel communication to let both dog to communicate with each 

other. Both dog are able to see another dog face and heard their barking sound through the pet 
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device. This device let the user to connect the proposed system with using wireless connection 

or Ethernet connection (need to get a USB type C to Ethernet adapter). If the user does not have 

a stable wireless connection, the user can just plug in the Ethernet cable as the second options 

onto the proposed system. In the proposed system,  the dog emotion  will be predicted and sent 

to the proposed system. If the dog is depressed or looks ill, the proposed system will sent an 

email with an image of his dog current situation to the dog’s owner to notify him/her that the 

dog currently is detected depressed or sick.
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CHAPTER 3: METHODS/TECHNOLOGIES INVOLVED 

 

3.1 Methodology 

 

The smart environment for dog social network project will select RAD phased development 

model as the methodology. In this phased development methodology, there will be 4 phases 

which is planning, analysis, design, implementation. After the implementation, it will push the 

part of the system implemented out phases by phases. After the 1st phase completed the next 

iteration will continue from analysis phase until implementation phase and push it out to the 

client as the next system version until all the end of the project life cycle. Each phase in this 

system will be a part of the system. 

 

 

Figure 3.1 Phased Development Methodology 
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3.2 Project Workflow in Phased Development 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure  3.2 Project Workflow in Phased Development

Planning 

• Define problem statement and 

project objective 

• Study on related information 

• Gather issues with the dog and 

owner 

• Identify method to solve the 

problem 

• Create project workflow 

Analysis (initial analyzation) 

• Research on existing system 

• Compare the systems and find 

the pros and cons of the system 

• Refine proposed system 

• Identify required technology 

required 

Analysis  

• Get dog emotion dataset from 

the Google Image 

• Data cleaning for dog behavior 

dataset 

• Analyze and do research on the 

dog emotion dataset  

 

 

Design  

• Design architecture design 

• Design use-case, and activity 

diagram for particular phase 

Implementation  

• Physical implementation of the 

system for the particular phase. 

• Convert the idea in design 

phase to physical features. 

• Train the model for dog 

emotion recognition 

• Tune the hyperparameter of the 

model 

• Upload the trained model on the 

cloud. 

• Develop mobile application. 

• Perform data visualization 

Google Data Studio.  

• Testing and debugging 

System 

• Evaluate by supervisor. 
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• Planning Phase  

In this phase, we need to define the problem statement, project objective, study on related 

information. Information will be gathered including the problem occurs with the dog and 

owner. So after gathering the problem of the dogs and owner, we need to identify a method 

to solve the problem, by listing out the objective that needed to solve the problem.  

 

• Analysis Phase (initial analyzation) 

This phase, we do research on existed system and compare with each of the system the pros 

and cons of the systems and our proposed system. Then we will refine the proposed system 

by solving some problems that the existing system lack of. Later on, we identify what are 

the require tools and technologies that are needed in the project, who will be the user using 

our system, where and when will the system be used. As mentioned before, the target user 

will be the dogs, the location on implementing the system will be indoor area, and the dog 

will use the system when they are bored or want to find their companion dog to chat with 

each other.  

 

• Analysis Phase 

This phase, we will gather some images and audio of different dog emotion class as our 

dataset for the training part, and study on different type of dog emotion. Then, we will 

perform data cleaning to remove the images and audio that is not relevant to the particular 

class in the dataset. In this part, we need to start to analyze the dataset to have a better 

understanding of the dataset and perform data cleaning to clean up any bias from the 

dataset.  

 

• Design Phase 

In this phase, the architecture design, use-case diagram, activity diagram will be planned 

in this stage too to shows how the system works. 
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• Implementation Phase 

In this phase, it will involve physical implementation of the system according to the 

features that need to develop in each phase. We will need to train a model and compare 

which model is the most suitable to get a more accurate prediction. The next step will be 

tuning the hyperparameter to improve the accuracy of our model. Then set-up the Google 

Cloud Platform by uploading the AI model onto the cloud. Then we will continue 

implementing on the client side. At the client side, we will set-up the environment by 

creating a mobile application. In the application the dog will be able to create an account, 

search friend, add friend, call friend and even let the dog’s owner to visualize on the 

predicted emotion of another dog when communicating with his/her dog. The camera and 

microphone will capture the frame and host the captured frame on a RTMP server to 

stream the captured camera and audio frames. Then the application will read the camera 

and audio frame from the RTMP server. The frame that show on the client side will be 

uploaded to the cloud for dog emotion recognition with the trained model and return the 

result to the client, if the dog is ill, the system will sent an email to the dog’s owner. Then, 

we will perform data visualization on the Google Data Studio to analyze the dog’s 

emotions predicted. After done the physical implementation, test cases will be created to 

perform testing on the system before the deployment of the system.  
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3.3 Technologies Involved 

 

The technologies that will be use in this project will be Google Cloud Platform, Android 

Mobile, Keras, Jupyter Notebook, Audacity, Python, Node.js and Android Kotlin language for 

program implementation.  

• Android Mobile 

At the client side, we will use Android mobile device that have camera and microphone. 

The Android mobile device will contain an application that get the captured frame from the 

RTMP server and sent the frame to the cloud and perform prediction on the dog emotion 

using the trained dog emotion recognition model. 

 

• Android Kotlin Language 

Android Kotlin language will be used to implement an Android application that capture the 

dog behavior using the camera and capture the dog barking using microphone embedded 

on the device. This program will have call interface that let the user to communicate with 

another user. 

 

• Google Cloud Platform 

In Google Cloud Platform, we will be using the Ubuntu vm instance. All the captured data 

including the dog barking sound and dog behaviour images will be upload to the Google 

Cloud Platform Ubuntu vm instance. At the Google Cloud Platform, it will be 

implemented with trained dog behaviour AI model. The captured dog behaviour images 

will be analyzing though the AI model to identify the behaviour of the dog, and the dog 

barking sound will be analyse to improve the image recognition prediction result of the 

dog emotion. The result will then send to the client device to show the result of the 

prediction. The predicted result will be saved in the database that hosted in the cloud for 

data visualization. If the predicted result shows that the dog is sick, it will notify the dog’s 

owner by sending an email to the dog’s owner with an image attached in the email. 
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• Keras 

Keras will be used to train on the dog emotion recognition model with several 

hyperparameters and find out which hyperparameter is the best for the dog emotion 

recognition model to provide the best accuracy. 

 

• Jupyter Notebook 

Jupyter Notebook will be used to perform data cleaning, analysis on the collected dataset, 

perform data visualization on the collected dataset and finding the best hyperparameter 

when tuning the model.   

 

• Node.js 

Node.js will be used to create an API route for the image and audio file that send from the 

client side. The image and audio that received will be save on the cloud Ubuntu VM and 

it will execute the command to perform the prediction of the following image and sound, 

then return the prediction result back to the client. The Node.js will also have other routes 

which provides dog social media features like creating an account, search friend, add 

friend, getting the friend RTSP IP and port URL and etc. 

 

• Python Language 

Python language will be used in creating scripts to helps in scraping images from the 

internet, downloading videos from YouTube and converts the downloaded video into wav 

audio format. Python language will be used in creating a script to load the trained dog 

emotion model to predict the dog’s image and barking audio file and return the result back 

to Node.js. 

 

• Audacity 

Audacity will be used in extracting the particular part of dog barks which suitable for the 

certain dog emotion label. Like for example, the growling of a dog will emit a certain 

audio frequency, so we will crop the part of audio and saved into the directory which 

belongs to the growling label. 
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3.4 System Design 

 

3.4.1 Google Cloud Architecture Diagram 

First, The Android Mobile will upload the image and audio to the Google Cloud Platform 

Ubuntu VM Instance. This image and audio will be uploaded through POST Request to the 

Node.js REST API. Then, the Node.js will save the image to the ‘/images’ directory and audio 

to the ‘/audios’ directory in the Ubuntu VM instance. The Node.js will then execute the python 

script (dogEmotionClassifier.py) which will grab the image and audio from the respective 

directory. After done predicted the dog emotion, the python script (dogEmotionClassifier.py) 

will return the predicted result back to the Node.js. The Node.js will store the predicted result 

in the MySQL Database. Then, Node.js will return the predicted result to the Android Mobile 

and display on the calling interface. If the predicted is predicted as ‘sick’, the Node.js will get 

the user’s email from the MySQL database and sent an email to the user’s email to notify the 

user that the dog is sick with an image attached to the email. 

  

Figure 3.3 Architecture Diagram of Proposed Solution 
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3.4.2 Use Case Diagram 

 

 

Figure 3.4 Use Case Diagram 
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3.4.3 Activity Diagram 

3.4.3.1 Create Account 

When the user wants to create an account, the user need to input all the required information 

like username, password, email, and RTMP IP and port. After than the system will check 

whether the username available or not. If it’s not available, the system will prompt an error 

message, else it will create an account for the user. After done creating an account for the user, 

it will redirect back the user to login page. 

 

Figure 3.5 Activity Diagram of Create Account 
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3.4.3.2 Add Friend 

When the user wants to add a friend, the user needs to input the username into the respective 

text field. Then the user needs to click on the button to search for the username for the friend. 

The system will then check and see is there any possible username in the database, if no 

possible username match the search query, the system will show an error message, else the 

system will list all the possible usernames on the interface. The user can click on the username 

that matched his friend username and view his/her friend profile. Then the user can add the 

friend. If the username has been added, the system will shows an error message, else the system 

will shows success message which means that the user had just added the friend. 

 

Figure 3.6 Activity Diagram of Add Friend 
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3.4.3.3 Start RTMP Streaming 

When the user want to start the RTMP server, the user need to click on the “Start Server” button 

on the interface. Then the system will start the RTMP_Toggle android service. The system will 

pop up a floating window on the interface too. The system will the prepare video for RTMP 

server. If the system fail to prepare the video, the system will then show an error message, else 

the system will continue preparing the audio for RTMP server. If the system unable to prepare 

the audio, the system will then show an error message, else it will start RTMP streaming on 

port 1935. The system will display the video frame captured by camera on the floating window. 

 

Figure 3.7 Activity Diagram of Start RTMP Streaming 
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3.4.3.4 Call Friend 

When the user wants to call its friend, the user will get the lists of added friends first. Then 

the user selects the friend that want to call to view the friend’s profile. The user will then 

click on the call friend button to call the friend. The system will check for the friend’s RTMP 

server availability first. If the remote RTMP server is not available, the system will shows an 

error message, else the system will proceed to capture the video and audio frame from the 

remote RTMP server. The system will display the video frame on the interface. Then the 

system will play the audio frame. The system will take a screenshot of the video frame of its 

friend, then the microphone will record the audio for 5 seconds. After done, the system will 

upload the recorded audio to the cloud vm REST API. Then the system will upload the image 

file to the cloud vm REST API. The system will save the image and audio file in the cloud vm. 

The system will then start predicting the image first. Then the system will start predicting 

the audio file. The system will combine both the prediction result and start calculating the 

best prediction label. After that the predicted label will be added into the database. The 

system will check the predicted label too. If the predicted label is sick, the system will get 

the dog’s owner email from the database, then it will sent an email to the dog’s owner email 

with an image attached in it. Then the system will display the predicted result on the call 

interface. For the prediction label is not sick, the system will directly display the predicted 

result on the call interface. 
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Figure 3.8 Activity Diagram of Call Friend 
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3.4.3.5 View Report 

When the user wants to view reports of previous call predicted labels, the user can first get 

all the user’s report lists. Then the user can click on the report name to view the report. The 

system will get the report data from the database. Then the system will start calculating the 

predicted label. The system will plot a bar chart with the calculated predicted label. Then, 

the system will plot a line chart. The system will also display a description message for the 

report to explain what the graph means. 

 

Figure 3.9 Activity Diagram of View Report 
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3.5 Implementation Issues and Challenges 

 During the implementation phase, there were some problem that faced when doing 

training on the dog barking recognition model. The first problem that faced in this dog barking 

recognition model analysis is when I tried to use a raw audio file to train the model. My testing 

accuracy for the model are very low. So, I tried to check and see what is the problem that caused 

the testing accuracy low but the training accuracy are high. So, after doing some analysis I 

found out that in the raw audio file right, there are a lot of noises that included together for a 

single label. Like for example, I want to train my model to recognize this type of noise are 

belongs to growling label but in that raw audio file it includes other noises like human talking 

sound after the dog growling. To solve this problem, first I used Audacity to read the audio file 

first, then I analyze which part of the audio spectrum belongs to the dog growling sound. After 

found the part, I will copy the part of audio spectrum and save it into an audio file. After 

repeating this step for all the other audio file, I will start the dog barking recognition model 

again and compare the testing accuracy before and after the data cleaning on the raw audio file. 

Surprisingly that it solved the problem, and my testing accuracy increase compare to the one 

before I clean the raw audio file.  

 The challenge that faced in the project was the starting RTMP server part in the Android 

application. In this RTMP server starting feature, when I tried to start the RTMP server, it does 

works well as I can use my VLC player to test connecting to my RTMP URL hosting from my 

Android application. But there is one problem after I have press the back button the video frame 

does not continue capturing but the audio still continues playing in my VLC player. So, after 

some time in finding what caused this weird problem that caused the video feed not capturing. 

It seems like the android activity for starting RTMP server kills the SurfaceView that used to 

play the video frame. In order to keep this SurfaceView alive and available all the time when 

surfing around to the other android activities, I need to make a floating window for the 

SurfaceView so that after I have gone to another activity it will still works fine. Then for the 

RTMP server hosting to keep on continue in the background, I need to makes the RTMP server 

streaming in the Android service. So the finalize starting RTMP server feature will be first the 

user enter into the interface and it prepared the floating window with SurfaceView in it. Then, 

when the user click on the start RTMP server button, the system will start the Android service 

which will starts the RTMP server streaming the captured frame from camera and microphone. 

So the problem that video feed stopped after going to another Android activity solved after 
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making the SurfaceView into floating window and runs the RTMP server streaming in Android 

service. 
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3.6 Project Timeline 
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CHAPTER 4: PRELIMINARY WORK 

4.1 Dog Image Emotion Recognition Model 

Before starting to train the dog image emotion recognition model, we need to gather our image 

dataset and separate them into different class which in our case we will be separating them into 

different directories. Figure 4.1 shows that we used the python script to scrap dog images 

from Google Image by using an automated bot to save images to the local storage.  

 

Figure 4.1 Preparing Image Dataset with Python Script 

After complete scrapping images from Google Image, we started to perform data cleaning on 

the dog image dataset. We will identify which dog image that is not relevant to the class and 

remove the image from the directory. Example, in our “happy” class directory, it should be 

filled with all happy dog’s images. So we try to identify which images that the dog does not 

show happy emotion and remove it from the directory.  

All the images that scrap from Google Image, there will be different type of image resolution. 

So to standardize it, in figure 4.2 we use the python script to perform image resizing to resize 

all the image in the dataset to the specific image resolution which is 224x224 resolution.  
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Figure 4.2 Resizing Dog Images with Python Script 

In Figure 4.3, before starting to load the dog image dataset. We will display 5 random images 

for each of the label just to test and see whether we can load the image successfully or not. In 

our dataset we will have 3 classes which will be “happy”, “angry” and “sick”.  

 

Figure 4.3 Display 5 Sample Images for Each Label 
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After done checking the images loading, we will start importing all the images from the 3 

directory which representing their prediction label. In figure 4.4, we will start the loading and 

pre-processing phase. We will normalize the imported images and then split the imported 

images into 3 set of data, training, validation and testing data. 

 

Figure 4.4 Loading, Pre-Processing and Splitting the Dataset 

We will start building our 1st model which will be ResNet-like model. In figure 4.4, the first 

block of code shows the code to built a ResNet-like network. As our dataset is small, so we 

will be using ImageDataGenerator to perform data augmentation to replace our original batch 

with the randomly transformed batch. So when doing training on the CNN, we will be using 

the randomly transformed batch not the original batch. 
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Figure 4.5 Building a ResNet-like Model 

The next step we will find whether less data and more data will affect the prediction result for 

training and testing prediction. In figure 4.6, we will first take a look how many data will it be 

for less and more data dataset. 

                

Figure 4.6 Less Data And More Data Dataset Split Into Training, Validating, Testing 

Data 

Now we will try using the hyperparameter of 200 epochs, 16 batch size and learning rate of 

0.0005. We can see that for less data training prediction result that shows in figure 4.7 the 

accuracy for validation and testing in training prediction are 70.83% and 66.67% and for figure 

4.8 that is for more data training prediction result, the validation and testing in training 
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prediction are 73.75% and 72.5% which is higher than the less data training prediction. The 

testing loss result in training prediction for more data are much lesser than less data. 

 

Figure 4.7 Training Prediction Result for Less Data 

 

 

Figure 4.8 Training Prediction Result for More Data 

Now we will proceed in doing testing with test dataset on both more data trained model and 

less data trained model and compare the result. We can see a huge different in the testing 

accuracy that returned to us. In figure 4.9, we tested that for less data it will makes the model 

to be overfitted with the dataset, that is why we can see that in training prediction the accuracy 

is 70% and above, but in testing prediction it had dropped till 33.33% which is very critical. In 

figure 4.10, we can see some improvement on the model, as after we feed more data to the 

dataset, the model had lesser overfitting issue with the dataset, and it had improved the testing 

accuracy to 53.75%. This means that we need more data collected in order to makes the model 

prediction accuracy to be higher. 

 

Figure 4.9 Testing Dataset Prediction Result for Less Data 
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Figure 4.10 Testing Dataset Prediction Result for More Data 

Now after we know that we need more data in order to make the model to have higher 

prediction accuracy. So, we will stick with the more data dataset for now on. Now we need to 

find the suitable hyperparameter for the model. First, we will find the best learning rate range 

that is the most suitable for the model with the option of 2 different batch size 16 and 32 and 

both will be running with 50 epochs. In figure 4.11 shows the result for 4 different learning 

rate category which is 0.1, 0.01, 0.001, 0.0001 tested with 0 to 50 epochs in iterations with the 

batch size 16 and figure 4.12 shows the same 4 learning rate category tested with the iterations 

of 50 epochs with the batch size 32. From the observation, we found out that the learning rate 

of 0.1, 0.01, 0.001 turned out to be too large for the dataset to handle it. The loss and accuracy 

barely improve over the epochs as we can see that the model was bouncing up and down. The 

learning rate of 0.0001 were learning and it shows that the model accuracy and loss is 

improving over the epochs although some parts of the model are bouncing up and down but it 

still shows that it is improving little by little. So, the models with learning rate around 0.0001 

would be ideal. So, 0.0005 is chosen as the learning for the models to explore in the following 

sections. As for the batch size, the difference between 16 and 32 for 0.0001 learning rate it 

shows that the accuracy is bouncing up and down for 16 batch size but it some part the accuracy 

is high and the loss is improved, unlike 32 batch size that shows the accuracy improved little 

bit throughout the 50 epochs but the bouncing is much higher comparing to batch size 16. So, 

for the experiment, we will be comparing both batch size of 16 and 32 with 200 epochs test 

and we will test it with our model. 



CHAPTER 4 PRELIMINARY WORK 

Bachelor of Computer Science (Honours)   
Faculty of Information and Communication Technology (Kampar Campus), UTAR 47 

 

Figure 4.11 Epoch and Learning Rate Graph Result with Batch Size 16 

 

Figure 4.12 Epoch and Learning Rate Graph Result with Batch Size 32 
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So continue the previous experiment, we will starting to test which epoch is the best for our 

model with the learning rate starting from 0.0005 to the minimum 0.00001 for the 2 batch size 

16 and 32. Figure 4.13 will be the prediction result for our model 1_1 with batch size 16 and 

figure 4.14 will be the prediction results for our model 1_2 with batch size 32. From the 

experiment results on ResNet CNN, for the both batch size 16 and 32 the validation loss and 

accuracy is bouncing up and down before 75 epochs, and it start to get stable after 75 epoch. 

We can see that the accuracy is improving for both batch size 16 and 32 when the epoch is 

increasing unlike before 75 epoch the model is not stable. 

 

Figure 4.13 Epoch and Prediction Graph Result with Batch Size 16 

 

 

Figure 4.14 Epoch and Prediction Graph Result with Batch Size 32 

From these two batch 16 and 32, we take out the best hyperparameter for the model and did 

some comparison testing on the test data which the result shows in figure 4.15 and 4.16. We 

found out that when the batch size is 16, the model can achieve 53.75% of accuracy and 60.38% 

of loss while for the batch size is 32, the model can only achieve 43.75% of accuracy and 66.29% 

of loss. So, to conclude that from the experiment results, we choose batch size 16 with the best 

hyperparameter as our model as it achieve better accuracy and low loss than the batch size is 

32. 
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Figure 4.15 Prediction Result on Test Data of the best model with Batch Size 16 

 

Figure 4.16 Prediction Result on Test Data of the best model with Batch Size 32 

Now we have found the best hyperparameter for ResNet-like model, we need to do some 

comparison with another network which is the VGG16 and see does ResNet-like model or 

VGG16 is the most suitable for the dog image emotion recognition. We will first initialize the 

VGG16 by creating it. The figure 4.17 will be the code to create the VGG16 model. 

 

Figure 4.17 Block of Code That Create VGG16 Model 

 



CHAPTER 4 PRELIMINARY WORK 

Bachelor of Computer Science (Honours)   
Faculty of Information and Communication Technology (Kampar Campus), UTAR 50 

We have done creating the VGG16 model, now we will test running on both different batch 

size which is 16 and 32. The 2 tests will run with the learning rate starting from 0.0005 to the 

minimum 0.00001. Figure 4.18 will be the prediction result for our model 1_1 with batch size 

16 and figure 4.19 will be the prediction results for our model 1_2 with batch size 32. From the 

experiment results on VGG16 CNN, the loss for batch 16 remains constant around 1.0 but for 

the batch 32 the loss keep on bouncing up and down for training and for validation it remains 

constant around 1.05. As for the accuracy, for batch size 16 the bouncing up and down rate are 

very high and the validation accuracy, it remains constant throughout the epochs iteration. For 

the batch 32 accuracy, the bouncing up and down rate are not as high as batch size 16 but it 

still are not stable. As for its validation accuracy, it remains constant with the accuracy of 47.5% 

like batch size 16. The training accuracy are not improving throughout the epochs iteration for 

both of batch size 16 and 32. 

 

Figure 4.18 Epoch and Prediction Graph Result with Batch Size 16 

 

Figure 4.19 Epoch and Prediction Graph Result with Batch Size 32 

From these two batch 16 and 32, we take out the best hyperparameter for the model and did 

some comparison testing on the test data which the result shows in figure 4.20 and 4.21. We 

found out that the accuracy for both batch 16 and 32 model they are the same which is 100% 

and for the loss rate also very high which is more than 1.0. As the testing accuracy should not 

be higher than the training accuracy. By combining the result from the training accuracy and 
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the testing accuracy we can conclude that the dataset are not suitable for VGG16 model. So we 

will choose ResNet-like model for our dog image emotion recognition. 

 

 

Figure 4.20 Prediction Result on Test Data of the best model with Batch Size 16 

 

Figure 4.21 Prediction Result on Test Data of the best model with Batch Size 32 

Now its time to test our chosen ResNet-like model which is our best model right now. We will 

test on some sample dog image to predict the dog emotion. The result is great as it able to 

predict the dog emotion correctly. The first row, first Ricky the dog image shows that the 

prediction result predicts it correctly as Ricky is happy when he is in the park. The next image 

shows Ricky is angry as he cannot go to the park for a walk. The third image shows that Ricky 

is happy on the grass when he is playing on the field of flower watching his owner. Starting 

from the second row. It shows that Ricky is happy when the owner bring him to the park again. 

The next image shows that Ricky is sick but actually this should be happy as when he saw his 

owner taking picture of him and the last one is that Ricky is sick when the owner left him alone 

at home this might be a sign of depress. So from all these result, all the 6 results there is only 

1 image that is predicted incorrectly and the others predicted the data correctly. 
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Figure 4.22 Prediction Result on Ricky the Dog Image with the Chosen Model 
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4.2 Dog Bark Emotion Recognition Model 

Before we start training a dog bark emotion recognition mode, first we need to gather some 

dog bark dataset from the internet. In this case we will get the dog bark audio files from Google 

AudioSet. Figure 4.23 shows the part of YouTube video that have the following barking sound 

and the barking sound had been separated into different label. 

 

 

Figure 4.23 Dog Bark Audio Dataset in Google AudioSet 

Now we need to download the following dataset that contains the YouTube video URL and the 

particular time that will contains the dog bark sound. Figure 4.24 shows that how the dataset 

looks like in there. 1st column will be the YouTube video ID, 2nd row will be the starting second, 

3rd row will be the ending second, and the last column will be the dog barking label that 

predicted. 
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Figure 4.24 Dog Bark Audio Dataset From Google AudioSet 

To extract the particular dog barking label first we need to know the exact codename for our 

required label. First, we need to check out the class labels csv file and record down the dog 

class label indices that we need. In this case we will use dog’s growling as an example. 

 

Figure 4.25 Dog Bark Audio Dataset Class Label Indices 
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Then, we will use grep command to get all the rows that contain the growling class label indices 

and save it into a file. 

 

Figure 4.26 Using Grep to Extract Rows Containing Growling Class Label Indices 

 

Now we will create a Python script to helps us automate downloads all the required YouTube 

video. This Python script will download the video based on the start time and end time provided. 

After downloaded the video, it will convert the video into audio file format.  

 

Figure 4.27 Python Script to Gather Dog Audio Dataset 
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After done downloaded all the audio files, we need to convert the audio file into wav file 

format. To do this we create a Python script that will helps us in auto converting all the audio 

files. This Python script will use FFMPEG command to convert the audio file into wav audio 

file format.

 

Figure 4.28 Python Script to Convert Audio File into WAV Format 

Now we need to extract the exact part of audio spectrum that containing the required dog bark 

sound that we need. In our case we need to gather 3 class labels which will be bow-wow, 

growling, and howl. First, we try to use Audacity to study that which type of audio spectrum 

pattern that match the class labels that we need after we found the pattern, we will make a copy 

of the audio spectrum part and save it into a new audio file. 
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Figure 4.29 Using Audacity to Extract Specific Dog Bark Audio Spectrum 

After done editing all the audio files using Audacity, now we will be loading some audio files 

into the Jupyter Notebook. First let’s take a look on how the audio spectrum looks like for each 

class label. For bow-wow class label, we can see that there are 2 audio spectrums with a gap 

between the barking sound. For growling, the audio spectrum will be bouncing up and down 

due to the vibration sound that made by the dog. For howling class label, the audio spectrum 

will remain constant when the dog howl. 

    

 

Figure 4.30 Different Audio Spectrum for each class label 
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After done visualizing the data, we will start our loading and pre-processing data phase. The 

first block of code will be the function use to extract the audio feature from the dog bark audio 

file. Second block of code will iterate all the directories load the audio files, and call the audio 

feature extractor function to extract the audio feature. 

 

Figure 4.31 Code to Extract Audio Features 

After done, we will create a Pandas dataframe and insert the extracted audio features and class 

label for each rows. Then we will split the dataset in Pandas dataframe into 2 individual dataset 

for X and y. X will be the audio features, y will be the class labels. 

 

Figure 4.32 Load Into Pandas and Separate into 2 Independent Dataset 
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Now, we will use label encoder to convert the y class label into numeric form. 

 

Figure 4.33 Code to Convert Class Labels into Numeric Form Using Label Encoder 

After we have done the pre-processing phase, now we need to build our model. In this case we 

will create a sequential model for our dog bark audio recognition. In figure 4.34 will be the 

code on how to create the sequential model. 

 

Figure 4.34 Code to Build Sequential Model 

Now, we have our Sequential model created, we will start training our dog bark classification 

model. In this case we will find the best epochs for our dog bark classification model. We will 

set the highest epochs number to be 100, and the batch size will be 32. Based on the observation 

in figure 4.35, we can see that the epoch of 1 validation loss had been improved but the epochs 

starting from 2 to 100 it does not improve anymore. So, this means that the best epoch number 

for our model will be 1. The model file for the best epoch will be created and save in hdf5 

format. 
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Figure 4.35 Finding Best Epoch for Dog Bark Classification model 

Now we will test on our model accuracy. Based on the observation it seems that our test 

accuracy for dog bark classifier are 75% which is good. 

 

Figure 4.36 Test Accuracy Result for Dog Bark Classifier Model 

The last part we will try using the model to predict on the dog barking audio test data. In figure 

4.37 1st image, we use a bow-wow audio to test with our dog bark classifier model, and it 

predicted correctly. 2nd image, we use growling audio to test with our dog bark classifier model 

and it predicted correctly again. The last image we will test with howl audio with our dog bark 

classifier model and it predicted correctly. So for these 3, it had predicted the test dog barking 

audio data correctly. 
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Figure 4.37 Prediction Result on Test Data using Trained Dog Bark Classifier Model 
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4.3 Combining Dog Image Emotion Classifier and Dog Bark Audio Classifier Model 

To improve the dog emotion classifier, we will use weighted average technique to combine the 

2 models prediction result which is dog image emotion classifier and dog bark audio classifier 

model. First in figure 4.38, we need to load the dog image emotion classifier and dog bark 

audio classifier model. 

 

Figure 4.38 Loading 2 Models 

Then, we will define the functions to do prediction on image and audio file. 

 

Figure 4.39 Functions Used to Do Prediction 

Now we need to create a weighted average calculation function. We set  higher weight for the 

dog image recognition model because the image recognition will have higher accuracy 

comparing to the dog bark recognition model.  
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Figure 4.40 Functions Used to Do Weighted Average Calculation 

After done initializing the functions, we will do some testing on a test image and audio. Based 

on the figure 4.41 shows, the 1st row will explain on how does the data in 3 column means here, 

1st column will be happy label, 2nd will be angry label, 3rd will be sick label. As for audio 

recognition previously we set the label into bow-wow, growling, and howling category, 

actually bow-wow is equivalent to happy, growling means angry, and howling means the dog 

is sick. So it means that both classification model have the same label output. Let’s study the 

before average result, as you can see that over here it will calculate the prediction result for all 

the class labels for both model prediction. The highest value will be the prediction result. To 

merge the 2-prediction result, we use weighted average technique to combine them. The after 

average row shows the calculation after combining both prediction result from dog image 

emotion classifier and dog bark emotion classifier. The last row will shows the class label that 

is predicted from the weighted average calculated prediction result. 

 

Figure 4.41 Prediction Result Before and After Weighted Average 

Now we will test and see the accuracy of the prediction result before and after weighted average. 

In figure 4.42 will be the predicted accuracy graphs before weighted average and figure 4.43 

will be the predicted accuracy graphs after weighted average. Based on the observation, after 

weighted average we can see that the incorrect class label the accuracy it will reduce their 

prediction accuracy which will remains the correct class label accuracy higher. This means that 
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with weighted average technique combining 2 models it will improve the accuracy. We will 

proceed another experiment to proof that this technique works. 

 

Figure 4.42 Prediction Accuracy and Class Label Graphs Before Weighted Average 

 

Figure 4.43 Prediction Accuracy and Class Label Graphs After Weighted Average 
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Now, we will do some benchmarking accuracy before and after weighted average. We will use 

210 sample data with 70 sample data for each class labels. In figure 4.44, we can see that for 

the dog image emotion classifier out of 210 sample data it able to predict 187 sample data 

correctly. In figure 4.45, the dog bark audio classifier out of 210 sample data it able to predict 

192 sample data correctly. So after weighted average both the model prediction value, we will 

be able to achieve 201 sample data predict correctly which means that we can conclude using 

this weighted average to combine 2 models prediction result, we will get higher correct 

prediction accuracy. 

 

Figure 4.44 Prediction Accuracy For Dog Image Emotion Classifier 

 

Figure 4.45 Prediction Accuracy For Dog Bark Audio Classifier 

 

Figure 4.46 Prediction Accuracy After Weighted Average Both Models 
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Figure 4.47 Prediction Accuracy Graph Before and After Weighted Average 
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Now let’s test using weighted average technique to predict on our 3 sample data. In figure 4.48, 

we can see that it successfully predicted our sample data correctly. So, which means that we 

have proof that using weighted average technique to combine 2 models will improve our 

prediction accuracy. 

 

 

Figure 4.48 Predicted Label Using Weighted Average Technique 
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4.4 Google Cloud Platform 

In the Google Cloud Platform, we have created a Linux VM instance in us-central1-a zone, 

then the external IP “35.193.203.35” has been set as a static IP for the VM instance. Figure 

4.49 shows the Linux VM profile with the Internal IP and the External IP in Google Cloud 

Platform. 

 

Figure 4.49 Linux VM Instance Profile 

In the Linux VM instance, there will be 1 directory name “cloudFiles” which includes Node.js 

REST API script, Python dogEmotionClassifier.py and others files that shows in figure 4.50. 

In the model directory that shows in figure 4.51 there will be the models for dog image emotion 

classifier and the dog bark audio classifier that will be used for dog emotion recognition later.  

 

Figure 4.50 Dog Emotion Recognition Project Directory in Linux VM GCP Instance 

 

Figure 4.51 Dog Emotion Recognition Model Directory in Linux VM GCP Instance 

Now let’s take a look at the dogEmotionClassifier.py Python script. This script will be used to 

predict the dog emotion recognition. In figure 4.52, this is the script to perform the dog emotion 

recognition. The script will be loading the model from the model directory, and then perform 
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prediction for the dog image. In figure 4.53, that will be the output of the predicted result when 

executing the script to predict Ricky Dog image and barking sound. 

 

Figure 4.52 Dog Emotion Recognition Python Script in Linux VM GCP Instance 

 

Figure 4.53 Dog Emotion Recognition Python Script Output Detecting Ricky Dog Image 

and Barking Audio 

As shown in figure 4.54, this would be the REST API directory. There will be the Node.js 

‘restapi.js’ JavaScript that will be our connection between our client host and the Linux VM. 

In figure 4.55 and figure 4.56, these directories will be storing the images and audio that 

uploaded by the client. These images would be kept for future model training to improve model 

prediction accuracy. 
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Figure 4.54 REST API Directory in Linux VM GCP Instance 

 

 

Figure 4.55 Audios Directory in Linux VM GCP Instance 

 

 

Figure 4.56 Images Directory in Linux VM GCP Instance 

Now let’s walkthrough the code in REST API JavaScript. In figure 4.57, these blocks of code 

will be the basic functions for the dog social network mobile app to communicate with the 

cloud vm server database. 
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Figure 4.57 Block of Codes for Basic Dog Social Network in Node.js REST API 

JavaScript 

In figure 4.58, this block of code will be the route for the client to upload the dog barking audio 

file to the cloud vm. 

 

Figure 4.58 Block of Codes for Upload Audio File in Node.js REST API JavaScript 

In figure 4.59, this block of code will be the route for the client to upload the image file to the 

cloud vm. Over here, it will initialize the variables for dogEmotionClassifier.py script location, 

the image and audio file location and create the CLI command to execute. Then, it will extract 

the login user and friend’s name from the original image file name. After that it will go to the 

exec() function that shows in figure 4.60 to execute the Python script. If the command executed 

successfully, it will call the checkSick() function. 
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Figure 4.59 Block of Codes for Upload Image File in Node.js REST API JavaScript 

 

 

Figure 4.60 Block of Codes for Executing DogEmotionClassifier Python Script in 

Node.js REST API JavaScript 

In figure 4.61, the first part it will insert the predicted label into the database for future 

references. Then in figure 4.62, it will check whether the dog is sick or not. If it is sick, it will 

get the image file and attached into the email body. Then it will get the dog’s owner email 

address. After getting that it will sent an email to the dog’s owner to notify the owner that the 

dog is predicted sick.  
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Figure 4.61 Block of Codes for Inserting Prediction Label into Database in Node.js 

REST API JavaScript 
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Figure 4.62 Block of Codes for Checking Sick Label in Node.js REST API JavaScript 

In figure 4.63, these blocks of code would be getting the reports name and the reports detail for 

the specific user. These data that extracted will be sent back to the client mobile app for data 

visualization. 
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Figure 4.63 Block of Codes for Getting Reports in Node.js REST API JavaScript 
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4.5 Dog Social Media Mobile Application 

This part we will discuss about the mobile application for the dog social media. In figure 4.64, 

this would be the login interface for the user to login into their own account. If the user does 

not have an account, the user can click the signup button to go to the signup page. 

 

Figure 4.64 Login Interface of Dog Social Media 

The user can just type in their details in order to create an account. In figure 4.65, we will create 

an account for abubakar user. After done creating an account we will be redirected to the login 

page automatically. 
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Figure 4.65 SignUp Interface of Dog Social Media 

Now let’s login into abubakar user account, in figure 4.66 there will be 5 buttons. Each buttons 

will have their own features. Let’s check out the 1st button which will be the profile interface. 

 

Figure 4.66 Main Menu Interface of Dog Social Media 
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As you can see that, in figure 4.67 we have just landed on the user’s profile interface. In this 

page, the user will be able to check and see their profile details. If the user wants to change the 

login credential or wants to update the RTMP connection IP and port, the user can click on the 

edit profile button to goes to the interface. 

 

Figure 4.67 User Profile Interface of Dog Social Media 

Over here, in figure 4.68 we have a profile details edit interface. If the user wants to change his 

login credential, the user can type in the old password first, then only type in the new password 

and click on the change password button to change the password. If the user wants to update 

the RTMP connection IP and port, the user can just type in the IP and port number into the 

following textedit field, then click on the update connection button to updates the details. 
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Figure 4.68 Edit Profile Details Interface of Dog Social Media 

Now, we will check out the add friend feature first. In figure 4.69, the 1st image will be the 

search friend interface. In this part, the user can type in the username of its friend. Then the 

system will check the database and return all the possible usernames to the user. In our case, 

we want to add snowdog user as our friend, so we click on snowdog username. The system 

will redirect us to an interface that will let us view snowdog user profile details. If we want to 

add snowdog user as our friend, we can just click on the add friend button. 



CHAPTER 4 PRELIMINARY WORK 

Bachelor of Computer Science (Honours)   
Faculty of Information and Communication Technology (Kampar Campus), UTAR 80 

      

Figure 4.69 Add Friend Interface of Dog Social Media 

Now we will discuss about the start server feature, this feature will allows the user to start the 

RTMP server in their own mobile device. Another user would need to connect back to this 

RTMP server in order to view and listen to the user speaking and user’s action. In figure 4.70, 

we can see that there would be a black floating window on our screen. This floating window 

would let us to view ourself during the call. 

 

Figure 4.70 Start Server Interface of Dog Social Media 
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Now let’s start the RTMP server, as we can see that the server status changed into Stream on 

Live which means that the other friends would be able to connect back to our RTMP stream to 

view and listen to our dog actions. The URL part would shows the currently listening RTMP 

IP and port. If the IP and port are different, the user can just goes back to the interface shows 

in figure 4.68 to edit the IP and port. If the user wants to swap the camera from back camera to 

front camera, in figure 4.72 the user can just click on the swap cam button. This would change 

the camera from back camera to front camera. 

 

Figure 4.71 Demo Starting Server of Dog Social Media 
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Figure 4.72 Demo Swapping Camera of Dog Social Media 

Now let’s discuss the backend code on how we start the RTMP server. In figure 4.73, we can 

see that this block of code will create a floating window on the dog social media interface. The 

reason I used floating window is that, when I tried to start the RTMP server in the same Android 

activity, I can connect to the RTMP server URL using my VLC. But, after I press the back 

button to goes to another activity interface, my RTMP video stream will stop working but the 

audio frame still receiving from the Android mobile device. The main problem is the 

SurfaceView over here that had been killed when I have changed to another Android activity 

interface. So creating a floating window with a SurfaceView in it solve the video stream stop 

receiving problem.  

 

Figure 4.73 Block of Code Creating Floating Window 
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In figure 4.74, this block of code would allow us to drag the floating window around our dog 

social media interface. So we can find a sweet spot that we want the floating window to stay. 

 

Figure 4.74 Block of Code Making Floating Window Draggable  

In figure 4.75, this block of code would allows the user to start and stop the RTMP server. 

When starting the RTMP Server, it will prepare the audio and video frame captured by the 

microphone and camera and stream it on RTMP port 1935. 

 

Figure 4.75 Block of Code Starting/Stopping RTMP Server  
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In figure 4.76, this block of code would allow the user to change the camera either to the back 

of camera or the front camera. 

 

Figure 4.76 Block of Code Swapping Camera 

Now we will check out the calling friend feature. In figure 4.77, this interface will list out all 

the friends that the user had added before. Over here we can see that the following user had 

just added 2 friends only so far. 

 

Figure 4.77 Friend Listing Interface in Dog Social Media 

Let say in this case we want to call micky, we can just click on snowdog user and it will redirect 

us to the interface shows in figure 4.78 that will list the friend micky profile details. If the user 

wants to call micky, the user can click on the call button. 
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Figure 4.78 View Friend Details Interface in Dog Social Media 

In figure 4.79, we can see that this is how the calling interface looks like when it successfully 

connected to the friend’s RTMP server. At the prediction part, the 1st part will be 

screenshotting, this will take a screenshot of the VideoView that plays the friend’s RTMP 

video frame. Then the 2nd part will be audio recording, this part will record the microphone 

for 5 seconds to record the barking audio. After done, it will uploads the audio and image to 

the cloud vm Node.js. After done predicting it will return the predicted label. As shown in 

figure 4.79, the predicted label is happy as the dog is happily playing with his owner. 
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Figure 4.79 Calling Interface in Dog Social Media 

Now let’s test what would happens when the dog is detected sick. In figure 4.80, here the 

calling interface predicted the dog looks sick. Then in figure 4.81, micky’s owner would 

receive an email with the image attached in the body to notify micky’s owner that the owner 

need to take action with the dog as the dog looks lonely and depress.  
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Figure 4.80 Demo Dog Predicted Sick in Calling Interface 

 

Figure 4.81 Demo Email Received by Micky’s Owner  
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Now we will be checking the last feature which will be the view reports feature. In figure 

4.82, it will shows a list of report that captured predicted data for the specific day and then 

who is the friend that the dog calling to. Let’s break down how can we read the report name, 

the format for the report name would be 

<data_captured_date>_<current_login_user>_<friend>. Now let’s check out the 1st report as 

we want to check and see what happened to our dog when we left it alone at home for the 

whole day. 

 

Figure 4.82 Report Listing Interface in Dog Social Media 

In figure 4.82, we will have a bar chart and a line chart. Each of this chart would have their 

own meaning let’s take a look. For the bar chart. This would calculate how many the predicted 

label predicted for each class label for the whole day. Based on our observation, we can see 

that our dog conversation with another dog it makes the another dog feel sick all the time as 

sick class label are the highest prediction among the other class label. Now let’s take a look at 

the line chart, from 5:09pm till 5:12pm the friend dog emotion had changed from angry to sick 

and it remains constant in sick emotion. So we know that something is wrong with the dogs, 

so the dog’s owner need to take a look at their dog and see what happened to them that makes 

them sick. The below part will have a description to explain to the user what the graph means, 

as stated there the dog is unhealthy and depress as the dog is predicted sick all the time. So the 

dog’s owner of micky or abubakar need to take the dog to the nearest vet. 
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Figure 4.83 View Report Details Interface in Dog Social Media 
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4.6 Data Visualization on Google Data Studio 

We will be using Google Data Studio for our data visualization. Here let’s take a look at our 

1st graph. In figure 4.84, we will be able to see how many users that had registered for our dog 

social media. The table below will show the detail of the users. 

 

Figure 4.84 View Number of Users in Data Studio 

In the report that shows in figure 4.85, here we will have 2 graphs the 1st bar chart graph will 

be showing the overall predicted class label for each of the dog from all the time. The 2nd bar 

chart graph will shows the individual report which means that in the particular date, who is the 

caller that call another friend report. Then the table below will shows the report name, who is 

the caller and who does the caller called. How many is the predicted class label predicted during 

the call for the whole day. To do some analysis on the dog behavior, we can utilize the filter 

feature like report name, date range, caller and friend. 
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Figure 4.85 Dog Emotion Predicted By Friend Analysis in Data Studio 

Now let’s test with some filter applied, we now will do some analysis on snowdog user from 

the prediction data collected from the date 28th of August till 29th of August. Snowdog user had 

called micky and john friend during that date period. The interesting part is that all the dogs 

friend that snowdog called they had 1 issue which is very high sick label predicted. The sick 

class label that predicted when snowdog having a calling conversation with other 2 dogs are 

the highest among the other 2 class label. We can do some conclusion that most probably this 

snowdog user does something that the other 2 friend micky and john does not like which makes 

them feel depress and sick. 
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Figure 4.86 Demo Applying Filter During Analysis in Data Studio 
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CHAPTER 5: CONCLUSION 

There are so many people that like to adopt dog as dogs can be a great companion for 

human being. Dog can be a part of the human life as when the dog’s owner is lonely, the dog’s 

owner can just play with their dog to overcome their loneliness. When the dog’s owner came 

back from work with all the accumulated stress from the work, the stress can just be reduced 

when the dog’s owner saw the dog waiting for him in front of the gate. 

 Here comes the problem that the dog’s owner did not understand how the dog feel. As 

the dog have been left alone when the dog’s owner goes to work. During the whole period, the 

dog will felt lonely as they do not have any dog companion to play with as they only have their 

own owner to play with only all the time. So due to this problem dog loneliness will be 

accumulate and develop depression in the dog. The dog owner would not notice that until when 

the dog’s owner found out that the things that the dog like to do or the food the dog like to eat, 

suddenly the dog do not have the appetite to eat it. These is a huge problem as the dog’s owner 

does not know what is happening to the dog when the dog’s owner left the dog alone at home 

when he/she is working.  

 In the market nowadays, actually there are some existing products that could let the 

dog’s owner to monitor their dog but there is a problem in those product as they could not 

understand what does the dog feel like is the dog is happy right now or the dog is not happy 

right now. The product that sell in the market could not do this kind of stuff which is a drawback 

to the dog’s owner too. Another one is that the product in the market could not let the dog to 

communicate with another dog through a platform. The dog’s owner does not have the money 

to own another dog for the dog as a companion as the food will be double up and it would cause 

trouble for the owner too. 

 So to solve the problem, we have come out the proposed solution to develop a smart 

dog social network which to let the dog and another dog to communicate with each other 

remotely by using our distributed system architecture. The dogs will be using our platform to 

communicate with another dog. In this social network only the initial part which is starting the 

program and connect to the remote RTMP Server of another dog. The dog can just directly talk 

with another dog directly when they are bored. Another feature which will be the image 

recognition model trained to detect the dog emotion. With this feature we can identify the dog 

emotion by training a model to detect the dog emotion. With the model, we will be able to 

detect the dog is happy or not happy. If the dog is lonely it will show the dog is not happy. So 
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the dog’s owner will be able to take further action to prevent the dog from becoming lonely 

and depressed. 

 As for the future work, we would be using the collected dog barking audio and dog 

images that saved in the cloud vm to train our dog emotion classifier in order to enhance the 

prediction accuracy to have a higher accuracy during the prediction using our dog emotion 

classifier model. 
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1. WORK DONE 
[Please write the details of the work done in the last fortnight.] 

 

Complete trained the dog barking classifier model and did some data visualization on the 

model. 
 

 

 

2. WORK TO BE DONE 

 

Need to add 1 more class label and retrain the dog emotion image classifier model 

 

 

3. PROBLEMS ENCOUNTERED 

 

Using raw dog barking audio files containing noises will cause the model to have poor 

prediction performance. To solve this problem, need to do some cleaning with Audacity 

program to extract the exact part that containing the audio spectrum which belongs to the 

particular dog barking class label. 

 

 

 

 

 

4. SELF EVALUATION OF THE PROGRESS 

 

The Dog emotion image classifier need to be trained to detect 3 class labels. So, the 

following weeks will be doing training on dog emotion image classifier. 
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1. WORK DONE 
[Please write the details of the work done in the last fortnight.] 

 

Complete trained dog emotion image classifier model and does some data visualization 

on some models with different hyperparameter tuning options. Comparing how does 

different hyperparameter affects the model prediction and compare training the model 

with ResNet and VGG16 network which one is more effective. 
 

 

 

2. WORK TO BE DONE 

 

Combine the 2-model dog barking classifier model and dog emotion image classifier 

model and do some benchmarking. 

 

 

3. PROBLEMS ENCOUNTERED 

 

When training the dog emotion image classifier with 300+ images the testing prediction 

score is very low, to solve this problem I have added another 300 images which makes 

the total of images 600+ and the testing prediction score improved. 

 

 

 

 

 

4. SELF EVALUATION OF THE PROGRESS 

 

In order to improve the dog emotion classifier prediction model accuracy, the following 

weeks will be focusing on doing some experiment in combining 2 models and did some 

benchmarking on the 2 combined models prediction. 
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1. WORK DONE 
[Please write the details of the work done in the last fortnight.] 

 

Complete combining dog barking audio classifier and dog emotion image classifier 

models using weighted average technique and did some benchmarking on the new 

function. 
 

 

 

2. WORK TO BE DONE 

 

Create a dog social media mobile application to utilize the created models that host on the 

Google Cloud Platform vm instance. 

 

 

3. PROBLEMS ENCOUNTERED 

 

When doing the combination of 2 models, there is some problem encountered. First, I 

have no idea how to combine the 2 models prediction result and make it into one, so after 

some research I found that I can use weighted average technique to combine the 2 model 

prediction result and make it into 1 which is the enhance version of prediction result. 

 

 

 

 

 

4. SELF EVALUATION OF THE PROGRESS 

 

To utilize the models that trained, need to deploy the models in the cloud vm instance and 

create a mobile application that will let the dogs to be able to see each other. 
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1. WORK DONE 
[Please write the details of the work done in the last fortnight.] 

 

Complete creating a dog social media mobile application. 
 

 

 

2. WORK TO BE DONE 

 

Utilizing the collected data for data visualization 

 

3. PROBLEMS ENCOUNTERED 

 

When I want to start the RTMP server hosting on the client device, it works normally as 

my VLC player able to connects the remote RTMP server URL successfully. But, after 

clicking on the back button to go to another Android activity, the video feed started to 

stop receiving but the audio frame still receiving from the remote device. After some 

debugging on it, I found the problem that caused the RTMP server does not continue 

sending the video frame as due to the SurfaceView on the activity has been destroyed. So 

to solve the problem, need to make the SurfaceView embedded in a floating window 

which allows accessing from any other Android activities. 

 

 

 

4. SELF EVALUATION OF THE PROGRESS 

 

As we have collected so many data along the journey, we need to start utilizing the data 

and make some graphs for the user and the admin to view it. As using graphs are easier to 

let the users to determine that how well does their dog predicted when the dog’s owner 

are not at home. 
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1. WORK DONE 
[Please write the details of the work done in the last fortnight.] 

 

Complete generating reports for data visualization on the mobile application and Google 

Data Studio 
 

 

 

2. WORK TO BE DONE 

 

Complete the documentations. 

 

 

3. PROBLEMS ENCOUNTERED 

 

When we need to plot a graphs on the mobile application, we need to gather the specific 

data out from the database. In order to solve this problem, I have created Date, report 

name containing who is the caller and the friend calling, predicted class label columns in 

the database PredictionData table. Then at the Node.js REST API side, I have created a 

function which allows me to insert each of the predicted class label into the 

PredictionData table in the database. 

 

 

 

 

4. SELF EVALUATION OF THE PROGRESS 

 

The collected data can be fully utilize in creating stories after we have data visualize it. 
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