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ABSTRACT

In a Wireless Sensor Network (WSN), sensor nodes are able to communicate with

each other and relay the sensed data to a base station. In general, sensor nodes have a

limited energy supply and each packet transmission consumes a certain amount of

energy from a sensor node. Therefore, if each sensor node can strategically abstract

only the critical data from the sensed data to report, a substantial amount of packet

transmission and energy consumption can be reduced, thus prolonging the lifetime of

WSN. Data abstraction is a term used to describe such a scheme. On the other hand,

to prevent data loss, the abstract data reported to the base station must contain

sufficient information in such a way that the full set of data can be reconstructed as

accurately as possible at the base station using a data reformation scheme. This paper

studies the zeroth-, first-, and second-order DAR algorithms, as well as their

applications in WSN, which are investigated in this work. Through the study, it was

found that the number of packet transmissions can be greatly reduced with a proper

selection of DAR algorithms, and yet the data can be reformed at the base station with

acceptable accuracy.
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Chapter 1

Introduction
1.1 Problem Statement and Motivation

The problem domain in this project is the energy limitation of the sensor node. A

sensor node is a microelectronic device powered by batteries that the power supply is

constrained. As a result, the battery life determines the sensor node's lifespan.

Moreover, energy consumption is the biggest challenge faced by the sensor node. The

sensor node is deployed to transmit data, communicate with adjacent sensor nodes,

detect events and collect specified data. According to this, energy consumption can be

categorized into three categories such as sensing, communication and data processing

[1]. In other words, the energy consumed can be differentiated into sensing energy,

computing energy and communication energy [2]. In the sensing phase, each of the

sensor nodes needs to detect the specified data within a time range and thus convert

the sensed data into digital signals. Furthermore, each sensor node spends the majority

of its energy conversing and transmitting data to others during the communication

phase. Next, in the data processing phase, the sensor nodes need to do internal

computations. The sensor nodes will then unavoidably consume energy.

The problem of energy consumption is essential to be concerned in order to have a

better improvement in the field of the Internet of Things (IoT). Moreover, to reduce

energy usage, the data abstraction and reformation (DAR) methods are proposed in

this study. This is because the sensor node is relying on the battery to operate its

functionalities. The sensor node is unable to measure data if it does not have enough

power. If the sensor node does not collect data, no data may be examined or observed.

Besides, the sensor node lacks sufficient energy to interact with other sensor nodes

and is thus unable to send data and perform internal computations. The data will not

be properly processed. As a result, the motivation of the project suggested in this

paper is to tackle the energy limitation problem by lowering energy usage and

extending the sensor nodes' lifetime.
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1.2 Project Objectives

The project aims to use DAR algorithms to lower the energy consumption of sensor

nodes. The data reformation algorithm must be used in conjunction with the data

abstraction algorithm. This is because the data abstraction algorithm is used to filter

the significant data and reduce the number of transmissions of the sensor nodes. In

addition, data reformation is used to reform the unknown data in order to improve

data accuracy. According to this, energy conservation can be achieved. The sensor

nodes are able to extend the battery lifetime.

Furthermore, using the data abstraction algorithm, the research attempts to reduce the

amount of sensor node transmissions. In this paper, a threshold value is determined.

Then, the data abstraction algorithm is used to abstract significant data while the data

value is without the range. For example, the threshold value is determined as 25.0. If

the value observed by the sensor node is equal to or greater than the threshold value,

the data will be abstracted and sent to the sink node. In contrast, if the sensed data is

less than the threshold value, it is not transmitted to the sink node. Besides, the data

abstraction can be differentiated into three orders such as zeroth-order, first-order and

second-order. The present perceptual data will be reported if it is equal to or greater

than the threshold of zeroth-order data abstraction. Next, the previous sensed data and

current sensed data will be reported if the difference between prior sensed data and

current sensed data is equal to or larger than the threshold in first-order data

abstraction. Moreover, when the difference between current sensed data, previous

sensed data, and previously reported data is equal to or greater than the threshold

value, the current sensed data, previous sensed data, and second previous sensed data

are reported in the second-order data abstraction. According to this, the sensor nodes

only need to communicate data when the threshold is surpassed. It is possible to

minimise the number of transmissions between sensor nodes.

Next, the project aims to increase data accuracy by using the data reformation

algorithm. As the sink node is receiving the abstracted data from other sensor nodes,

the data reformation algorithm is needed to reform the non received data for further

analysis. Furthermore, if the data can be reformed properly, it is effective to predict

future value as the threshold. The data reformation can be categorized into three order
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such as zeroth-order, first-order and second-order. The unknown data is reformed

using the prior received data value in zeroth-order data reformation. Next, the

unknown value of data is reformed linearly by linking the previously collected value

to the next sensed value of data in first-order data reformation. Moreover, the

unknown value of data is reformed by combining two previously collected values to

the next sensed value of data in the second-order data reformation. Based on this, the

unknown can be reformed in order to improve data accuracy.

1.3 Project Scope and Direction

This project develops two algorithms for wireless sensor networks (WSN) which are

data abstraction algorithm and data reformation algorithm (DAR). The DAR strategy

is used to help wireless sensor nodes consume less energy. In WSN, each sensor node

may need to sense the data and submit it to the destination every second. The data

collected is massive. However, most of the data are common values. The sensor nodes

frequently relay similar data to the sink node, indicating that the amount of energy

consumed has increased. As a result, the data abstraction method is used to abstract

meaningful data by comparing the difference between currently observed and

previously felt data with a threshold value. The sensor node does not provide data to

the sink node if the difference value is within the range. If this is not the case, the data

will be delivered to the sink node. In addition, at the sink node, the data reformation

technique is utilised to rebuild the data. Some vital data may not be provided to the

sink node because the data has been abstracted. In order to analyse the acquired data,

the sink node must implement the data reformation method to reconstruct the data

using the previously received data set.

1.4 Project Contributions

To limit the quantity of data transmissions, the data abstraction algorithm can extract

key values in multiple orders with varied thresholds. For example, there are three

sorts of thresholds such as threshold value in zeroth-order, threshold of rate in first-

order and threshold of acceleration in second-order. According to this, the significant

data can be efficiently abstracted and thus the changes in different orders with

different thresholds can be observed and analysed. Besides, the number of data
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transmissions can be compared between different orders and study which orders are

able to get the least number of data transmissions.

By having this data reformation algorithm, it is able to solve the problem of data loss

and enhance data accuracy. To recreate unknown data, the data reformation algorithm

can be used to the sink node. Instead of assuming the unknown value of data is the

same as the previously reported value of data, this data reformation technique uses the

set of previously collected data to reconstruct the non reported data. The data

reformation algorithm proposed in this project has three orders such as zeroth-order

data reformation, first-order data reformation and second-order data reformation.

Regarding this, the unknown value of data can be rebuilt and hence determine which

orders are extremely close to the actual perceived value.

1.5 Report Organization

This report is organised into 5 chapters: Chapter 1 Introduction, Chapter 2 Literature

Review, Chapter 3 System Design, Chapter 4 System Implementation and Testing and

Chapter 5 Conclusion. The first chapter is the introduction of this project which

includes problem statement and motivation, project objectives, project scope and

direction, project contributions and report organisation. The second chapter is the

literature review carried out on several existing energy conservation techniques to

evaluate the strengths and weaknesses of each schemes. The third chapter is

discussing the overall system design of this project. The fourth chapter is regarding

the details on how to implement the experiment to evaluate the DAR performance and

benchmarking. Lastly, the fifth chapter reports the conclusion and recommended

future work.
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Chapter 2

Literature Review
In order to make sure the sensor nodes can perform well, different solutions are

proposed and studied by numerous researchers in incompatible fields. The power

management approaches can be differentiated into three categories such as energy

conservation, energy harvesting and energy transferring [3]. However, for this paper,

only energy conservation will be focused on and studied. There are various solutions

are proposed in a homogeneous manner.

Energy conservation approaches are concerned with minimizing a sensor node's

power usage by managing the sensor node's components. A sensor node involves four

major components such as sensing device, processing computing unit,

communications unit and power supply unit. The sensing component is used to collect

data, then the collected data is transmitted to the processing component. The

processing components are responsible to manage the sensor node and perform the

internal computational and aggregation of the data. The communication component is

used to connect with other sensor nodes in the network. The power components such

as batteries or low-power capacitors are used to provide energy to the sensor node.

The solutions include in energy conservation are data reduction [4], data aggregation

[5] and routing protocol [6].

2.1 Fog Computing Architecture-Based Data Reduction Scheme for WSN

According to Deng et al. [4], the authors proposed a data compression scheme that is

using a synchronous prediction model based on fog computing architecture. The

strategy aims to minimise network congestion while also lowering energy usage.

Sensor nodes, CH nodes, fog nodes, and cloud centers make up the network

architecture in this method, which is divided into three layers: sensor, fog computing

and cloud computing.
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Firstly, the sensor nodes collect data and compare it to the parameter predicted by the

fog nodes at the sensor layer. The data collected is redundant if the prediction error is

smaller than the threshold value. Otherwise, the data is transmitted to the CH node.

Next, the data will be processed and delivered to the fog nodes via the CH nodes.

Thus, the CH nodes are frequently chosen via polling in clusters. After that, the fog

nodes role is to condense the amount of data collected by analysing the time

correlation of observed data at the fog computing layer using the synchronous

prediction mode, an autoregressive prediction (AR) model. Therefore, if the fog nodes

wait a long time without receiving data, a new parameter is constantly anticipated and

give to all sensor nodes for the next time slot. The fog nodes, on the other hand,

receive the data and record the error in the AQ error queue. The Accumulated Error

Queue AQ is used to analyse the probability of successful prediction. According to

this, the prediction model needs to be readjusted if the likelihood of success forecast

is within the threshold. Besides, the fog nodes employ the geographical correlation of

the data to further filter and analyse the received data before delivering the data to the

cloud center. The data received at the cloud computing layer is stored and visualized

in the cloud centers.

With the AR prediction model, the data can be compressed and reduced energy

consumption and the number of data transmissions. However, the fog nodes and

sensor devices are frequently communicate with each other due to the synchronous

prediction model. As a result, the transmission energy which may or may not be

lowered efficiently. Moreover, the latency is increasing to transmit the data via three

layers with several data filtering processes. Lastly, the unreported data is thought to

be identical to the previous data. In my point of view, the data abstraction algorithm is

more effective in abstracting out important data without waiting for the parameters

predicted by the prediction model to be compared. In addition, the data reformation

algorithm can help further enhance the prediction model.
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2.2 A data aggregation transfer protocol based on clustering and data

prediction in wireless sensor network

According to Meng, Zhang and Zou [5], the scholars proposed a method called DACP.

In this paper, the scholars hope to reduce the quantity of data transmissions and

enhance the efficiency of data aggregation. The DACP is a clustering and data

prediction-based data aggregation transfer protocol. The DACP consists of four stages

such as DACP_Send, DACP_CH, DACP_Prediction and DACP_DA. Every sensor

node sends a message to the sink node at the DACP_Send stage, which includes an ID,

current remaining energy, position, and sensed data. The sink node selects a suitable

set of CH nodes and broadcasts the message consists of CH node information and CH

node ID. Besides, the network's sensor nodes will be split into numerous clusters. A

CH node is present in each cluster. Next, the sensor nodes will then elect the CH

nodes in the DACP_CH step, based on the message broadcast by the sink node. The

sink node must receive information from the designated CH nodes. Furthermore, the

sink node uses an AR algorithm to anticipate the next data value and sends the

parameter to all sensor nodes in the DACP_Prediction stage. Each CH node combines

data from the sensor nodes inside its cluster field in the final step of DACP_DA. Then,

compare the sink node's accepted data to the aggregated data. The CH nodes do not

provide data to the sink node if the comparison result is inside the range. Otherwise,

CH nodes send the data to the sink node. The sink node saves the data from the CH

nodes and updates the historical data in order to forecast the next future value.

The strength of this approach is used to decrease the number of transmissions in order

to reduce energy consumption. This is because the energy used for data transmission

is greater than the energy used for data receiving. Therefore, This method can

minimise total energy use while also extending the energy lifespan. Some data,

however, does not make it to the sink node. As a result, the sink node then assumes

the unknown data in the same way that the previously received data is predicted. This

may cause data loss and reduce data accuracy.

For this paper, the method proposed is able to select the CH node with multiple roles

instead of each node to perform multiple functions. As the selection CH node is done
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in each cycle, this is able to balance the energy required by each node. However, in

order to increase the data accuracy, the prediction mechanism in this paper needs to

be improved further. According to this, the data reformation algorithm is better than

the prediction model to reconstruct the unknown data. Moreover, the predefined

threshold, the equation proposed by Goh et al. [7] shows that the threshold can be

defined by using the equation of �ℎ� = � + (� − 1)� . As the threshold can be

defined with a proper algorithm, it might increase the data accuracy.

2.3 Efficient routing protocol in IoT using modified genetic algorithm and its

comparison with existing protocols

The researches proposed the Maximum Enhanced Genetic Algorithm (MEGA), which

combines the Local Search mechanism with the Sleep-Wake up mechanism [6]. The

researchers presented this strategy with the goal of lowering sensor node energy

consumption, extending sensor node service life, and improving network performance.

Through multiple cycles in the network, the Local Search method is utilised to

identify the quickest path to the destination in order to send the data. The sensor

node's energy is conserved via the Sleep-Wake up process, which selects a few active

nodes at random. The data only can be transmitted through these active nodes. When

the active nodes use up its power, then the other sleeping nodes will be woken up and

continue the work. According to the MEGA, the method generates a set of active

nodes as the first generation. Then, use the Local Search mechanism to find the

shortest path. After that, from the first generation of nodes, the MEGA select the next

generation of nodes. Furthermore, the Local Search technique discover and identify

the shortest path that is available to transmit the data once more. Moreover, the Sleep-

Wake up mechanism check the availability of the nodes for the next iteration. Last but

not least, end the current segment by sending the data to the sink node.

The strength of the MEGA is based on the total number of successful packets

transmitted, delay time and average energy consumption. From the results given, the

number of successful packets transmitted is the highest. Although the MEGA is using

Sleep-Wake up mechanism and some of the nodes is sleeping, the data can still be

transmitted successfully to the destination. Besides, the data is transmitted with less
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delay. Because the route is the shortest, it cuts down on the time it takes for sensor

nodes to transfer data to the sink node. Overall, MEGA is able to reduce energy

consumption. Regarding this, the Sleep-Wake up mechanism do well to improve the

energy-saving by setting some nodes to sleep. Nevertheless, the Local Search

mechanism and the Sleep-Wake up mechanism must be conducted back and forth, the

operation is complicated. In addition, the energy is consumed during the time of

searching for the shortest path and active nodes.
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2.4 Table of analysis

Table 2.1 Table of analysis.

2.1 Fog 2.2 DACP 2.3 MEGA

Advantage  reduce energy

consumption

 Minimise

network

congestion

 reduce number

of data

transmissions

 reduce the

number of data

transmission

 improve data

aggregation

 successful to

transmit data

 less delay time

Disadvantage  frequently

communicate

between the fog

nodes and

sensor devices

to synchronize

the prediction

error

 latency may

increase

 The unknown

data is assumed

to be the same as

previously

received data

 low data

accuracy

 The execution

of MEGA is

complex

Comment  DAR is more

effective

compare to

synchronous

prediction model

 Compared with

the prediction

mechanism in

DACP, the first-

order data

reformation

algorithm is

more accurate

 Compared with

MEGA, the

deployment and

execution of the

DAR algorithm

is very simple
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2.5 Concluding Remarks

Finally, unlike [4], DAR algorithms do not require threshold synchronization and can

still extract critical data in order to operate efficiently. In comparison to [5,] DAR

methods can use the data reformation algorithm to reform non-received data with

better data accuracy. In addition, when compared to [6,] DAR algorithms are simple

to execute. In sum, DAR algorithms are more effective to utilise, more accurate to

reconstruct non-received data values and easier to implement than the approaches of

[4-6].
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Chapter 3

System Model
3.1 System Model

3.1.1 Research Methodology

Figure 3.1 Flowchart of DAR between the sensor nodes and sink node.

This project develops two algorithms for WSN which are data abstraction algorithm

and data reformation algorithm. Wireless sensor nodes employ DAR algorithms to

lower their energy usage. Assume that the sensors, cluster head nodes and sink node

have been deployed to form a WSN. Every second, each sensor node in a WSN must

perceive the data and transmit it to the sink node through the cluster head node. The

data collected is massive. However, most of the data are common value. Most of the

time, the sensor nodes send the common data to the cluster head node. After that,

cluster head node aggregates the data and delivers to the sink node which will

increase the energy consumption during transmission. Therefore, by comparing the



CHAPTER 3: SYSTEM MODEL

Bachelor of Computer Science (Honours)
Faculty of Information and Communication Technology (Kampar Campus), UTAR 13

difference between currently detected data and previously sensed data with a

threshold value, the data abstraction method is utilised to abstract relevant data. The

cluster head node does not transmit data received from the sensor nodes to the sink

node if the difference in sensed data is within the range. The data is sent to the sink

node if this is not the case. In addition, the data in the sink node is reconstructed using

the data reformation algorithm. Some vital data may not be provided to the sink node

because the data has been abstracted. As a result, in order to analyse the gathered data,

the sink node must implement the data reformation method to reconstruct the data.

3.1.2 Tools to use

The technologies involved are computer for hardware and Python for software.

Hardware

The hardware involved is a computer. The computer has 8.00GB of RAM. The

system type is 64-bit operating system (x64-based processor). Moreover, the

processor is Intel Core i7-8550U. The computer is used to execute the Python

software.

Software

The software involved is Python. Python software provides Matlab library, which can

be used to draw graphs for further observation and analysation. In addition, data

abstraction algorithms and data reorganization algorithms can be coded in Python

with fewer lines of code, which is more efficient and effective. As a result, the

structure of the code will be executed to abstract the data and reform the data in order

to plot the graph in zeroth-order, first-order and second-order. With the graph, the

zeroth-order, first-order and second-order of data abstraction and data reformation can

all be seen and evaluated.
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3.2 Algorithms Design

3.2.1 Data Abstraction

Data abstraction is a filtering procedure that checks each piece of sensed data

according to a set of criteria to determine whether it should be transmitted to the base

station. Take a look at Figure 3.2, where data is only given at times 1, 4, and 9. For

�, � ≥ 0 , let �� represent a serial number of the ��ℎ sensor data, �� represent a serial

number of the ��ℎ reported data and �� represent the timestamp of the �� reported data.

If �� is assigned by the reported ��, then �� = �, where j ≤ i. Thus, the data are reported

�1 = 1, �2 = 4, and �3 = 9. Therefore, �1 = 1, �2 = 4 and �3 = 9.

Figure 3.2 An example of data abstraction.

Table 3.1 Data abstraction algorithms.

Order of Data Abstraction Algorithms

Zeroth �� ≥ �ℎ��� (1)

First �� − �� ≥ �ℎ��� (2)

Second �� − 2��−1 + �� ≥ �ℎ��� (3)

In essence, the data abstraction can be described in a variety of ways. The zeroth-,

first-, and second-orders of data abstraction are investigated in this study. In zeroth-

order data abstraction, the sensor data is compared to a pre-determined threshold

value, which denotes as �ℎ�����. Let �� represent the sensor data at time �, where � ≥

1. In this scheme, �� is reported to the base station if the data of �� is larger than or

equal to �ℎ�����, as in Equation (1). Note that when � = 1, �1 has to be sent to the base

station as the first reference data, �1 , for the completion of the zeroth-order
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reformation scheme, which is to be discussed in Section 3.2.2. Typically, there is only

one value is reported at a time in one packet.

In first-order data abstraction, the change of sensor data is monitored and compared to

a pre-fixed threshold of rate, �ℎ���� . Let ��� denote the last reported data, where �� is

the last reporting time and � ≥ 1. In this scheme, for any � > �� , if the difference

between the latest sensed data �� and the last reported data ���, denoted as ∆�� is larger

than or equal to �ℎ���� as shown in Equation (2), then �� and ��−1 are reported to the

base station. In other words, there are two sensed data to be reported in one packet.

When � = 1, �1 must be sent to the base station as the first reference data in order to

complete the scheme for first-order reformation, and thus �1 = 1 . Subsequently, if at

time � > �� data ��−1 and �� are reported, then ��+1 and ��+2 are set to be ��+1 = � −

1 and ��+2 = � , and ��+2 will then become the final report time for subsequent data

evaluation.

In second-order data abstraction, the acceleration of the data is measured and

compared to a pre-fixed threshold of acceleration, denoted as �ℎ����� . In this scheme,

for any � > �� , if the difference between the current collected data and the last

received data, i.e., ��, ��−1, and ���, denoted as ∆
2�� is larger than or equal to �ℎ����� as

shown in Equation (3), then �� , ��−1 , and ��−2 have to be transmitted to the base

station. When � = 1 and � = 2, �1 and �2 must be sent to the base station as the first

two reference data in order to complete the scheme for second-order reformation, and

thus �1 = 1 and �2 = 2. Moreover, if at time � > �� , data (i.e., �� , ��−1 and ��−2) are

reported, then ��+1 = � − 2, ��+2 = � − 1, and ��+3 = �, and ��+3 will become the final

report time for subsequent data evaluation. Typically, there are three data can be

transmitted at a time in one packet.

3.2.2 Data Reformation

Data reformation is a type of data interpolation that uses received data to reform non-

received data. Data reformation schemes can be developed in different orders, similar

to data abstraction, this work only looks at the zeroth, first, and second orders of data

reformation.
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For � ≥ 1 and �� ≤ � < ��+1 , let �� � represent the reformed data of �� at the base

station after ���+1 is received, where ���� = ��� = ��� and �� ��+1 = ���+1 = ���+1 .

However, for any � ∉ �� | � ≥ 1 , �� � is unknown, and thus its value needs to be

reconstructed.

The zeroth-order data reformation tries to reconstruct non-received data using piece-

wise constant data; the first-order data reformation uses piece-wise linear lines to

recover that data; and the second-order data reformation uses piece-wise parabolic

curves to reform the data. These schemes are shown in Table 3.2.

Table 3.2 Data reformation schemes.

Order of data

reformation

Algorithms

Zeroth ŷ� = �� , for �� ≤ � ≤ ��+1 (4)

First
ŷ� =

(� − ��+1)
(�� − ��+1)

�� +
(� − ��)

(��+1 − ��)
��+1

, for �� ≤ � ≤ ��+1

(5)

Second
ŷ� =

(� − ��)(� − ��+1)
(��−1 − ��)(��−1 − ��+1)

��−1 +

(� − ��−1)(� − ��+1)
(�� − ��−1)(�� − ��+1)

�� +

(� − ��−1)(� − ��)
(��+1 − ��−1)(��+1 − ��)

��+1

, for �� ≤ � ≤ ��+1

(6)

3.3 Verification Plan

To evaluate the suggested systems' performance, two parameters are introduced which

are the number of packet transmissions and the Root Mean Square Error (RMSE). The

total number of packets sent to the base station is defined as the number of packet

transfers. A packet does not have to contain only one piece of data. For example, a

packet comprises two most recent sensor data in the first-order data abstraction, while
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a packet contains three most recent sensor data in the second-order data abstraction.

As demonstrated in Equation (7), RMSE is utilised to calculate the difference between

actual sensor data and reconstructed data.

���� = �=1
� ��−��� 2�

�
(7)

The total number of detected data is n. Theoretically, the value of RMSE will be

affected by the number of data transmitted. In zeroth-order data abstraction, the

number of packet transmissions decreases when �ℎ���� increases. In first-order data

abstraction, there is a chance that the number of packet transmissions will increase

when �ℎ���� as well if there is any ∆�� = �ℎ���� and ∆�� < �ℎ����+1 . Furthermore, in

second-order data abstraction, there's a chance that when �ℎ����� grows, the number of

packet transmissions grows as well when �ℎ����� is increasing when there is any

∆2�� = �ℎ����� and ∆2�� < �ℎ�����+1 . However, lower RMSE is not always associated

with a higher number of packet transmissions. As a result, a lower �ℎ���� and �ℎ�����
value does not always imply a lower RMSE. In 1A1R, RMSE is always less than or

equal to �ℎ���� , RMSE ≤ �ℎ���� . As a result, the value of �ℎ���� in the implementation

of 1A1R can be specifically set to the application requirement's accuracy of the

reconstructed data in terms of RMSE. Aside from that, RMSE is equal to 0 if all

sensed data is reported to the base station, as there is no inaccuracy in the "reformed"

data. In other words, if there are 600 data points, precisely 600 of them are reported.

This indicates that the base station has no unreceived data. As a result, the RMSE is 0

because the data received at the base station and the data perceived by the sensors are

identical.
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3.4 Timeline

Figure 3.3 FYP 1 Timeline.
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Figure 3.4 FYP 2 Timeline.
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3.5 Concluding Remarks

In conclusion, data abstraction algorithm will reduce the number of data transmissions.

As a result, not all of the data is transmitted and the acquired data accuracy in the sink

node or base station is compromised. Data reformation algorithm is a component of

DAR scheme that reconstructs non-received data to ensure that the accuracy of the

information is not affected by data abstraction.
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CHAPTER 4

System Evaluation and Discussion
Different data sampling rates are used to evaluate DAR algorithms in two sorts of

applications. One is low-changing-rate application and the other is high-changing-rate

application.

4.1 Algorithms Evaluation

4.1.1 Application/attribute with low changing rate

In this part, the project demonstrates how DAR works for temperature monitoring,

where the temperature attribute has a modest changing rate in general. A temperature

sensor is deployed to collect temperature values and 600 sensor samples are presented

in the experiment. There are three different types of temperature data patterns: burst,

incremented and decremented and random.

In addition, assuming each sensor node sends temperature data at the same time, the

total number of data sent is 600 (100%). However, in order to save energy, the

number of data communicated can be substantially decreased, because data

transmission, as part of the communication operation, consumes the most energy of

all the actions performed by a sensor node. The minimal number of packet

transmissions in zeroth- and first-order data abstraction is 2 whereas the minimum

number of packet transmissions in second-order data abstraction is 3.

In addition, in order to have worth information at the base station, the reformation

schemes need to be applied. In temperature monitoring, there is merely a temperature

value. Therefore, the sensor data can be directly compared with the reformed data.

Note that ���� is generally increasing when �ℎ is increasing if the minimum and

maximum values are reported before the sign of the slope changes. The following are

the outcomes of the experiment.
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4.1.1.1 Burst temperature data

The sensor is put to the test at a temperature setting that resulted in burst temperature

data, which means that the temperature value was rapidly increased. Figure 4.1

depicts the experiment's outcome.

Figure 4.1 Graph result of burst temperature data.

Figure 4.2 Graph results of DAR algorithms of number of packets abstracted (%) v.s.

Root Mean Square Error in burst temperature data.
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Figure 4.2 also shows that the first-order data abstraction and zeroth-order data

reformation may reform the burst temperature data with ���� = 0.175 by sending

22.5 percent of total data. Second-order data abstraction and zeroth-order data

reformation are able to reform the burst temperature data with ���� ≤ 0.8 by just

delivering 19.83 percent of total data.

Figure 4.3 Comparison of the greatest value of RMSE and the worst value of RMSE

in burst temperature data.

4.1.1.2 Incremented and decremented temperature data

The sensor was tested with a configuration that resulted in incremented and

decremented temperature data, meaning the temperature value was steadily increased

and then gradually decreased. Figure 4.4 depicts the experiment's outcome.
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Figure 4.4 Graph result of incremented and decremented temperature data.

Figure 4.5 Graph results of DAR algorithms of number of data transmitted (%) v.s.

Root Mean Square Error in incremented and decremented temperature data.

Figure 4.5 shows that the second-order data abstraction and first-order data

reformation can reform the incremented and decremented temperature data with

���� = 0 by just delivering 33.33 percent of total data. Furthermore, the data can be

reformatted with ���� = 0.024 using first order abstraction and second order

reformation.
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Figure 4.6 Comparison of the greatest value of RMSE and the worst value of RMSE

in incremented and decremented temperature data.

4.1.1.3 Random temperature data

The sensor was put through its paces with a setup that generated random temperature

readings from an object. Figure 4.7 depicts the experiment's outcome.

Figure 4.7 Graph result of random temperature data.
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Figure 4.8 Graph results of DAR algorithms of number of data transmitted (%) v.s.

Root Mean Square Error in random temperature data.

Figure 4.8 shows that the first-order data abstraction and zeroth-order data

reformation can reform random temperature data with ���� = 0.065 by sending

91.33 percent of total data. Furthermore, first-order data abstraction and first-order

data reformation, as well as second-order data abstraction and first-order data

reformation, can reform random temperature data with ���� ≤ 0.08.

Figure 4.9 Comparison of the greatest value of RMSE and the worst value of RMSE

in random temperature data.
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4.1.2 Application/attribute with abrupt changing rate

This section demonstrates how DAR algorithms function for movement tracking,

where movement has a somewhat abrupt change rate in general. In the experiment, a

sensor node with an accelerometer sensor was used to collect data and 2148 of the

sensor samples are displayed. The accelerometer captures the movement of an object

in three dimensions, namely the x-axis (left and right), y-axis (up and down), and z-

axis (forward and backwards). The object was a human walking forward, right,

backward, and left, and the accelerometer utilised is the LSM303D Accelerometer [8].

The following are the outcomes of the experiment.

(a)(i)
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(a)(ii)

(a)(iii)

Figure 4.10 (a) Graph results of walking accelerometer data x – axis, y – axis, and z

axis.
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4.1.2.1 Walking accelerometer data

The sensor node is tested under different walking movement designated as shown in

Table 4.1.

Table 4.1 Packet ID in walking movements.

Packet ID Movement

1 – 519

520 – 1004

1005 – 1603

1604 – 2149

Walking straight

Turn right

Walking backward

Turn left

The sensor node sends seated accelerometer data one at a time, with a total of 2148

data sent (100 percent). However, in order to save energy, the amount of data sent

might be significantly reduced. The minimal number of packet transmissions in

zeroth- and first-order data abstraction is 2, while the lowest number of packet

transmissions in second-order data abstraction is 3.

(a) (i)

Figure 4.11 (a) Graph results of DAR algorithms of number of data abstracted (%)

v.s. Root Mean Square Error in walking accelerometer data.

Figure 4.11 (a)(i) shows that by transmitting 30.3 percent of total data, first-order data

abstraction and first-order data reformation were able to reform the data in the x-axis
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with ���� = 0.0003 around 0. Second-order data abstraction and zeroth-order data

reformation; and second-order abstraction and first-order reformation are able to

reform the data with ���� ≤ 0.3 by delivering 30.3 percent of total data.

(a)(ii)

Figure 4.11 (a) Graph results of DAR algorithms of number of data abstracted (%)

v.s. Root Mean Square Error in walking accelerometer data.

Figure 4.11 (a)(ii) shows that the first-order data abstraction and first-order data

reformation were able to reform the data in the y-axis with ���� = 0.0002 by

delivering 30.1 percent of total data. Furthermore, first-order data abstraction and

zeroth-order data reformation can reform data in the y-axis with an RMSE that is

closer to 1A1R's result. The second-order data abstraction and zeroth-order data

reformation, as well as the second-order data abstraction and first-order data

reformation, were able to reform the data with ���� ≤ 0.2.
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(a)(iii)

Figure 4.11 (a) Graph results of DAR algorithms of number of data abstracted (%)

v.s. Root Mean Square Error in walking accelerometer data.

It can be shown in Figure 4.11 (a)(iii) that by sending 30.4 percent of total data, first-

order data abstraction and first-order data reformation were able to reform the data in

the z-axis with ���� = 0.0002. Furthermore, first-order data abstraction and zeroth-

order data reformation can reform data in the z-axis with ���� = 0.0005 that is

closer to 1A1R's result. Second-order data abstraction and zeroth-order data

reformation; second-order data abstraction and first-order data reformation; and

second-order data abstraction and second-order data reformation are able to reform

the data in the z-axis with ���� ≤ 0.25 by delivering 27.5 percent of total data.
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(a)(i)

(a)(ii)
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(a)(iii)

Figure 4.12 (a) Graph results of DAR algorithms of packet transmissions v.s. Root

Mean Square Error in walking accelerometer data.

4.2 Performance Metrics and Benchmarking

To verify the effectiveness of our DAR algorithm, the performance of the DAR

algorithm is compared to K-RLE [9] and EDCD [10] algorithms. The algorithms will

be tested based on two different datasets which are low sampling data with 600 data

values and high sampling data with 2147 data values. The low sampling data can be

categorized into three categories such as burst, incremental and random. Besides, the

high sampling data is the movement of the object in three dimensions which are x-

axis, y-axis and z-axis captured by accelerometer.

Furthermore, with low sampling data and high sampling data, the thresholds

determined by each algorithms are different. In order to get a better comparison, the

EDCD algorithm is tested with two alternative thresholds, EDCD(1) and EDCD(2), in

both low and high sampling data. EDCD(1) has a greater threshold, while EDCD(2)

has a lower threshold. This is due to the fact that the EDCD algorithm's result is quite

small, which may result in only one data value being abstracted. As a result of this

condition, it is impossible to reform unknown data and establish a performance

comparison. Besides, in order to ensure the experiment's fairness, the EDCD
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algorithm applied the DAR method's first-order reformation to reform the unknown

data.

In three categories of low sampling data, the threshold is set to 0.1 in DAR and K-

RLE algorithms. The threshold for the EDCD(1) algorithm is 0.001 and the threshold

for the EDCD(2) algorithm is 0.0001. Moreover, in high sampling data, the threshold

is set to 0.01 in DAR, K-RLE and EDCD(1) algorithms. The threshold for the

EDCD(2) algorithm is 0.0001.

Figure 4.13 Comparison of the greatest result between DAR, K-RLE and EDCD in

low sampling data.

Figure 4.13 shows that DAR transmits the least percentage of total data and able to

reform the data in high accuracy with the lower RMSE. In burst, DAR in 1A0R

abstracted 22.5% of total data that is lesser than EDCD(1) and EDCD(2). The K-RLE

abstracted the highest percentage of total data with 64%. However, DAR can reform

the data in low accuracy with the RMSE = 0.1752 compared to K-RLE and EDCD.

The DAR method in 2A1R then abstracted just 33.33% of total data in incremental

and decremental, which is lesser than K-RLE and EDCD(1), and was able to reform

the data with RMSE = 0. Since the EDCD(2) abstracted 100% of the whole data,

therefore the RMSE = 0. According to random datasets, the DAR in 1A0R still

abstracted the least percentage of total data that is 91.33%. The K-RLE and EDCD(2)
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abstracted the highest percentage of total data with 96.67%. DAR is able to reform the

data with RMSE = 0.0651 that is lesser than EDCD. In comparison to K-RLE and

EDCD, the DAR algorithm is able to reduce the number of transmissions.

Furthermore, the DAR can reform the unknown data with low RMSE in incremental

and decremental datasets as well as random datasets.

Figure 4.14 Comparison of the greatest result between DAR, K-RLE and EDCD in

high sampling data.

Figure 4.14 shows that DAR in 1A1R transmitted the least percentage of total data

and able to reform the data in high accuracy with the lower RMSE. In x-axis, DAR

abstracted 30.3% of total data that is lesser than K-RLE. The EDCD(1) abstracted

14.95% and EDCD(2) abstracted 15.84% of total data. However, DAR reformed the

data in high accuracy with the RMSE = 0.0003. The DAR method then abstracted just

30.1% of total data in y-axis and was able to reform the data with RMSE = 0.0002.

Since the K-RLE abstracted 96.97% of the total data, but the RMSE = 0.001 that is

higher than DAR. According to z-axis, the DAR abstracted the 30.4% of total data.

The K-RLE abstracted the highest percentage of total data with 98%. DAR is able to
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reform the data with RMSE = 0.0002 that is lesser than K-RLE and EDCD. In

comparison to K-RLE and EDCD, the DAR is able to reduce the number of

transmissions and reform the unknown data with high accuracy in high sampling data.

4.3 Project Challenges

Setting a sufficient threshold to abstract the significant data is the most difficult part

of this endeavour. According to DAR algorithm, when �ℎ���� increases, the number

of packet transmissions decreases in zeroth-order data abstraction. In addition, when

�ℎ���� increases, the number of packet transmissions decreases in first-order data

abstraction. However, there is a chance that the number of packet transmissions will

increase when �ℎ���� as well if there is any ∆�� = �ℎ���� and ∆�� < �ℎ����+1 .

Furthermore, when �ℎ����� is increased in second-order data abstraction, the number

of packet transmissions generally decreases. However, there's a chance that when

�ℎ����� grows, the number of packet transmissions grows as well when �ℎ����� is

increasing when there is any ∆2�� = �ℎ����� and ∆2�� < �ℎ�����+1.

The mean value of the data is used as the threshold in zeroth-order abstraction to

identify the best appropriate threshold. If the abstracted data represents less than half

of the entire data, the threshold will be increased or decreased and the test will be

repeated. Furthermore, for the first-order abstraction and the second-order abstraction,

the difference between the currently collected value of data and the previously

obtained value of data is around 0.5. As a result, start by setting the threshold to 0.5.

The threshold is then increased or decreased by 0.1 increments until an appropriate

threshold is discovered.

Besides, in order to have worth information at the base station, the reformation

schemes need to be applied. In temperature monitoring, there is merely a temperature

value. Therefore, the sensor data can be directly compared with the reformed data.

Note that ���� is generally increasing when �ℎ is increasing. However, ���� is

decreasing when �ℎ is increasing if the minimum and maximum values are reported

before the sign of the slope changes.
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Aside from that, employing the EDCD algorithm to set a sufficient threshold to

abstract the significant data was also one of the hurdles overcome. This is due to the

fact that the EDCD algorithm's result is quite small, which may result in only one data

value being abstracted. As a result, if the threshold number is set too high, only a little

amount of data will be abstracted. Otherwise, if the threshold is set too low, the

EDCD algorithm may be fine-tuned to provide the optimum results. According to this,

the EDCD algorithm will be tested using 2 thresholds which are 0.001 and 0.0001 in

low sampling data and thus 0.01 and 0.0001 in high sampling data. Note that RMSE is

increasing when the threshold value is increasing. Nevertheless, the RMSE is

decreasing when the threshold is decreasing.

4.4 Objectives Evaluation

From the objectives in section 1.2, which are:

1. The DAR algorithms are able to lower the energy consumption of sensor nodes

by lowering energy usage and extending the sensor nodes' lifetime. The objective

was achieved by using data abstraction algorithm to filter the significant data and

reduce the number of transmissions. The lower the communication frequency, the

lower the energy consumption. This objective was achieved and discussed in

Chapter 4.

2. The data abstraction algorithm can abstract the significant data in order to limit

the quantity of data transmissions. This objective was achieved by using zeroth-

order, first-order, and second-order data abstraction techniques, which are

addressed in Chapter 4.

3. The data reformation algorithm can reconstruct missing data values into a

complete full set of data without sacrificing data accuracy. This objective was

achieved by using zeroth-order, first-order, and second-order data reformation

techniques, which are addressed in Chapter 4.
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4.5 Concluding Remarks

In conclusion, experiments were carried out by DAR algorithms. Two studies were

carried out on each of the application categories, namely application/attribute with

low sampling rate and application/attribute with abrupt sampling rate. In general, each

of the sensed data will be reported to the base station, and the acquired data accuracy

is quite dependable. As a result, Data Abstraction and Reformation (DAR) schemes

are presented as a way to reduce the number of data transmission while maintaining

the accuracy of the data especially in 1A0R for low sampling data and 1A1R for high

sampling data.

Furthermore, comparison to K-RLE and EDCD, the DAR in 1A1R is able to reduce

the number of transmissions. Furthermore, the DAR can reform the unknown data

with low RMSE in incremental and decremental datasets as well as random datasets.

Besides, DAR abstracted approximately 30% of data with the RMSE close to 0,

indicating that the data accuracy is quite high.
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CHAPTER 5

Conclusion and Recommendation
5.1 Conclusion

In conclusion, the goal of the project suggested in this paper is to tackle the energy

limitation problem by lowering energy usage and extending the sensor nodes' lifetime

in order to have a better improvement in IoT field. Besides, the problem of energy

limitation is able to be resolved by using DAR techniques. With the use of DAR

techniques, the amount of data and packets broadcast is successfully minimised and

the accuracy of the reformation is within the acceptable range, 0 ≤ RMSE ≤ 1. As a

result of this research, it has been established that DAR algorithms are suitable for use

in both low and abruptly changing data rate applications. The increment of �ℎ����� ,

�ℎ���� and �ℎ����� are generally decreasing the number of data and packet

transmissions and increasing the RMSE’s value. Overall, first-order data abstraction

and zeroth-order data reformation, 1A0R, has better performance in low changing

data rates and first-order data abstraction and first-order data reformation, 1A1R, is

the best DAR schemes in abruptly changing data rates that is able to reduce the

number of data transmission while maintaining the accuracy of the data with RMSE

close to zero. Therefore, DAR may consistently deliver gratifying outcomes for low

and abruptly changing data rates while saving significant energy and improving data

reformation accuracy. Furthermore, the first-order data abstraction and first-order data

reformation, 1A1R, can be done directly based on the requested RMSE value. While

second-order data abstraction and first-order data reformation, 2A1R, both lower the

number of transmissions, they also necessitate more intricate calculations.

5.2 Future Work

For the future work, it is recommended to improve the data accuracy of the

reconstructed data values by adjusting the data reformation algorithm or examining a

new algorithm to pair with the data reformation algorithm. In addition, set up a

physical test to evaluate the energy-saving capabilities, as well as gather more real-

world evidence to support the efficiency and effectiveness of DAR algorithms.
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