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ABSTRACT 
 

Optical character recognition (OCR) is widely used to transcribe texts from images in 

computer vision. Although current OCR methods can accurately transcribe printed text 

(structured), they often fall short on unstructured or handwritten text recognition. This 

project proposed a text recognition method to recognize handwritten text on patients' 

clinical data using a convolutional neural network (CNN). We compiled custom 

handwriting datasets from MNIST 0-9 and Kaggle A-Z datasets to add more handwriting 

diversity in training a more robust OCR model. The CNN has 3-convolutional layers to 

learn high-level features and a dropout layer to prevent overfitting. The preliminary results 

showed that the proposed model achieved 93.75% classification accuracy while Tesseract 

(the state-of-the-art OCR) scored 69.79%. The data will be transformed from handwritten 

text to computer-readable text and then stored in files in xml form for further development. 
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Chapter 1 Introduction 
 

1.1 Problem Statement and Motivation 

Even in the 21st century, most clinics or hospitals still rely on traditional paperwork to 

access the medical record or patients’ information for their daily operations. A traditional 

paper-based record system involving recording the patients’ personal information, and 

medical records into paper, disk, or films, and the file will be stored in a physical storage 

facility. For the paper-based record, people need to go through a time-consuming process 

to retrieve desired data from the paper [1]. In addition, paper-based records are not scalable 

and cannot be easily replicated for backup purposes due to the sheer volume of records. 

Therefore, electronic health records (EHR) were introduced to facilitate data sharing 

between organizations and also lubricate the daily operations of hospitals and clinics. 

However, moving from a traditional paper-based database system to an electronic-based 

database system is a daunting task. This process is both time-consuming and costly, as data 

such as patient records and medical records need to be manually entered into the computer 

to continue the digitization process. 

Thanks to the development of advance’s technologies, today technologies has the ability 

on detecting and extracting text from documents or table form and export it to the computer. 

Many solutions have been proposed such as Optical Character Recognition (OCR) to 

automate the data extraction from printed or written text from scanned documents or image 

files and then converting it into the machine-encoded file for further editing or processing. 

Traditional OCR uses patterns and correlations to distinguish text from other elements. 

However, this technique does not yield high accuracy in some complex text or blurred 

images [2].  

Today, deep learning is applied to OCR systems that provide highly accurate text 

recognition and detection. Datasets of handwritten numbers and letters are used to train a 

model to predict the text. These new OCR systems will gain knowledge and learn how to 

recognize an unlimited number of characters, rather than being limited to a predetermined 

number of character sets [3]. The Convolutional neural network (CNN) is a popular neural 
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network architecture for image recognition and processing. It is also a state-of-the-art 

model for handwritten character recognition. Back in 1998, researchers used a seven-layer 

convolutional neural network excluding the input layer for MNIST datasets which are the 

handwritten text datasets, and came up with an error rate of 0.9% [4]. As a result, there is 

a focus on deep learning-based OCR because it can be more accurate than traditional OCR. 

 

1.2 Project Scope 

The project aims to use computer vision to digitize patient’s data from paper records to 

develop a patient management system to manage general tasks in the clinic and. A deep 

learning model will be trained to extract text from the patient's physical records and convert 

it into a computer editable format referring to the existing OCR system. The datasets used 

in this project are the standard MNIST 0-9 dataset and Sachin Patel's Kaggle A-Z dataset, 

which is based on a special NIST database 19. These datasets were combined into a unified 

character dataset for training using the CNN model to predict digits and alphabets. OpenCV 

was also used to help in the process of training the model. It is an open-source library for 

image processing, computer vision, and machine learning that can process images or videos 

to recognize human handwriting. Finally, the project will be deployed on docker to provide 

better scalability for future needs. 

 

1.3 Project Objectives 

The objectives of this project are as follows. 

1. To build a custom hand-writing dataset that includes a more diversified types of 

handwriting sample. 

2. To train a robust OCR model for hand-written text recognition using a CNN. 

3. To transcribe text from patients’ report cards using the proposed OCR using region-

based text recognition. 
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1.4 Impact, significance and contribution 

Medical documentation is an essential part of a clinical process. Storing data by using a 

paper-based record is not an ideal way in terms of time, cost, and even security. For people 

who need to search the information need to go through the time-consuming process and 

have a hard time on sharing with other organization for analyzing. However, data 

digitization for a patient management system is not an easy task. To transform paper-based 

records into the computer-editable format, a CNN-based OCR system can be implemented. 

OCR is a solution of translating the scanned/captured documents into machine-encoded 

text type by using a webcam or camera. Patients’ information in the paper-based record 

can be scanned and converted into the machine-encoded file. With this technology, the 

time required for data transformation can be reduced at the same time decrease the human 

error in the data processing. 

CNN is a deep artificial neural network architecture for image recognition. CNN can learn 

relevant features from an image at different levels similar to the human brain. It allows you 

to extract useful image features and is powerful for image classification and recognition 

because of its high accuracy.  

 

1.5 Background information 

1.5.1 Patient Management System 

A patient management system is a computing system that controls all of the data related to 

health care providers, helping them to perform their jobs more efficiently. Various 

departments can collect, store, process, extract and transmit all kinds of data to generate 

different information to increase the hospital's daily operational performance and provide 

automated management for its overall operation. Before a patient management system has 

been created, patients’ information will be recorded on paper and stored in the physical 

storage facilities. People need to search the data from one file to another file causes data 

searching to become a time-consuming process. In the late 1960s, when the computer 

system was getting attention, the industry sees the development of electronic medical 

records to record patients’ information. This allows the physicians to improve patient care 
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by using the computer. Thanks to the advancement of technology, developers today can 

develop a management system involving electronic medical records for the hospital. It can 

help manage all the tasks in the hospital and real-time decisions in only one place. 

Healthcare management even begins from the patients’ hands through their cell phones and 

easily fulfills their needs in today’s world. This system can significantly help the whole 

hospital function paperless and integrate all the information regarding patients, staff, 

doctors, finances, etc. An appropriate patient management system can help reduce a ton of 

work and increase overall performance for the health care organization. Although many 

organizations start to digitize their workflow, still many out there rely on the paper-based 

record. The transformation from paper-based to computer-based need a lot of time and 

effort but thanks to technology today, digitalization can be simplified. 

 

1.5.2 Convolutional Neural Network (CNN) 

Figure 1-1 Architecture of CNN 

Convolutional Neural Network (CNN) is a well-known deep learning algorithm proposed 

by Yann LeCun in the late 90s. CNN is used for image classification and recognition due 

to its high accuracy. It can detect the important features of the image without any human 

supervision. CNN is so powerful because of its non-linearity. The convolution operation 

will pass through the activation function to learning complex patterns in the data. There 
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are three basic components to define basic CNN, the convolutional layer, the pooling layer, 

and the fully connected layer.  

 

Figure 1-2 Input and Filter in Convolutional Layer 

The convolutional layer is the main building block for the CNN model. The filter or weight 

matrix will slide over the input image to do element-wise matric multiplication, sum the 

result, and adding the result into the feature map. The filter will extract different features 

on the image such as color, edge, shape, and stack together after performing padding to 

produce the final output of the convolution layer. The weight will be changed throughout 

the learning process to minimize the loss function which helps the network in correct 

prediction. 

Finally, the output from the final pooling and convolution layer will be flattened into 1D 

vector numbers and the node from each layer will be connected to produce a fully 

connected layer. In this layer, the data is classifier into various classes by using the fully 

connected layer.  

 

1.5.3 Optical Character Recognition (OCR) 

Optical Character Recognition (OCR) was invented in the late 1920s. OCR is the process 

of converting text images into the machine-encoded text to digitize the data for further 

editing, presentation, or searching. OCR became popular in the early 1990s intending to 

digitize newspapers. By using OCR, text can be extracted in the form of image files or PDF 

files. OCR can be divided into two steps, pre-processing and character recognition. For 

pre-processing, irrelevant information in the image such as distortions are suppressed and 
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important image features are enhanced to improve the accuracy of recognition. For 

character recognition, two other methods can be emphasized, namely pattern recognition 

and feature detection. OCR recognizes the stored version of the character and compares it 

with the scanned image to find the correct character. This can have many limitations 

because not everyone has the same handwriting, and even on computers, there are different 

fonts. Feature detection is a more advanced method of character recognition. The features 

of each character are detected to find the correct letter. Today, most modern OCR programs 

use neural networks to automatically extract features in a brain-like manner. In this rapidly 

evolving world, OCR has been used in many sectors to improve their business performance 

due to increased digitization. For example, OCR can be used to digitize medical records. 

By replacing paper records with electronic records, OCR can greatly benefit the healthcare 

industry. Introduce electronic records can benefit the healthcare industry by improving 

day-to-day operational performance. Patient information can also be stored more securely 

and prevent any record be destroyed. 

 

1.6 Report Organization 

 

The report organization is as follows: Literature Review in chapter 2; system design in 

chapter 3; Proposed Approach in chapter 3; Experiment Setup and Result in chapter 4; 

Conclusion in chapter 5.
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Chapter 2 Literature Review 
 

2.1 Overview of existing OCR engines 

This section discusses the OCR engines available on the web and compares the gaps in 

functionality based on the features offered. 

 

2.1.1 Tesseract 

Tesseract is a powerful open-source OCR engine that has gained high popularity among 

many OCR developers as it is considered to be one of the top three OCR engines in the 

world. It can only be accessed by programmers via the command line as it does not support 

a graphical user interface (GUI). Tesseract can support several output formats such as txt, 

pdf, hocr, and tsv. However, Tesseract is only trainable in version 4.0 by using Long Short-

Term Memory (LSTM). LSTM neural networks are implemented on the Tesseract engine 

in version 4.0. LSTM is a recurrent neural network (RNN) that focuses on order-dependent 

prediction problems which can remember previous useful information for the current input 

process [5]. This new implementation helps improve the accuracy of the Tesseract OCR 

engine, and programmers can now train a new model from scratch or fine-tune an existing 

model for better system performance. It now can be trained to recognize up to more than 

100 languages. 

Figure 2-1 OCR’s Process Flow 
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Figure 2-1 shows the flow of the OCR system. Each input image needs to go through a pre-

processing process to improve the quality of the image. Techniques like rescaling, 

binarization, noise removal and rotation of the image help to modify the image quality for 

better further processing. Removing irrelevant information from the image, such as 

distortion, helps to get better OCR output. 

Although Tesseract is a powerful engine for converting text to machine-encoded formats, 

it does not have the same accuracy in recognizing handwritten text. Compared to printed 

text, handwritten text is recognized with low accuracy. Such problems have led to some 

challenges for programmers implementing Tesseract in projects of recognition of 

handwritten text. 

 

2.1.2 Google Cloud Vision 

The Google Cloud Vision API enables developers to integrate visual detection capabilities 

into their applications, not only for OCR but also for image tagging, face and landmark 

detection. A Google Compute Engine Account needs to be created before using these 

functions. Except for text detection, it also supports language identification and up to more 

than 200 languages. There are 2 main annotations to help with text recognition which are 

TEXT_ANNOTATION and DOCUMENT_TEXT_DETECTION [6]. Text annotation is 

intended to be used in a variety of lighting conditions, and it can read the text in a variety 

of styles, but at a sparser level. Besides, the JSON file will return entire strings, as well as 

individual words and their corresponding bounding boxes. For 

DOCUMENT_TEXT_DETECTION, it is the same as TEXT_ANNOTATION, except that 

it is built specifically for densely displayed text files such as scanned books and the output 

JSON file will contain the information in the paragraphs, breaks, and blocks. Similar to the 

Tesseract engine, DOCUMENT_TEXT_DETECTION in Google Cloud Vision can 

recognize handwritten text, but the output is not expected to be very high and accurate. 
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2.2 Comparison between existing OCR engines 

Table 2-1 Features Comparison of Existing OCR engines 

Based on Table 2-1, both of the OCR engines can recognize handwritten text from the 

image but the accuracy is not as high as expected. However, compare to Tesseract, Google 

Cloud Vision has better performance on recognizing handwritten text.  

Figure 2-2 Text Detection Result on Tesseract and Google Cloud Vision 

Features 

OCR 

Tesseract Google Cloud Vision 

Online/Offline offline online 

Handwritten detection Yes, but not accurate Yes, but not accurate 

Trainable Yes No 

Free Tier Open Source Paid Services 

API Integration Available Available 
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According to Figure 2-2, although the Google text detection model did not detect some 

lines of text, the segmentation of text detection was better compared to document text 

detection. Besides, Tesseract successfully detected both printed and handwritten text in all 

three models. However, Google Cloud Vision recognized the correct word "Housing", 

while Tesseract recognizes it as "stflrg" [7]. Therefore, in terms of accuracy, Google Cloud 

Vision has better results than Tesseract. 

In summary, both OCR algorithms are excellent at recognizing and detecting written text 

in images. However, both engines must be further enhanced to obtain better accuracy in 

handwritten text recognition. 

 

2.3 Review on related work 

Many OCR engine was developed a long time ago even before the boom of deep learning 

in 2012 [8]. OCR has an excellent result in detecting and recognizing the structure or 

printed text but it has a hard time dealing with the unstructured text. Therefore, deep 

learning-based OCR has more attention in recent years. In this section, some deep learning-

based OCRs-related work and their limitations will be discussed. 

Timmaraju and Khanna et al (2015) have proposed a method for detecting and recognizing 

the text in natural images using two CNNs, one for detection and another for recognition. 

They use a sliding window technique to find characters at the center of the image patch by 

a CNN detection engine. The output on the detection engine passes into recognition CNN 

to determine which character was presented. They augmented their training data with 

negative examples to prevent the CNN from starting detection in a window including 

transitions between two adjacent characters in a word, resulting in high scores of false 

predictions. In addition, after assigning the bounding boxes of the words, Fuzzy Character 

Search (FCS) was utilized. The detection CNN examined the peaks of each word that 

corresponded to the three patches with the maximum confidence level. To avoid incorrect 

predictions, erroneous peaks containing non-central characters were marked as uncertain 

peaks. Finally, they achieved 98.53% detection accuracy and 86.53% recognition accuracy 

using these methods. 
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Yang et al. (2019) have proposed a Faster R-CNN-based method for handwritten text 

recognition. The Faster R-CNN performs well in object detection and can be considered as 

a hybrid of Region Proposal Networks (RPNs) and Fast R-CNN [11]. They pre-processed 

handwritten text with VGG-19 as a pre-training model for Faster R-CNN and utilize CNN 

for character recognition. The text is segmented into word regions and background regions 

using Faster R-CNN, and the word regions are further split into character regions and 

background regions. After the feature is extracted from the input images, RPNs are used to 

generate potential candidate frames for the targets and insert the results into the Region of 

Interest (ROI) pooling layer to compute the feature maps. As the consequence of this, they 

achieved high accuracy in character segmentation by converting character segmentation to 

object detection using Faster R-CNN. They achieve 99% for character segmentation rate 

of the word, 95% for character segmentation rate of letter, and average 97% in character 

recognition. In conclusion, they divided the problems into several sub-problems, and the 

results proved to be effective for complex handwritten text recognition work. 

Bora et al. (2020) have modified the traditional CNN model by using the Error Correcting 

Output Code (ECOC) classifier in CNN-ECOC to replace the softmax layer in the CNN 

model. This approach aids in the conversion of multi-class classification problems into 

binary classification problems to obtain high prediction accuracy. The ECOC classifier is 

trained with the features extracted from the input image and feeds them to all binary 

learners trained with a linear Support Vector Machine (SVM), where one category is 

positive and the other categories are negative. SVM is a machine learning method that 

examines data for classification and regression analysis and divides the data into two 

categories. Then, the results in the ECOC classifier are translated to codewords and 

compared to the generated coding matrix table. Besides, they investigated several pre-

trained models to determine the best model to combine with ECOC to generate the highest 

accuracy. Among all the implemented models, they identified AlexNet as the most suitable 

CNN for combining with ECOC. They noticed in a 0.6% improvement in testing accuracy 

and achieved 97.71% accuracy in both training and testing after the features of the trained 

AlexNet were fed into the ECOC classifier. 
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Choudhary et al. (2018) have proposed an approach using Maximally Stable External 

Regions (MSER) for text region detection and CNN for recognizing the characters. MSER 

is a feature detector that looks for features surrounded by a consistent contrasting 

background. Because MSER is susceptible to image blurring, Canny edges are used to 

improve image quality. Detected text is extracted from the image and any non-text regions 

are removed. Each discovered region character is isolated as a single binary image for 

recognition by the CNN model. Due to the use of MSER, images with uneven contrast and 

color variations do not affect the recognition of text regions. The proposed technique 

achieves a recognition rate of 85-90% for individual characters and 70-75% for the overall 

text recognition rate of a single image. 

Hassan et al. (2019) have utilized the bi-directional Long-Short-Term Memory (LSTM) as 

classification and CNNs for character segmentation. For handwritten text, raw pixels 

values from a column of text line images are fed into 1D-LSTM for learning and 

classification. While for handwritten text, the sliding window technique is used to traverse 

over the text line for character segmentation and the values are fed into RNN for learning 

the shape of the character [14]. Golovko et al. (2019) have suggested using Faster R-CNN 

to detect the block in the documents. To overcome the difficulty of recognizing objects in 

a single network, single-shot detectors or YOLO are used. These methods make it easier 

to locate individual blocks in a document and feed the detected region into the CNN for 

recognition. In summary, classification and localization using these algorithms can produce 

high accuracy. 
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Study Techniques Text Recognition Accuracy 

Timmaraju et al CNN 86.53% 

Yang et al Faster R-CNN 97% 

Bora et al CNN-ECOC 96.71% 

Choudhary et al CNN with MSER 85-90% for a single character. 

70-75% for a text 

Hassan et al CNN with Bi-directional LSTM 83.69% 

Table 2-2 Summarize of reviewed papers 

 

Based on Table 2-2, Faster R-CNN proposed by Yang et al has achieved the highest 

accuracy in text recognition among the reviewed paper. They extract the characters from 

the background and use RPNs to find out the potential area for further processing. RPNs 

are more efficient than sliding windows compared to the method described by Timmaraju 

and Khanna, which requires a lot of computational power but is less accurate. Their 

proposed method also has limitations on recognizing characters “0”, “O”, “1”, and “I”. 

Choudhary et al. used CNN and MSER for text recognition. the main drawback of MSER 

is that it is susceptible to the quality of the input image. Blurred images can affect their 

performance, so the images need to be pre-processed before using this technique.
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Chapter 3 Proposed Approach 

3.1 Datasets 

Figure 3-1 MNIST 0-9 and Kaggle A-Z datasets 

This project utilized the MNIST 0-9 dataset and Sachin Patel's Kaggle A-Z dataset which 

is based on a special NIST-based database.19 These datasets were used to train a CNN 

model to predict handwritten which contains 26 characters and digits from 0 to 9. There is 

a total of 372 451 data in A-Z datasets and 70 000 data in 0-9 MNIST datasets. The A-Z 

dataset was being stored in a CSV file in pixel values form. These data were combined into 

one unified dataset which contains a total of 442 451 data. Moreover, the data were then 

split into a training set and validation set which contain 353 960 data and 88 491 data 

respectively. The original image shape of the A-Z dataset was converted from 441x658 to 

28x28 to standardize with the 0-9 datasets for model training. 
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3.2 Methodology 

Figure 3-2 Proposed Methodology Process 

Based on Figure 3-2, the first step of the proposed method is data collection. MNIST 0-9 

data is load from the Jupyter notebook directly while the Kaggle A-Z is downloaded online 

and load from the local storage. To simplify the loading process, the character data were 

stored in CSV files, separated by commas by the authors. Both datasets were loaded and 

stacked together as one unified dataset. After loading the data, it was split into label 

columns and image columns. Then, using train_test_split in the sklearn model, the data is 

split into 80% test data and 20% training data. Finally, the data were scaled to 1 by dividing 

by 255 on the dataset to normalize the data. 

Pre-processing image. Before training the model, all the images are pre-processed to 

remove some irrelevant information in the images and prepare for model input. Then, the 

datasets are being reshaped into 28x28 to standardize all the images for training. Images 

are also being transformed into a grayscale image with 1-dimension to allow the characters 

be more pop up from the background and remove the noise from the images that might 
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influence the model training. The accuracy of model training can be enhanced by pre-

processing the images, and the model can extract features from the images more efficiently. 

After pre-processing the images, the CNN model is built by assigning all the training 

parameters. The parameters in the model are important, and single values in them can affect 

the overall results. The weights or biases are then changed throughout the learning process 

and backpropagation is performed to reduce the losses by using a loss function. After the 

model is trained, it is tested using a pre-prepared test dataset. If the output is unsatisfactory, 

certain modifications, such as hyperparameter tuning and data augmentation, are made to 

improve the accuracy of the model. Finally, performance evaluation is performed to check 

the results of the model using several methods such as confusion matrix, F1 score, accuracy 

and recall. 

 

3.3 Model Overview 

In this project, the CNN model was used for training. The CNN model contains numerous 

critical layers that influence the training process and the final model output. The 

convolutional layer, pooling layer, activation function, and fully connected layer are among 

these layers. In this part, we will go through the model's layers and the functions that are 

employed.  

Figure 3-3 Architecture of CNN  

Refer back to the architecture of CNN. The input image or test data is the initial element 

of the model. In our approach, the input image is resized to 28x28x1 beforehand, which 

means that the height and width are 28 and 1 dimensional, respectively. The resolution of 

28x28x3 is generally RGB, while the 1-dimensional image is grayscale. The input images 
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are then processed through a series of convolutional layers with filters/kernels, pooling 

layers, fully connected layers, and a Softmax function that classifies the images with 

probability values from 0 to 1. 

The convolutional layer is the first layer in CNN which is used to extract the features from 

the input image for the learning process. The filter slides over the input image and performs 

a dot product to generate a feature map containing all image features such as edges, colors, 

curves, etc. 

Figure 3-4 Input, Filter, and Feature Map 

32 (3x3) filter was assigned to slide across the input image to extract the feature of the 

image and generate the feature map. The values in the filter were not defined, but it was 

taught to produce various values for extracting more specific characteristics in the picture 

throughout the learning process. The depth of the feature map is determined by the number 

of filters set for our layer. Thus, as a result of the convolutional layers, a total of 32 layers 

of feature maps are produced for our case. 

To ensure the non-linearity, the Rectified Linear Unit (ReLU) was used as the activation 

function to let the convolution network learn non-negative linear values. The ReLu 

function is shown as below: 

𝒇(𝒙) =𝐦𝐚𝐱(𝟎, 𝒙) 

The results of the convolution layers are provided to the ReLU function to ensure that the 

final feature map result is a ReLU function applied to them and not a sum value. There will 

be no negative results because the output will always find the maximum value between the 
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input value and zero. When using the ReLU function, neurons are triggered if the value 

exceeds 1. Because not all neurons are involved, it is more computationally efficient than 

other functions such as the sigmoid and tanh functions. 

After that, the data is downsampled using the maximum pooling method. The max-pooling 

reduces the spatial size of the image and the parameters needed to be trained, hence control 

the training process to prevent overfitting. It selects the maximum value, or the most 

important feature, in the feature map region covered by the filter. The pooling size is set to 

(2x2) with a stride of 2. Thus, after the second hidden layer, the output size of the pooled 

convolutional layer changes from (24x24x26) to (12x12x64) for our case. The difference 

between the filter we mentioned before and max-pooling is that max-pooling only 

downsamples the data, while the filter gets different learning weights during the learning 

process, extracts the feature in the image, and downsamples the data if no padding is used. 

Finally, the Softmax function is used as the activation function for the output layer of our 

model. Usually, the Softmax function is used to solve multi-class classification problems, 

and it is most suitable for our case since we have 26 characters and 10 digits. The output 

layer scores of the model are then fed into this function to calculate the classification 

probabilities for each class. The Softmax function is shown as below: 

𝒇(𝒛𝒊) =
𝐞𝒛𝒊

∑ 𝐞𝒛𝒌 ⁡𝒌
 

The score for each class from the output layer is passed into a function that calculates its 

exponential value and divides it by the sum of the exponential values of all classes to obtain 

the final probability. The zi represents the score we want to calculate, and the denominator 

is the sum of the exponential of all zk values to obtain the final result. The result of the 

Softmax function is changed by the scores of the other classes in the output layer. 

Therefore, if the scores in other classes are changed, the results will change as well. It is 

worth noting that the Softmax function calculates the sum of probabilities as 1. A total of 

36 possibilities was generated for all 36 classes. 
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Figure 3-5 Model Summary 

Figure 3-3 shows that the output shape was 26x26 with a depth of 32 after the first 

convolutional layer. Because a 3x3 filter was used in the first layer to glide over the input 

image to extract features, the shapes were decreased from 26x26 to 24x24. In this research, 

we employed three convolutional layers for training our model. Following the completion 

of all convolution layers, a 10x10x64 output shape was generated. Before proceeding to 

the completely linked layer, the image must be flattened by multiplying all of the values 

(10x10x64) to form a 6400 one-dimensional array. Finally, the fully connected layer links 

all preceding layers in order to give learnt features derived from the combination of all 

characteristics. We have defined 30 epochs numbers and the batch size in 32 for training 

our data. 
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3.4 Matrix Evaluation 

Evaluation measures are used to determine the performance of the model based on our 

training. First, the confusion matrix was used to express quantitatively the accuracy of the 

classification. The confusion matrix has two dimensions and contains information about 

the actual and predicted class obtained from the classification. Each row represents an 

actual class, while each column represents the predicted class. For the confusion matrix, 

TP represents true positives, FP represents false positives, TN represents true negatives, 

and FN represents false negatives. Each of these components can be used to calculate the 

accuracy, precision, recall, and F1 score of the classifier.  

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝑻𝑷 + 𝑻𝑵

𝑻𝑷 + 𝑻𝑵 + 𝑭𝑷 + 𝑭𝑵
 

For calculating the accuracy of our classifier, the total true predicted number is divided by 

the total number of the data. 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =
𝑻𝑷

𝑻𝑷 + 𝑭𝑷
 

The precision then indicates how many of the positive predictions in the class are correct. 

𝑹𝒆𝒄𝒂𝒍𝒍 =
𝑻𝑷

𝑻𝑷 + 𝑭𝑵
 

Then, recall is defined as the proportion of all relevant results that are correctly classified 

by our model. The higher the recall rate, the lower the false negatives and vice versa. 

F1-Score = 𝟐 ×
𝑹𝒆𝒄𝒂𝒍𝒍⁡×⁡𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏

𝑹𝒄𝒂𝒍𝒍⁡+⁡𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏
 

The F1 score is defined as the weighted average of accuracy and recall. The numerator is 

the recall multiplied by the accuracy and the denominator is the recall plus the accuracy. 
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3.5 Tools and Technologies implementation 

Python Library Version 

Keras 2.5.0 

Tensorflow 2.5.0 

Sklearn 0.24.1 

Cv2 4.5.3 

Matplotlib 3.3.4 

Table 3-1 Library used for the proposed model 

The OpenCV library and matplotlib library are used to visualize our data and for pre-

processing the images while the sklearn library help in splitting the data and also print the 

classification report. 

 

3.6 Implementation Issues and Challenges 

Figure 3-6 Amount of the datasets for each class 

The first implementation issue is the unbalanced nature of the data set. According to the 

histogram in Figure 3-4, the numbers 0-9 have balanced datasets with the same amount of 

data overall. However, we can notice that the data set for A-Z is unbalanced, with the 

character "0" having 57,825 data, the character "S" having 48,491 data, and the characters 
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"f" and "I" having only about 1,000 data. This situation leads to the fact that the model will 

focus on the data set with more data. In addition, this can lead to poor prediction results 

and reduce the accuracy of the prediction. 

In addition, the process of training CNN models with low-specification devices is time-

consuming and computationally intensive, reducing the efficiency of the model training 

process. The model needs to be tuned to get better results, which is a daunting process. In 

most cases, the GPU in the device is the best case for training the model because it can 

speed up the training process. To solve this problem, we can use Google Colab, which 

provides free online GPU to run their models. However, Google Labs has limited access 

to the free GPU. 

 

3.7 Timeline 

Figure 3-7 Timeline
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Chapter 4 Experimental Setup and Result 

4.1 Overview 

This chapter will cover the analysis of our model and the performance of the proposed 

model and the existing Tesseract OCR engine in recognizing handwritten text. Various 

evaluation methods will be used and graphs will be shown to help visualize the results. In 

addition, some of the shortcomings of our proposed model will be highlighted and outline 

possible future work to enhance our model to make it a more robust handwriting 

recognition system. 

 

4.2 Performance evaluation 

Figures 4-1 and 4-2 describe the training and testing losses over the epochs, as well as the 

training and testing accuracies over epochs. During the training process, we achieved a 

validation accuracy of 0.9866 and also a validation loss of 0.0571. 

Figure 4-1 Training and Validation loss 

Figure 4-2 Training and Validation Accuracy 
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A rise in losses in the validation data indicates slight overfitting of the model. Measures 

such as reducing the model capacity or regularizing the result in the model can be taken to 

avoid overfitting the model. In our case, only one dropout layer was applied in the model 

with a value of 0.25. To avoid overfitting, we can either add another dropout after the 

convolutional layer to reduce the capacity or slim down the network during training. 

Figure 4-3 Confusion matrix 

Figures 4-3 show the confusion matrix of the test set for our model. The diagonal of the 

confusion matrix shows the number of accurate classifications while others show the 

inaccurate classification. The model predicts well in all the characters and achieved an 

average of 99% of accuracy. However, the model is confusing on the word "0" with index 

0 and the word "O" with index 26. Since the patterns and features of "O" and "0" are 

identical, the model does not predict well for these two words. 

 

  precision recall f1-score support 

0 0.95 0.74 0.83 1381 

1 0.99 0.99 0.99 1575 
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2 0.98 0.98 0.98 1398 

3 0.99 0.99 0.99 1428 

4 0.98 0.98 0.98 1365 

5 0.99 0.90 0.94 1263 

6 0.99 0.99 0.99 1375 

7 0.99 0.99 0.99 1459 

8 0.98 0.98 0.98 1365 

9 0.98 0.98 0.98 1392 

a 0.99 1.00 1.00 2774 

b 0.99 0.99 0.99 1734 

c 1.00 0.99 1.00 4682 

d 0.98 0.97 0.98 2027 

e 1.00 1.00 1.00 2288 

f 0.97 0.97 0.97 232 

g 1.00 0.98 0.99 1152 

h 0.97 0.99 0.98 1444 

i 1.00 0.99 0.99 224 

j 0.99 0.99 0.99 1699 

k 0.99 0.99 0.99 1121 

l 0.99 1.00 0.99 2317 

m 0.99 0.99 0.99 2467 

n 0.99 0.99 0.99 3802 

o 0.96 0.99 0.98 11565 

p 0.99 0.99 0.99 3868 

q 0.99 0.98 0.98 1162 

r 1.00 0.99 0.99 2313 

s 0.99 1.00 0.99 9684 

t 0.99 1.00 1.00 4499 

u 0.99 1.00 0.99 5802 

v 1.00 0.99 0.99 836 

w 0.99 0.99 0.99 2157 

x 1.00 0.99 0.99 1254 

y 0.99 1.00 0.99 2172 

z 0.98 0.98 0.98 1215 

          

accuracy     0.99 88491 

macro avg 0.99 0.98 0.98 88491 

weighted avg 0.99 0.99 0.99 88491 

Table 4-1 Classification report for the proposed model 

The above table shows the classification report of the proposed models, including accuracy, 

F1 score, precision and recall for each class. Note that all models have fairly good food 

results except for digit 0. 



Chapter 4 Experimental Setup and Result 

 

BCS (HONOURS) Computer Science   

Faculty of Information and Communication Technology (Kampar Campus), UTAR  26 

 

4.3 Text Predictions on Plain Text 

4.3.1 Comparison between the proposed model and Tesseract engine 

To compare with the suggested handwritten text recognition model, the Tesseract engine 

is employed. The comparison will test the accuracy of recognizing the word and also the 

accuracy of recognizing the single letter. There is a total of 20 testing data are being tested 

by both programs and the following shows the summary of the result. 

System Total Predictions Correct Prediction Accuracy 

Proposed Model 20 16 80% 

Tesseract engine 20 10 50% 

Table 4-2 Summary of the prediction’s accuracy by a text 

Although the Tesseract engine has good image-to-text capabilities, it still does not perform 

well in recognizing handwritten text. Compared to the proposed model, we achieve an 

accuracy of 80%, while the Tesseract engine achieves only 50%. This result shows that the 

proposed method has higher accuracy in recognizing handwritten words compared to the 

existing Tesseract engine. 

System Total Predictions Correct Prediction Accuracy 

Proposed Model 96 90 93.75% 

Tesseract engine 96 67 69.79% 

Figure 4-3 Summary of the prediction’s accuracy by a single letter 

There are 96 characters in all images and the proposed model successfully recognized 90 

out of 96 characters, achieving an accuracy of 93.75% in the comparison. Compared to the 

tesseract engine, it has an accuracy of 69.79% and only correctly recognizing 67 out of 96 

characters. The main problem of the Tesseract engine is that it cannot detect if the letters 

are not on a line. For the proposed model, it has great difficulty in distinguishing the 

characters "O" and "0" and "Z" and "2". 
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Proposed method Tesseract engine 

  

  

  

 
 

  

Table 4-4 Predictions on plain text 

The table above shows a few examples of results from the testing between the proposed 

method and the Tesseract engine. 

 

4.4 Text Predictions on Patient Medical Record Form 

4.4.1 Extracting Region of Interest 

 

A region of interest (ROI) represents a specific area where you tend to do something. To 

avoid extracting duplicate or unneeded data, the system must know the exact placement of 

the detected text. In our situation, because the patient's medical form contains a variety of 

information, such as name, age, gender, diagnosis, and so on. As a result, we must crop the 

area of interest and feed it into the model for prediction. 
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Figure 4-4 Original Form of Patient Medical Record 

 

Figure 4-4 shows the original empty form of the patient's medical record. Note that there 

are different headings above the region that do not need to be extracted. The headings of 

this information should be skipped and only the information in the area where people write 

is needed for text recognition. In order to crop the region of interest, a ROI point needs to 

be specified beforehand, and after looping through the ROI, a mask needs to be placed over 

the region of interest and cropped it. The cropped image can now be sent to the model for 

prediction. 
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Figure 4-5 Mask created over Region of Interest 

 

 
Figure 4-6 Mask over interested region of patient medical record 
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According to Figure 4-5, the region of interest is masked by a rectangle that indicates the 

location where text detection and recognition is needed. This is the mask that needs to be 

hovered over the patient medical form to crop out the region so that only useful data is 

ready for prediction to prevent any unrelated data has been detected. 

 

4.4.2 Evaluation of Model Prediction for Patient Medical Records 

A total of 50 patient medical forms with all the different data are sent to the model for 

prediction. The cropped images will be sent to the model and then after some pre-

processing process, the accuracy of text recognition will be tested. The following are the 

results of the predictions. 

 

Total Predictions Correct Prediction Accuracy 

50 44 88% 

Table 4-5 Predictions result on patient medical records by form 

 

According to Tables 4-5, the proposed model achieves an accuracy of 80% in detecting 

correct patient medical data. Some incorrect results exist due to the confusion of the system 

for characters o or 0, z or 2. In addition to this, characters that are close to each other are 

difficult to be detected by the system. This resulted in the system not being able to fully 

detect the correct text from the form. 

Total Predictions Correct Prediction Accuracy 

450 415 92.2% 

Table 4-6 Predictions result on patient medical records by fields 

In total, there are 450 fields to be detected and identified. The proposed system achieved 

85% accuracy in predicting each field in all patients' medical records. Out of 450 fields, 

360 fields were successfully predicted without any errors. The characters in the remaining 

fields are either not recognized or are incorrectly predicted by the system due to confusion 

of characters. 



Chapter 4 Experimental Setup and Result 

 

BCS (HONOURS) Computer Science   

Faculty of Information and Communication Technology (Kampar Campus), UTAR  31 

 

4.5 Time consumed on manual transcribe and AI transcribe 

The model was evaluated by comparing the process time of manual transcription and 

artificial intelligence transcription. To evaluate the efficiency of the model built on 

transcribing the patient's medical records into xml files, 50 examples of medical reports 

were provided as input to the model. The trained model will perform word recognition and 

then write the recognition results to the xml file. The entire process time of each example 

is recorded.  

To obtain process time using the manual transcription method, 50 participants over the age 

of 18 were randomly selected to participate in the manual transcription process. They were 

each given an example of a patient record that was also randomly selected from the set 

used to obtain AI Transcribe process time. They were then asked to manually translate the 

patient records into xml files using an online website at https://tableconvert.com/xml-

generator. This website provided a simple interface so that users could form an xml file 

with the expected value without regard to syntax or formatting. In other words, the user 

simply reads the values from the patient record example and enters them into the provided 

interface. The time spent by the participant in this action will be collected as the process 

time using the manual transcription method. 

 

Figure 4-7 Screenshot of website inputted data 
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Figure 4-8 XML file generated by website 

 

 

 

Figure 4-9 XML file generated using AI transcribe 

After obtaining required data from both transcribe methods, the process time taken has 

been illustrated into bar chart so that any significant difference can be observed more 

easily.  
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Figure 4-10 Process time taken for Manual Transcribe 

 

 

 

Figure 4-11 Process time taken for AI Transcribe 

 

From Figure 4-10, it can be observed that the translation of patient medical record into xml 

file using Manual Transcribe method required between 35 to 45 seconds, and took an 

average of 39.66 seconds. On the other hand, the AI Transcribe methods has taken around 

1 to 1.3 second, with an average processing time of 1.14 second, having a significant 

difference with the process time of Manual Transcribe. 
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Methods Manual Transcribe AI Transcribe 

Minimum time taken (s) 35 1 

Maximum time taken (s) 45 1.3 

Total time taken (s) 1983 57 

Average time taken (s) 39.66 1.14 

Table 4-7 Comparison between manual transcribe time and AI transcribe time 

 

The above table shows the maximum and minimum times for transcription using manual 

transcribe and AI transcribe. It also shows that the average time for AI transcription is 

much faster than manual transcribe, which suggests that the proposed model is a better 

choice compared to manual transcription. 

 

4.6 Error rate between manual transcribe and AI transcribe 

 

Methods Total 

Transcription 

Total Correct 

Transcription 

Error  Accuracy 

Manual Transcribe 50 39 22% 78% 

AI Transcribe 50 44 12% 88% 

Table 4-8 Error rate between manual transcribe and AI transcribe 

According to Tables 4-8, among the 50 transcriptions of patient records, the error rate for 

manual transcription was 22%, while the error rate for manual transcription was 12%. The 

higher error rate of manual transcription was due to human errors that occurred during the 

transcription process. Throughout the comparison, AI transcriptions can effectively reduce 

the error rate caused by human errors, presenting a more reliable nature because AI models 

have great potential for accuracy if the model is trained and refined with a sufficient amount 

of data, but human errors are inconsistent and unavoidable. 
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4.7 Future Remarks 

Overall, the proposed model is still not a very robust classification model to detect the word 

that connect to each other. In the future, various techniques can still be applied to enhance 

the system. There are several reasons that may lead to the inaccuracy of the predictions. 

• There may be unbalanced model training datasets. 

• The data in the alphabet dataset may have confused words. 

• There may be some bad hyperparameter settings to train the model. 
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Chapter 5 Conclusion 

5.1 Project Review 

We present a CNN-based OCR engine for extracting text from pictures and converting it 

to machine-readable text. Many online OCR systems are incapable of detecting and 

extracting handwritten text from the images. Therefore, the goal of this project is to create 

a deep learning-based OCR model that can identify handwritten text in images and convert 

it to machine-encoded format. The MNIST 0-9 dataset and the Kaggle A-Z dataset were 

used to train our model, and the CNN model was chosen as our based model for this project. 

Furthermore, the ReLU and Softmax functions were utilized as activation functions to 

direct our model's learning of complicated patterns in the input pictures. Our model has a 

validation accuracy of 0.9866 and a validation loss of 0.0571 throughout 30 epochs in 32 

batch sizes. Furthermore, in 20 test sets, our proposed model beats the existing Tesseract 

OCR engine, attaining 80 percent accuracy in identifying a word and 93.75 percent 

accuracy in predicting a single letter. In addition, medical forms for 50 patients have been 

tested and 80% of accuracy has been achieved. 

In conclusion, the project's goal is to create an OCR system that can extract handwritten 

text from images. The project was able to achieve excellent training accuracy while also 

outperforming the previous OCR engine at detecting handwritten text. 

 

5.2 Future Work 

Some restrictions might be improved further to increase the usefulness and accuracy of our 

proposed product. For starters, the model predicts characters "O" and "0," as well as "Z" 

and "2." To address this issue, a model that predicts words with letters or numbers can be 

employed to avoid the recognition model from being confused between characters. 

Furthermore, the dataset only contains capital characters 0-9 and A-Z, with no lowercase 

letters a-z. The a-z dataset may be gathered and trained to improve the model's ability to 

predict additional characters. In addition, symbolic predictions can be added to enhance 

the model, which will increase the usefulness of the model for predicting variety data.
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