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ABSTRACT 

Over the past years, computer security has been a field of study that assists in protecting 

one’s information. It has matured over time in fighting against cybercrime in exploiting 

the technical vulnerabilities of hardware or software. However, there is a kind of attack 

that particularly exploits the human psychological weakness in acquiring confidential 

information is emerging which is called social engineering. It has lesser cost and 

branches to many variations of type of attacks than the traditional technical approach 

which challenges organization’s protection such as SMEs. Most of the current detection 

models only provide a guideline framework in detecting such attacks which is not 

efficient or with low accuracy. This project aims at building a model that is based on 

another popular field which is machine learning in detecting attacks. This can be 

applied to flag a conversation as if it is a social engineering attack. The project will use 

natural language processing in extracting certain features as the input of an algorithm 

to generate a reputation score that will be trained using machine learning to build the 

detection model. The model will be evaluated and validated using datasets by 

generating the result scores. 
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CHAPTER 1: INTRODUCTION  

1.1 Problem Statement and Motivation  

In recent years, SMEs are becoming more attractive and vulnerable to social 

engineering attacks due to the lack of awareness. Many SMEs have changed or set up 

their business on the internet because of the advancement in technology. This makes 

them the gate to sensitive online customer data which has been in the interest of 

cybercriminals for malicious purposes. Such cases have been proven true especially 

during the Covid-19 pandemic where it is reported that cybercriminals are exploiting 

the fear and uncertainty of the situation to deploy social engineering attacks on 

organizations including SMEs. A successful attack will cause a potential breach on the 

system which can be exploited in a bigger event, causing huge losses in SMEs. 

However, as most social engineering attacks differ from each other, it is difficult to be 

able to identify them. In addition, the problem arises as to successfully detect such 

attacks whilst working in a stressful environment where decisions are required to be 

made instantaneously stated in [1]. For example, employees may accidentally give out 

confidential information while handling a large scale of emails. The increasing number 

of social engineering attacks had actually raised attention in the cybersecurity field. 

Many researchers are beginning to explore and develop a framework or model for 

countering such attacks. The main prevention technique implemented in companies is 

to increase awareness of social engineering attacks by encouraging security education 

and training. Other methods such as verifying the source of calls to prevent vishing 

attacks, installing anti-phishing tools to block phishing websites and even a decision-

making model based on human reasoning. Although these are the viable options on 

counter measuring attacks, it is still subjected to the human factor itself. Social 

engineering deals with human psychological exploitation where an experienced 

attacker will always take into account all plausible factors as long as the human element 

is present. Human error will still undoubtedly happen in a longer timescale thus 

increasing the risk of data leakage. Therefore, a new approach in analyzing the 

properties of the email content solely and its data text which is machine learning is 

proposed. This gives additional assistance and references for employees on social 

engineering attacks detection. 
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1.2 Project Objectives 

Main objective:  

 To determine whether dialogue between two ends is a social engineering attack.  

 

Sub-objectives:  

 To use natural language processing technique to perform data processing on the 

textual context in dialogues.  

 To find the features of the dialogue itself that could lead to a potential attack 

and the extraction of it for further processing.  

 To choose the best machine learning algorithm for the model.  

 To validate the model by generating the result score of each technique. 

 To evaluate awareness on social engineering among SME employees 

 To educate SMEs employees on social engineering 

 

1.3 Project Scope 

The final product of this project will be a model of a system to detect exploitation of 

social engineering using machine learning and simulation results for validation. The 

machine learning techniques used are to resolve the analysis of the high volume of 

emails that needed to be processed. A trained model can be repeatedly and openly used 

for each individual as guidance in the detection of an attack. Multiple machine learning 

techniques are used to evaluate each of their performance. The natural processing 

language module is integrated into the model for a modern approach to processing text 

on a computer. The model also encompasses an algorithm in which a certain trust score 

based on various important features of an email produces a more extensive result to 

evaluate more accurately the requester intent. 
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1.4 Contribution   

This project aims to develop a social engineering attack and exploitation detection 

model which serves as a basic framework that would help Malaysia’s SMEs employees 

in identifying potential attacks. It is based on existing works with the integration of 

preliminary research and survey conducted among SME employees. The survey also 

evaluates their awareness of social engineering attack and educate them on this topic. 

The model will use a machine learning approach with another technique called Natural 

Language Processing (NLP) for processing the text content of emails. This model 

focuses on the analysis of specific words and generates a score based on an algorithm. 

Each score will then be trained and tested using machine learning. The model will then 

be evaluated using datasets to validate the approach. 

1.6 Report organization  

This paper consists of 7 chapters and is organized as follows: Chapter 1 is the 

introduction which covers the problem statement and motivation, project scope and 

project objective, contribution and background information. Chapter 2 is about the 

related studies of existing works with their respective advantages and disadvantages. 

Chapter 3 explains the project methodology, project flow diagram and specifications 

needed. Chapter 4 will discuss each part of the system design and encompasses a 

research from various sources. Chapter 5 would be the system experiment that includes 

the software setup with setting and configuration and implementation details of the 

model. It also covers the survey result and analysis as part of this research. Chapter 6 

is about the evaluation of the model which result analysis of various performance 

metrics will be discussed. Challenges that were faced during the project, testing result 

and objectives evaluation are also mentioned in this chapter. Chapter 7 is the conclusion 

which summarizes the project and final result as well as recommendations for future 

work. 
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CHAPTER 2: LITERATURE REVIEW 

2.1 Previous works on social engineering detection 

2.1.1 Automatic Detection of Social Engineering Attacks Using Dialog 

Kale et al. [2] emphasize the research of dialogue-based attacks due to their 

effectiveness. It has given an approach to the detection of social engineering by the 

usage of semantic analysis of all the data text sent to the victims. In layman's terms, 

semantic analysis is the process of addressing and understanding the meaning of the 

text. In this case, the assumption is being carried out at the topics on each line. A 

statement will be considered inappropriate if it requests for secure information or 

unauthorized requests of secure operation. The appropriateness of each topic in the 

context is evaluated based on the presence of a Topic Blacklist (TBL). TBL is a vital 

component of the entire detection model in which it describes forbidden topics that are 

essentially labelled as blacklist words. It has derived a more dynamic nature in which 

new topics are added into the database automatically based on common security 

requirements or existing security policy documents in association with the system. 

Finally, a warning message will be prompt to the victim to alert about the detection of 

an attack. 

 

 
Figure 2.1 Proposed system using semantic analysis of dialogs 

Figure 2.1 shows the proposed system using semantic analysis of dialogues in 

automatic detection of social engineering. The user will first interact with the proposed 
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system and establish a connection with the verification system. Then, the conversation 

module is used similar to normal dialogues. Each line will scan through the dialogue 

using semantic analysis with the TBL database which is done by a detection algorithm. 

In that detection algorithm, there exists a match topic algorithm function which checks 

each entry of every line of the dialogue to compare the topics with the blacklist of words 

in the database. 

 

Figure 2.2 Topic blacklist (TBL) 

If the word matches, the attack detection system will alert the user of the 

potential attack. 
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2.1.2 Social Engineering Attack Detection Model (SEADM) 

In this paper, Bezuidenhout et al. [1] proposed a different model that takes on two main 

perspectives of social engineering which are the psychological perspective and the 

computer science perspective. The former focuses on the emotional state and cognitive 

abilities of the individual while the latter focuses on information sensitivity. The model 

also includes factors such as the urgency of the requested information and an 

individual’s comprehension of the requested information. The model in this paper 

encompasses social engineering attacks with psychological aspects. It claims that 

psychological triggers play a vital role in a social engineering attack and therefore 

important to recognize them. Seven psychological vulnerabilities have been stated 

which are strong effect, overloading, reciprocation, deceptive relationship, diffusion of 

responsibility and moral duty, authority, integrity and consistency. Victims are to 

experience a sense of discomfort when encountering these triggers that set up a red flag 

of a potential attack. However, this will be an ideal case but not realistic on a day-to-

day basis due to the complexity of human reasoning and the decision-making process. 

It is found that individuals find it difficult to make rational decisions in a limited time 

frame which is the reason why a predefined set of guidelines is needed. 

  

The proposed practical application model on social engineering detection makes 

use of a decision tree in which breaks down the process into components for ease of 

management and aid to decision making. The SEADM model is shown in figure 2.3. 
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Figure 2.3 Social Engineering Detection Model 
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On a side note that the term individual refers to the person dealing with an 

incoming call and the term sequester refers to the person making the call and requesting 

information in the following discussion. In summary, the individual first needs to 

evaluate the emotional state of both themselves and the requester, on an ongoing basis. 

A negative emotional state will influence one’s judgement on making decisions. The 

individual then assesses the accessibility and knowledge of the information requested. 

If not, they are to pass it to another individual who will also follow the same model. 

Individuals should understand if the information is already in the public domain. Some 

institutions have open files on their working hours, profit margin, key shareholders 

while others have strict registration. Next, individuals are to verify the requester's 

identity based on four criteria which are authority level of the requester, credibility of 

the requester, previous interaction with the requester and the awareness of the existence 

of the requester. Further on, individuals need to identify the sensitivity of the 

information requested. Information is divided into two categories in this model, 

privileged information that needs authorization and non-privileged information that 

does not. Then, the individual will need to determine if the requester possesses the 

necessary authority to request the information. If requesters do in fact have the same or 

higher authority level for the particular information, they will go straight to the final 

step, otherwise, an alternative route will be directed. The requester will be questioned 

on their necessity on the information requested in performing their duties to make sure 

that it would indeed be beneficial for both parties involved. Moreover, individuals will 

also need to consider the urgency of the request. In the presence of time leniency, a 

higher-up can be consulted but in contrast, which may lead to a life and death situation, 

the final step is considered. Finally, the evaluation of one’s emotion is again tested with 

the level of experienced discomfort after all those cautious steps. If the accumulated 

sceptics are too much, it is suggested to reject the requester. If the level of discomfort 

is understandable and acceptable, the information can only then be provided. 

 

The paper also included scenarios whereby proven the model is indeed feasible as 

a preventative measure against social engineering attacks. 
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2.1.3 Social Engineering Defense Architecture (SEDA) 

Social Engineering Defense Architecture (SEDA) is another proposed method in [3] 

which detects social engineering attacks perpetrated over telephones. It is designed 

based on the intent and deception of the attacker. The main purpose of SEDA is to 

increase the awareness of individuals within organizations on callers who are trying to 

make a social engineering attack by deception in order to obtain unauthorized 

information. The core idea of the system is a text-independent voice signature 

authentication system that is able to examine the unique speech of an individual. 

  

The voice signatures collected by SEDA are linked to the organization’s 

database which stores personal information such as employee name, corporate 

association, job title and phone numbers. The extent of data collected varies due to the 

policy of organizations.  

 

The SEDA’s strategy works in countering the impersonation of attackers by 

utilizing the voice signature authentication element. The requester will not be able to 

penetrate the first layer of an organization even if other credentials are matched in a 

phone conversation. The bypass solution would be changing the voice but it may be 

picked up by other detection systems of SEDA. Forensic investigation is also a 

component that falls under this architecture. Therefore, SEDA incorporates a voice-to-

text engine that converts the recorded voice conversations into text. However, an opt-

in process is required in order to be in line with the individual privacy policy and to 

follow the wiretap laws. Figure 2.4 shows the SEDA’s decision tree structure. 

 

Figure 2.4 Social Engineering Defense Architecture decision tree 

A content analysis tool will then be used for a simple analysis of the 

conversation text itself. This is to evaluate the malicious intent or violation of the 

security policy of the caller. It is done by scanning for attack phrases, NLP attack 
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detection and data-based attack detection. The final result of the analysis will determine 

if an attack is present. Figure 2.5 presents an expanded view of the attack detection 

process. 

 

Figure 2.5 Attack detection process 
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2.1.4 SEADer: A Social Engineering Attack Detection method 

Lansley et al. [4] introduce a distinct approach by introducing the integration of 

machine learning algorithms into the detection model. The core concept of this method 

is to parse the conversation text to check for grammatical errors with the usage of 

natural language processing technique follow by an example of a machine learning 

method called artificial neural network to perform classification on possible attacks. 

 

 This paper is a piece of additional evidence on the demonstration of the usage 

of a variety of different techniques such as Natural Language Processing (NLP) and 

Machine Learning (ML) methods in the research of an automated system for the 

recognition of social engineering attacks. It also takes in the consideration of the human 

psychology which is the fundamental principle in social engineering. The behavior and 

social aspects of people are the keys to determining the rate of success of an attack. By 

citing the work of Dr. Robert Cialdini, some key features are used to be the factors in 

building the foundation of the model in which are: authority, Reciprocation, 

Liking/Similarity, Scarcity, Commitment/Consistency and Social Proof. These traits 

have been agreed by psychologists to be the aspects in the definition of a persuasive 

person. 

 

 This paper proposed a three stage process on the research starting with data 

preprocessing, feature extraction and aggregation of results in sequence. Following the 

general goal of preparing the data for classification, most models capture the contextual 

or meta data for example time, date and IP addresses in relation to the original data to 

spot reoccurring adversaries possibly in different aliases. Erroneous content like HTML 

tags, corrupt texts or headings are removed to sanitize the dialogue. With the usage of 

the vast functionality of the NLP parsers library, programmers are able to use linguistic 

features extracted in classifying conversations. This paper focuses on three main 

criterions when comes to choosing features to determine whether social engineering 

attack has taken place in a certain dialog which are the principles of persuasion, the 

history of the attacker and usual phishing tactics. 

 

 After that, the outputs from the extraction process are aggregated for clear 

display. In order to increase the precision and leverage the output, the features are 
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weighted by the importance of the average overall result and generate a Fuzzy logic 

prediction. This can be further enhanced with other more advanced techniques are 

integrated into the equation. The proposed method in this paper undergoes a series of 

steps and algorithms to generate a dataset by preprocessing the dialogs. 

  

 Three machine learning algorithms are used, each executed 10 times after 

performing 5-fold cross validation on the datasets. Several tables are prepared for 

visualization with maximum value, minimum value and median value as labels of the 

10 iteration results. There is also specification on those algorithms to fine-tune the best 

result. Decision Tree with the default setting from the SciKit is used which included 

unlimited leaf nodes. The parameter value on estimators of SciKit Random Forest 

classifier is set to 50. A parameter setting of MLP classifier with lbfgs solver, alpha = 

1e-5 and hidden layer size of (15, 15, 15) are applied to the Neural Network. 

  

 The final experimental evaluation result on this method indicates to be 

successful as it could detect social engineering attacks with high accuracy. This is 

further supported with the comparison of alternative classification methods where its 

effectiveness is solidified. 
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2.1.5 Framework for Detection of Phishing Social Engineering Attacks 

Balaji et al. [5] provide a similar approach with the integration of machine learning and 

SE detection by building a basic and simple framework. The paper revolved around the 

human psychology principle as it is viewed to be the foundation of social engineering 

attacks. According to [6], this paper concurred with him on the statement that the most 

common type of attack that leverages social engineering methods are phishing attacks. 

There is three main endeavors in most phishing scams which are obtaining personal 

information, the usage of shortened or misleading links that redirect end users to 

malicious websites and the manipulation of the receiver to panic and respond illogically 

with the pressure of incorporate threat, fear and a sense for urgency. 

 

 The framework proposed by this paper, the classifier approach is a classic 

machine learning model process that typically follows the same stages. In this case, the 

purpose is to differentiate spam or phishing emails from ham or legitimate emails. The 

first step is data acquisition or data collection which is the process of obtaining email 

datasets from various sources which consist of spam and ham email records. Next, these 

data are converted into electronic mail format. In order to filter the words in EML 

format of these emails, the process of tokenization is taken place to perform 

preprocessing. 

 

 After that, the subsequent stage will be feature extraction where some features 

on a specific email example are selected for processing. These features attributes are 

elements such as body of the email, header, URL, sender address field, receiver address 

field, cc and bcc fields. The resultant files of those features will be converted into ARFF 

format. The dataset is separated into training set and testing set with a ratio of 7:3. 

  

 Three classifier techniques are used in this instance to validate the performance 

of the dataset which are Naïve Bayes, J48 and Bayses Net ans J48. The final 

performance observation is presented with a table with several labels explaining the 

experimental results on the measurement of the effectiveness of the model. The label 

components are TPR, TNR, FPR, FNR, accuracy, precision, sensitivity and f-measure 

and respective values are shown in figure 2.6. The more important criteria of those 

labels are TPR, TNR and accuracy. TPR and TNR are calculated to evaluate the 
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robustness of the proposed model. Accuracy is the measurement of the model 

performance. 

 

Figure 2.6 Confusion matrix with different classification technique results 

 

 The model achieved very high accuracy on the detection of spam messages with 

15 features on 1000 records. This is solid proof of the effectiveness of integrating 

machine learning to SE attacks detection. However, it is still a basic framework to be 

further optimized and fine-tuned by future scholars.  
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2.2 Summary and Critical Remarks of Previous Works 

After reviewing the related works on social engineering detection, various approaches 

and methods have been studied thoroughly. Different detection models have been 

proposed and some of them provide new insight into the problem. Despite that, these 

models are limited in some particular way respectively where they could be optimized 

better. In the first paper, the model is too generic in a sense where it could not 

effectively identify an attack and could cause many false-negative cases for its list-

based approach. Some legitimate actions might have been marked as malicious just due 

to the fact of certain blacklisted words. The second paper provides a more in-depth 

breakdown in increasing the accuracy by having a decision tree-based method rather 

than just semantic analysis. However, this SEDAM model discussed has a vulnerability 

in human error where it will be troublesome and ineffective for individuals to follow a 

long list of guidelines for each email they received. The third paper presented another 

detection architecture that focuses on voice authentication of receivers in conversation 

but it misses out on the textual conversion analysis on the content of each conversation. 

Moreover, since the detection module is based on certain phrases and does not take into 

account other criteria, it possesses the same problem in misjudging genuine requests. 

The fourth paper overcomes the limitation of the previous paper with the integration of 

machine learning and data normalization. This can be a useful guideline for the model 

implementation in this project. The downfall of it is the fact that there is not enough 

analysis on the result and some machine learning algorithm used is too complicated. It 

is also unclear on whether this model fits on different regions. The fifth paper is another 

paper that also includes the usage of ML but the performance is rather too high that 

leading to suspicion on possible overfitting data. It also did not have an in-depth 

analysis of the body of the email which is the main essence of social engineering. 

 

This project aims to propose a social engineering detection model using 

machine learning algorithms to utilize past records of attack examples by analyzing 

their content. It will also be a basic framework for an automated detection system where 

it assists individual employees in SMEs where hundreds of emails are being processed. 

The proposed model will also solve the absence of a textual conversion tool by having 

an algorithm that would integrate each aspect in the email context that would decrease 

the false-negative rate of attack detection. Furthermore, the project will compact 
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analysis on the text body based on study and research of the Malaysia’s SMEs sector 

while also comparing and analyzing on different machine learning techniques. 
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CHAPTER 3: SYSTEM MODEL 

3.1 System model 

3.1.1 Methodology and General Work Procedures 

The processes of the project were categorized into different phases, which were 

problem analysis, preliminary research, survey development, data collection, data pre-

processing, feature extraction and data normalization. The model training architecture 

building falls under model classification which will be discussed in depth in the next 

chapter. Preliminary research is about the facts finding from various sources and survey 

development include forming the questionnaires, survey distribution and result analysis 

that will be used in machine learning model with the integration of existing novelty 

ideas. 

3.1.2 Project flow diagram 

 

Figure 3.1 Project Flow Diagram 
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3.2 Tools to use 

3.2.1 Hardware 

The hardware involved in this project is a computer. The computer is issued for data 

preprocessing which is feature extraction and the generation of reputation score using 

the algorithm in the source code. It is also used in the validation of the final product 

model. 

Table 3.1 Specifications of laptop 

Description Specifications 

Model TUF Gaming FX505GE_FX505GE  

 

Processor Intel Core i7-8750H  

 

Operating System Windows 10  

 

Graphic NVIDIA GeForce GTX 1050 Ti 4GB DDR5  

 

Memory 16GB DDR4 RAM  

 

Storage 931.5GB SATA HDD  

512GB SATA SSD  

3.2.2 Software  

The software included in this project will be the Jupyter notebook. It is a free and open-

source platform that supports the core programming language for this project which is 

python. Jupyter notebooks are able to illustrate the analysis process step by step which 

will be beneficial when training the model. Another software being used will be the 

python programming language which is a popular programming language, especially 

in the machine learning field due to its easy syntax and rich library. 
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3.3 Timeline 

 

Figure 3.2 FYP2 Timeline  
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CHAPTER 4: SYSTEM DESIGN 

4.1 System block diagram   

 

 

Figure 4.1 Block diagram of the model 

4.1.1 Data collection 

After deciding on the project direction, data collection is carried out as a fundamental 

part of the model. Due to company policy and employees’ privacy considerations, 

actual real-life examples of dialogs on social engineering attacks are difficult to be 

acquired for the project. Therefore, an alternative way of searching datasets on the 

internet is carried out but even so, there is still very limited dataset online. However, an 
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excel .csv file is found on GitHub with over 150 records which will be used for this 

project. 

4.1.2 Data cleaning  

The data preprocessing process is performed after acquiring the data needed. Some 

NULL data will be handled and unwanted or unnecessary tags and metadata will be 

sanitized to generate well-formatted data. This will ease the subsequent process by 

eliminating small data contributions associated with experimental errors.  

4.1.3 Feature extraction 

The features are the criterion of the dialogs in the datasets that hold a certain meaning 

or context to the intent of the sender. The stage is to extract relevant feature elements 

that are associated with the detection of a social engineering attack. Examples of these 

features are sender address field value, receiver address field value, date, time, dialog 

which is the body of the email and etc. This paper focuses on phishing email therefore 

the initial features will be concentrated on the text of the email body. 

4.1.4 Calculation of truth score  

Based on the novelty ideas in paper [4], the calculation of truth score involves a 

sequence of steps to be followed. The general purpose is to preprocess dialogs with the 

consideration of weighting components of the email and rigor mathematical expression 

to generate a comprehensive dataset. 

 

The steps are as follows: 

1. The extraction of all URLs from the dialog text by the usage of a regex pattern 

matcher.  

2. The URL links, if exists, is sent to VT (Virus Total) API to evaluate if it is malicious.  

3. According to the result given by the API, the number of risky site reports is 

determined, given by x. By implementing equation 1, the number is scaled between 0 

and 1. The value of SL is a measurement of the degree of legitimacy where a high value 

indicates less legitimacy on the context. The usage of an exponential function instead 

of a linear function punish more severely on a higher number of risky site. The constant 

a (alpha) can be adjusted on the harshness of the risky site report. For this instance, 0.6 
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is set to be the constant value on the equation based on the survey result in the following 

chapter. 

 

Figure 4.2 Equation 1 

4. Next, check for spelling by using the SpellChecker library. 

 

5. This step is identical to step (3) where the risk site report is replaced by misspelled 

words with the exception that alpha value is set to a. SSP is an indication of spelling 

quality where higher values represent poorer spelling.  

 

Figure 4.3 Equation 2 

 

6. The subsequent step is to use the corrected spelling of the dialog and check it against 

the list of blacklist words. Examples of these words are password, credentials, database 

etc. MB refers to the number of blacklist matched words. 

 

7. In this step, the intent verbs and adjectives such as urgent, must, require etc are 

emphasized and checked. The value of the number of these words are indicated by MI. 

 

8. To prevent the result being ambiguous, results are tuned with multiplication of values 

MB and MI by the weights of WB and WI weighted at values 1 and 1.3 respectively with 

reference on survey result. This is an optional step as it only provides customization on 

the changes of weight if one considers any of the two component need to be considered 

more important. Hence the value x is given by equation 3. 

 

Figure 4.4 Equation 3 
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9. At this step, with the same usage of the mathematical function in equation 2, the 

value of is normalized where a = 0.4 is the most appropriate constant. SI refers to the 

context intent where a higher SI value is an indication of a more concentration of 

blacklisted words.  

 

Figure 4.5 Equation 4 

 

4.1.5 Split into training set and testing set 

In this stage, the datasets are split into 80% training set and 20% testing set. The datasets 

being used for the project include another .csv preprocessed dataset and a method called 

synthetic minority oversampling technique is carried out to tackle the presence of 

imbalanced dataset due to the nature of itself. 

4.1.6 Model selection 

New machine learning techniques different from the novelty will be used on this model. 

The project will only cover 4 different types of machine learning models which are 

support vector machine (SVM), stochastic gradient descent (SGD), K nearest 

neighbours (KNN) and Neural Network. 

4.1.7 Model training 

Next, the models with a classifier will then be trained with the datasets scores input to 

classify the presence of a social engineering attack  

4.1.8 Model validation 

The model undergoes 5-fold cross validation in this process. This process is carried out 

to prevent any potential overfitting cases and check if the models are actually training 

in the previous training stage. 
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4.1.9 Model fine tuning 

The process includes the defining sets of hyperparameter values for each model. Grid 

search tuning technique will be used to compute and find the most optimal value for 

the models. 

4.1.10 Model testing 

The models will then be tested using the testing dataset to evaluate how well they 

perform on unseen data.  

4.1.11 Summarization of result score 

Finally, the performance metrics result score of each model such as accuracy, precision, 

recall, F1 scores and ROC AUC scores are generated and summarized. These 

performance metrics results of different machine learning techniques are compared and 

contrasted. It will also then be used in further analysis. 
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4.2 General research 

Preliminary research on social engineering attacks among Malaysia SMEs is done prior 

to having a more in-depth understanding of the subject matter. Social engineering is a 

broad research direction that branches to many aspects. It is a non-technical method 

that emphasizes human interaction which exploits the low awareness of human on the 

information they possess by tricking them to break standard security protocol and 

procedures. Therefore, the human factor plays a critical role in SE and targets not only 

big enterprises but also small-medium enterprises (SMEs).  

 

The centric groundwork of this paper is mainly related to Malaysia where fact findings 

are carried out from various sources. Since the outbreak of the COVID-19 pandemic in 

March 2020, the unemployment rate in the country has risen exponentially and caused 

an increase in social criminal activities in cyberspace. It has been revealed that 65% 

Malaysians report on the increase in the number of phishing emails directed at 

employees during the pandemic period. This indicates that phishing assaults against 

businesses increased significantly during the epidemic, as millions of home-based 

workers became a prime target for hackers. According to [7], phishing's success has 

been attributed to its capacity to grow and diversify over time, matching assaults to 

current events or worries, such as the pandemic, and preying on human emotions and 

trust. Phishing assaults are viewed as a low-level danger by many organizations, yet 

this underestimates their impact. Phishing is frequently the opening stage of a more 

complex, multi-stage attack.  

 

In an interview with the Communications and Multimedia Minister of Malaysia, 

Datuk Saifuddin Abdullah, it reported that the Cyber999 Help Centre, a cybersecurity 

incident response centre which is managed by CyberSecurity Malaysia has received a 

total of 4615 cybersecurity incident reports. He also stated that internet usage has risen 

dramatically in the aftermath of the Covid-19 outbreak and the movement control order 

(MCO). As a result, Malaysians are now more vulnerable to cyber threats and attacks. 

Figure 4.6 shows the illustration of the incident statistic in 2020 from January to June.  
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Figure 4.6 Statistic of security incidents from January to June 2020 

 

It shows that the most reported cases are fraud which is strongly correlated to 

social engineering with its very nature in deceiving people. Other incidents are also 

possible products of SE attacks as phishing emails may be used to persuade users to 

install malware or share credentials that grant access to the business network, making 

a breach of intrusion in [7]. In addition, MyCERT (Malaysia Computer Emergency 

Response Team) noticed a rise in various cyber security assaults leveraging on the 

COVID 19 Pandemic during the Movement Restriction Order (MCO) with COVID-19 

Phishing emails as one of the major threats.  

 

According to [8], cyber security incidents have the potential to cost the country 

RM51 billion, or more than 4% of its entire GDP, and cybersecurity is the core 

important component in preventing cyber incidents and threats that undermine the 

country's sovereignty and economy. Wan Murdani Wan Mohamad, MDEC's director 

of digital infrastructure and services, indicated that 84 percent of Malaysia's SMEs had 

been harmed in some way by cyber threats, with 76 percent having been victims of 

several attacks. The Covid-19 epidemic spawned a distant work and quarantine culture, 

which drives people to go virtual and digital, opening up new doors for cybercrime and 

cyberattacks. Social engineering works best when targeting human emotions like fear, 

curiosity, greed, helpfulness, and urgency, according to savvy cybercriminals. It's 

expected that phishing assaults in Malaysia have escalated since the epidemic began, 
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as evidenced by the newest survey from security firm Sophos, titled Phishing Insights, 

2021 as seen in [8].  

 

As shown in [8], based on the findings of Kapersky Security Network for 

Malaysia, from 18.53 million in the first quarter (Q1'21), the number of web threats 

increased by 56 percent to 28.93 million in the second quarter (Q2'21). Remote working 

cybersecurity hazards, social engineering attacks, and ransomware, according to 

Kaspersky Southeast Asia general manager Yeo Siang Tiong, are three trends in 

cyberattacks and security concerns identified this year. Working from home introduces 

new cybersecurity threats because home offices are frequently less secure than central 

offices. Yeo [8] has stated that traditional security vetting may not have been as 

thorough as usual in the effort to keep things running, and cybercriminals have adapted 

their strategies to take advantage. Many staff uses personal devices for two-factor 

authentication and to communicate with clients via mobile messaging apps. Due to the 

fact that barriers between personal and professional life are blurred, there is a greater 

risk of sensitive material slipping into the wrong hands which is shown in [8]. Moreover, 

Yeo [8] also stated that social engineering attacks like phishing have been targeting 

remote workforces, with attackers focusing on workers that connect to their employer's 

network from home because they are vulnerable targets. Employees are also subjected 

to regular phishing assaults, as well as an increase in whaling attacks aimed at senior 

executives. Organizations are improving their anti-phishing defenses, but 

cybercriminals are also continuously seeking new ways to stay ahead of the game. This 

includes advanced phishing kits that target victims differently based on where they are 

which may increase the rate of success of an attack which is seen in [8]. 

 

In summary, these are the proofs and analyses of the rising cases in social 

engineering attacks. It is clear to have research on the countermeasure of these attacks. 

An ideal solution stated in [7] is to keep phishing emails from ever reaching the target 

with the senior and prepared staff who can notice and report questionable messages 

before they get any further. This is somewhat similar to the proposition from [3] in their 

paper but unfortunately, shares the same limitation which is the persistence of the 

human factor. The official Malaysian Communication and Multimedia Commission has 

provided 4 criteria in identifying phishing emails that exploit the fear emotion in people. 

These 4 aspects are a theme of threat in the context, a claim on a compromised account 
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or fraudulent activity, unauthorized changes and a claim in needing information for 

verification purposes. 
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CHAPTER 5: EXPERIMENT/SIMULATION 

5.1 Software setup 

For the prototype implementation of the model, Jupyter notebook will be used as it is a 

well-known open-source software that is free for download. It is a notebook kernel that 

executes the codes in a notebook document. The advantage of this software is it is able 

to run a section of code individually in a cell which is optimal for machine learning 

model. The programming language that will be used is Python which consists of many 

library and modules for machine learning such as numpy, pandas, nltk, spellchecker 

and many more for this project. An application called Anaconda need to be installed 

which is used for package management and deployment that includes jupyter notebook 

by default. In figure 5.1, the notebook can be launched by inputting ‘jupyter notebook’ 

in the anaconda CLI prompt. 

 
Figure 5.1 Booting jupyter notebook 
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Figure 5.2 Jupyter notebook interface 

 

Figure 5.2 shows the user interface when jupyter notebook is launched successfully on 

the browser.  

 
Figure 5.3 Creation of empty python file 

 

 

 
Figure 5.4 Interface of python file in jupyter notebook 
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After directing to the directory workspace path of the project, a new notebook with 

Python 3 can be created shown in figure 5.3. The figure 5.4 is the interface of a new 

notebook with an empty cell. Something worth highlighted is the fact that as jupyter 

notebook is a notebook kernel, it will lose the connection and be unable to use the 

python file once the command prompt is closed. 

5.2 Setting and Configuration  

Based on the previous research and facts gathering, the detection model will focus on 

the contextual dialog of the dataset as phishing is the main social engineering vector. 

This project will be derived from the novelty idea from paper [4]. The concept is applied 

to current Malaysia SMEs sector with modification and tinkering according to the data 

collected in the survey. After researching on the internet, the dataset used for the project 

is a dialogue dataset with 148 records and can be found in 

https://github.com/npolatidis/seader . The dataset is located to be in the same directory 

as the python project file and loaded shown in figure 5.6 after importing required 

libraries in figure 5.5. 

 
Figure 5.5 Code snippets of importing library 

 

 
Figure 5.6 Code snippets of loading dataset 

 

https://github.com/npolatidis/seader
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5.3 System Experiment 

The exploratory data analysis is carried out prior to understanding the structure and 

types of the data being processed. This will ease the process in further stages. The 

column labels are shown in figure 5.7 and their respective data type in figure 5.8. Figure 

5.9 shows the first five records in the dataset.  Figure 5.11 indicates how many records 

are labelled as an attack and figure 5.10 shows the opposite. Figure 5.12 is to check for 

any NULL value present in the dataset.  

 
Figure 5.7 Code snippets and output of displaying dataset column 

 

 
Figure 5.8 Code snippets and output of displaying datatype 
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Figure 5.9 Code snippets and output of displaying first five records of dataset 

 

 

 
Figure 5.10 Code snippets and output of displaying number of legitimate records 
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Figure 5.11 Code snippets and output of displaying number of malicious records 

 

 

 
Figure 5.12 Code snippets and output of number of NULL value record 

 

In this stage, all the significant criteria in the dialogue are extracted. First, an empty 

dictionary is initialized in figure 5.13 and the regular expression string of the URL seen 

in figure 5.14. The extraction of the urls from the dialog is performed by using a for 

loop to run through every dialog record in figure 5.15. It is stored in a variable which 

in then be appended to the array of dictionary in figure 5.16. Additional attribute labels 

are added for the subsequent process.  
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Figure 5.13 Code snippets of the creation of an empty dictionary 

 

 
Figure 5.14 Code snippets on assigning regular expression pattern 

 

 
Figure 5.15 Code snippets on the extraction of urls and dialogues 

 
Figure 5.16 Code snippets on the appending of additional labels 

 

To check if the url is malicious, an application programming interface (API) is 

integrated into the project. Virus Total (VT) is used for this purpose and the substitution 

of Web of Trust (WOT) proposed in the API. An account needs to be registered in order 

to obtain the API key to use it. The following process is shown in figure 5.17. A library 

called requests is imported to process http request in python. The data parameters are 

the key and url instances that are sent to the API to check for malicious website with a 

post request. This request is converted to JSON format and stored in the dictionary array 

with a new label ‘url_post’. The process is looped until all instances have been sent 

with a 31 seconds delay due to the API policy.  
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Figure 5.17 Code snippets on the usage of API 

 

Figure 5.18 shows the retrieval of the response report of the scanning result. The report 

parameter is set to get the resource and scan id which is iterated in a loop for each 

record. It is then converted to JSON format and stored in a new label in the dictionary 

called ‘url_report’  

 
Figure 5.18 Code snippets on getting results from API 

 

Figure 5.19 shows the summary of the scanning result of each record in the dictionary. 

This can be summarized to the number of VirusTotal partners who consider this url 

harmful, the verbose message of the scanning result and total number of partners who 

reviewed the link. These are all also embedded in the dictionary. 
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Figure 5.19 Code snippets of appending API results to dictionary 

 

Next would be the process of checking the spelling errors of the sentences. The 

spellchecker library is imported for this purpose. In figure 5.21, the special characters 

such as “,”, “\”, “.” and others are removed. The filtered dialogue is then assigned to a 

variable and appended to the dictionary. Figure 5.22 shows the code snippets in finding 

possible misspelled words in the syntax format of “{word} : {spell.correction(word)} - 

> {spell.candidates(word)}”. Correction on the misspelled words is made in the 

dictionary and the misspelled word is appended as a new label in the dictionary. A 

counter labeled to indicate the number of misspelled words for each dialogue is 

recorded and also added to the dictionary.  

 
Figure 5.20 Code snippets of importing library 

 
Figure 5.21 Code snippets on the removal of special characters 

 

 
Figure 5.22 Code snippets on checking misspelled words 

 

Further on is the inspection of words in the dialogue against the blacklisted words. 

Figure 5.23 is the code snippets for the list of blacklisted words and the list of adjectives 
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that have an element of intent and urgency. As shown in figure 5.24, a for loop is used 

to go through all records in the dictionary and two counters which are the number of 

blacklisted words and the number of adjectives that show an intent are initialized. Then, 

a nested for loop is applied to scan through if the listed words exist in the dialogue. 

Finally, the total number of both number is being recorded in the dictionary.  

 

 
Figure 5.23 Code snippets on defining blacklisted words and intent adjectives 

 
Figure 5.24 Code snippets on checking for blacklisted words and intent adjectives 

 

Figure 5.25 shows the code snippets to covert the dictionary to a csv file for 

organization purposes.  
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Figure 5.25 Code snippets on the conversion of the dictionary to csv file 

 

The normalization of the data begins with the substitution of NULL values with 0. By 

using panda, an empty dataframe is created to store the calculated score for each feature. 

Figure 5.26 demonstrates the codes snippets of the mathematical expression in 

calculating those scores for the features which are url score, misspelled words score 

and blacklisted and intent adjectives scores.  

 
Figure 5.26 Code snippets on calculating scores for each feature 

 

 

For the purpose of increasing the dataset, another .csv file which has the same attribute 

features and preprocessed sample data is used. Figure 5.27 shows the implementation 
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of reading the dataset that had been preprocessed and figure 5.28 shows the 

implementation of concatenating this dataset with previous dataset together 

 

 

Figure 5.27 Code snippets of loading additional preprocessed dataset 

 

 

Figure 5.28 Code snippets on concatenation of dataset 

 

The features score in the data frame are assigned the X variable and the binary class on 

whether the recorded is an attack is mapped as integer to Y variable which is shown in 

figure 5.29. 

 

Figure 5.29 Code snippets on assigning X and Y value 

 

 

The data is then separated to 80% training set and 20% testing set in figure 5.30.  

 

 

 
Figure 5.30 Code snippets on splitting of training and testing dataset 

 

Due to the fact that there are many dialogs which are marked as not an attack, this 

causes a potential imbalanced dataset. The way to tackle this is by introducing a 

technique called Synthetic Minority Oversampling Technique (SMOTE) which is an 

oversampling technique where it will generate synthetic samples for the minority class. 
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The implementation is shown in figure 5.31.  

 

Figure 5.31 Code snippets on implementation of SMOTE 

 

Figure 5.32 shows the code snippets of defining the training result function of each 

model later.  

 
Figure 5.32 Code snippets of defining the training result function 

 

For this project, 3 classical machine learning model and 1 deep learning model were 

selected to carry out the training process. These model includes the Support Vector 

Machine (SVM), K-nearest neighbors algorithm (KNN), Stochastic Gradient Descent 

(SGD) and Neural Network model. Figure 5.33 shows the code snippets on the 

implementation of the SVM model and its training result on figure 5.34. 

 
Figure 5.33 Code snippets on the implementation of SVM model 
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Figure 5.34 Training result of SVM model 

 

Figure 5.35 shows the code snippets on the implementation of the KNN model and its 

training result on figure 5.36. 

 

Figure 5.35 Code snippets on the implementation of KNN model 
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Figure 5.36 Training result of KNN model 

 

Figure 5.37 shows the code snippets on the implementation of the SGD model and its 

result on figure 5.38. 

 

Figure 5.37 Code snippets on the implementation of SGD model 
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Figure 5.38 Training result of SGD model 

 

Figure 5.39 shows the code snippets on the implementation of the Neural Network 

model and its result on figure 5.40. 

 

Figure 5.39 Code snippets on the implementation of Neural Network model 
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Figure 5.40 Training result of Neural Network model 

 

Figure 5.41 shows the code snippets for the visualization of the ROC curve for four of 

the model being trained and the curve diagram that consists of each model is on figure 

5.42. 

 

Figure 5.41 Code snippets for visualization of ROC curve 
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Figure 5.42 ROC curve diagram for each model 

 

Figure 5.43 shows the code snippets and result of a more precise figure on the area 

under curve for four of the models.  

 

Figure 5.43 Code snippets and result of ROC score for each model in 4 decimal places 

In order to avoid overfitting of the data, the project uses a 5-fold cross validation to 

estimate the performance of the model on unseen data. Figure 5.44 shows the 

implementation of cross validation and its result on SVM. 
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Figure 5.44 Code snippets and performance result of SVM after cross validation 

 

Figure 5.45 shows the implementation of cross validation and its result on SGD. 

 

Figure 5.45 Code snippets and performance result of SGD after cross validation 

 

Figure 5.46 shows the implementation of cross validation and its result on KNN. 

 

 

Figure 5.46 Code snippets and performance result of KNN after cross validation 

 

Figure 5.47 shows the implementation of cross validation and its result on Neural 

Network. 
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Figure 5.47 Code snippets and performance result of Neural Network after cross 

validation 

 

 

Figure 5.48 shows the code snippets and curve diagram for the visualization of the ROC 

curve for four of the model being trained after cross validation. 

 

Figure 5.48 Code snippets and ROC curve diagram on each model after cross 

validation 

 

Figure 5.49 shows the code snippets and result of a more precise figure on the area 

under curve for four of the models after cross validation.  
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Figure 5.49 Code snippets and result of ROC score for each model in 4 decimal places 

after cross validation 

 

After that, the experiment is continued by fine tuning the hyperparameters of each 

model to find the most optimal hyperparamtersfor their respective algorithms. This is 

carried out using the grid search approach which is an exhaustive search to compute 

optimum values of hyperparameters. Figure 5.50 shows the set of hyperparamter values 

for the grid search technique to take place for SVM mdoel. 

 

Figure 5.50 Code snippets on hyperparameter values of SVM model 

Figure 5.51 shows the code implementation for grid search tuning and figure 5.52 is the 

code snippets on training the tuned model.  

 

Figure 5.51 Code snippets on grid search tuning for SVM model 

 

Figure 5.52 Code snippets on training tuned SVM model 
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Figure 5.53 shows the result of the best parameters of the tuned model using grid search. 

Figure 5.54 shows the implementation of the prediction value for the tuned SVM model 

and performance metrics on training set in figure 5.55 

 

Figure 5.53 Result of best hyperparameter values of SVM model 

 

 

Figure 5.54 Code snippets on predicting value with tuned SVM model 

 

  

Figure 5.55 Performance metrics result of tuned SVM model 

 

Figure 5.56 shows the set of hyperparamter values for the grid search technique to take 

place for KNN mdoel. 

 

Figure 5.56 Code snippets on hyperparameter values of KNN model 

 

Figure 5.57 shows the code implementation for grid search tuning and figure 5.58 is the 

code snippets on training the tuned model.  
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Figure 5.57 Code snippets on grid search tuning for KNN model 

 

 

Figure 5.58 Code snippets on training tuned KNN model 

 

Figure 5.59 shows the result of the best parameters of the tuned model using grid search. 

Figure 5.60 shows the implementation of the prediction value for the tuned KNN model 

and performance metrics on training set in figure 5.61. 

 

Figure 5.59 Result of best hyperparameter values of KNN model 

 

 

Figure 5.60 Code snippets on predicting value with tuned KNN model 

 

  

Figure 5.61 Performance metrics result of tuned KNN model 

 

Figure 5.62 shows the set of hyperparameter values for the grid search technique to take 

place for SGD mdoel. 
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Figure 5.62 Code snippets on hyperparameter values of SGD model 

 

Figure 5.63 shows the code implementation for grid search tuning and figure 5.64 is the 

code snippets on training the tuned model.  

 

Figure 5.63 Code snippets on grid search tuning for SGD model 

 

 

Figure 5.64 Code snippets on training tuned SGD model 

 

Figure 5.65 shows the result of the best parameters of the tuned model using grid search. 

Figure 5.66 shows the implementation of the prediction value for the tuned SGD model 

and performance metrics on training set in figure 5.67 

 

 

 

Figure 5.65 Result of best hyperparameter values of SGD model 

 

 

Figure 5.66 Code snippets on predicting value with tuned SGD model 
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Figure 5.67 Performance metrics result of tuned SGD model 

 

Figure 5.68 shows the set of hyperparamter values for the grid search technique to take 

place for Neural Network model. 

 

Figure 5.68 Code snippets on hyperparameter values of Neural Network model 

 

Figure 5.69 shows the code implementation for grid search tuning and figure 5.70 is the 

code snippets on training the tuned model.  

 

Figure 5.69 Code snippets on grid search tuning for Neural Network model 

 

 

Figure 5.70 Code snippets on training tuned Neural Network model 

 

Figure 5.71 shows the result of the best parameters of the tuned model using grid search. 

Figure 5.72 shows the implementation of the prediction value for the tuned Neural 

Network model and performance metrics on training set in figure 5.73. 

 

  
Figure 5.71 Result of best hyperparameter values of Neural Network model 
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Figure 5.72 Code snippets on predicting value with tuned Neural Network model 

 

 

  

Figure 5.73 Performance metrics result of tuned Neural Network model 

 

After that, each of the tuned models will be used on testing set where the performance 

metrics result is shown. Figure 5.74 shows the code snippets on defining the testing 

result function.  

 
Figure 5.74 Code snippets on defining the test result function 

 

Figure 5.75 is the implementation of the tuned SVM model on testing set. The 

performance metrics result is shown at figure 5.76. 
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Figure 5.75 Code snippets of testing the tuned SVM model 

 

 
Figure 5.76 Result of testing performance metrics on tuned SVM model 

 

Figure 5.77 is the implementation of the tuned KNN model on testing set. The 

performance metrics result is shown at figure 5.78. 
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Figure 5.77 Code snippets of testing the tuned KNN model 

 

 
Figure 5.78 Result of testing performance metrics on tuned KNN model 

 

Figure 5.79 is the implementation of the tuned SGD model on testing set. The 

performance metrics result is shown at figure 5.80. 
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Figure 5.79 Code snippets of testing the tuned SGD model 

 

 
Figure 5.80 Result of testing performance metrics on tuned SGD model 

 

Figure 5.81 is the implementation of the tuned Neural Network model on testing set. 

The performance metrics result is shown at figure 5.82. 

 
Figure 5.81 Code snippets of testing the tuned Neural Network model 
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Figure 5.82 Result of testing performance metrics on tuned Neural Network model 

 

5.4 Survey result and analysis 

In order to educate and evaluate the awareness of the SMEs and collect first-hand data 

on the subject matter, this project included a survey where the target audience being 

SMEs employees. This is to recognize the public opinion and their knowledge on social 

engineering to be a reference while building the detection model. To signify varying 

levels of awareness, the items were separated into three categories which are 

knowledge, practices and solutions. The questionnaire consists of 23 questions and is 

organized into four parts. The first part acts as an invitation and consent form for 

surveyees in the acknowledgement in giving information. The second section collects 

the demographical information about the surveyees such as age range, gender, 

educational background and their position in the company. The third section contains 

comments intended to assess the level of awareness of social engineering attacks among 

Malaysia’s SMEs. The final part requests a voluntary response on the records of the 

phishing emails dialogs to be used in the modelling process if possible.  
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A total of 50 respondents all of whom are employees in the SME industry completed 

this survey from 6 November 2021 to 22 November 2021. The demographic 

distribution is shown in table 5.1. It reflects that most of the respondent is around in 

their youth and hold a tertiary education. A big portion of surveyees are general staff as 

they are the ones who are most likely to receive harmful emails but there is also senior 

executive member that participated in the evaluation. In some cases, a leak from 

administrative members can be more fatal therefore it is important to educate on the 

matter equally.  

Characteristic Total Respondents 

 

Frequency Percentage 

Gender   

Male 14 28% 

Female 39 72% 

Total 50 100% 

Age   

18-25 33 66% 

26-35 13 26% 

36-45 3 6% 

46 or older 1 2% 

Total 50 100% 

Educational background   

No schooling 0 0% 

Primary 0 0% 

Secondary 0 0% 

Matriculation 1 2% 

Certificate 0 0% 

Diploma 3 6% 

Bachelor’s degree 41 82% 

Master’s degree 5 10% 
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Doctorate’s degree 0 0% 

Total 50 100% 

Company position   

Employee 38 76% 

Manager 8 16% 

Director 2 4% 

Owner 2 4% 

Total 50 100% 

 

Table 5.1 Demographic of respondents 

The participants were questioned on whether or not they understood the term "social 

engineering." This is to have a general view of the respondents of their prior knowledge 

of social engineering. Based on table 5.2 and figure 5.83, it is seen that 70% of 

respondents do in fact have considerable understanding of it while 30% of them are 

oblivious to it. This result can be said that social engineering has begun raising attention 

on the employees but there is still a substantial group of people who have no 

psychological defense on this kind of attack.  

 

 
Figure 5.83 Prior knowledge of respondents on social engineering 
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Characteristic Total Respondents 

                    

Frequency Percentage 

Social engineering knowledge   

Yes 35 70% 

No 15 30% 

Total 50 100% 

Table 5.2 Prior knowledge of respondents on social engineering 

 

Appendix B-1 presents all of the responses to the questions. The following analysis will 

only cover the important outcome from the survey that is required in later 

implementation. The next section evaluates the social engineering and information 

security knowledge of surveyees. They are educated on the meaning of SE and the 

various type of attacks. 

   

 
Figure 5.84 Response on the most common social engineering attack 

From figure 5.84, when asked about the most common social engineering attack, 35 out 

of 50 respondents have chosen phishing email which partition 70% of the answer. This 

aligned with the preliminary research previously in which phishing attack cases have 

been reported to be the highest during these years. Therefore, phishing dialogue will be 

the cornerstone in the implementation of the detection model. 
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Figure 5.85 Respondents awareness of being attacked without consent  

 

Based on figure 5.85, the chart shows that there are 27 out of 50 respondents stated that 

they have not been in a social engineering attack. This is an interesting result where 

despite the arising of phishing attack cases, over half of the response contradicts the 

research finding. A reasonable deduction would be these respondents had actually been 

fallen to the attack by cybercriminals without any consent. This would have explained 

the contradictory facts from both sources. This result will also be in consideration on 

the parameter adjustment in choosing misspelled words as feature and the evaluation of 

the penalty on misspelled words. Misspelled words are used to increase the chances of 

penetrating through the filters. Furthermore, they act as a filter itself to find the 

appropriate target. The people who reply to those misspelled dialogues are statistically 

less knowledgeable and more likely to follow the steps of the attackers.  

  

 
Figure 5.86 Response on clicking unverified link in the past 
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In the subsequent section on information security practices, the respondents are given 

some questions on their usual approach when handling certain security procedures to 

evaluate their awareness as the parameter in the implementation stage. One of them is 

about the history of whether they had clicked on a link that direct download suspicious 

files unknowingly or other shady websites shown in figure 5.86. About 60%, which is 

30 out of 50 respondents claimed they had indeed done it before. This may be due to 

the lack of knowledge and alertness on checking those links beforehand in a stressful 

environment. This response is noted and integrated as a feature and also assessing the 

penalty value during model building. 

 

 
Figure 5.87 Respondents’ password sharing behavior 

 

Figure 5.87 is another question about the awareness of the respondents on sharing 

sensitive information such as passwords to other people in a different scenario. A total 

of 88% which rounds to 44 gave a strong stand in denying to share passwords to others. 

It can be seen that even without undergoing certain security practices incentive training 

programs, most employees have the basic understanding and sensitivity when requested 

for confidential information regardless of the scenario they are in. This is an important 

outcome and deciding factor on the another feature and the weighting of blacklisted 

words during the implementation of the model. 
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Figure 5.88 Example of social engineering attack dialogue 

 

 
Figure 5.89 Respondent answer on differentiating social engineering dialogue 

 

The final question shown in figure 5.89 quizzed the respondent on whether the dialogue 

in figure 5.88 is an example of a social engineering attack. This dialogue is retrieved 

from [9] in the analysis of a real life attack on a well-known technology security 

company. There are 72% of respondents that gave the correct answer in which they 

agree that it is indeed an attack. The other 18 respondents answered wrong stating that 

it is not. They failed to realize the urgency, unavailability and strong intent elements in 

the context which are tactics commonly used by social engineering attackers. The 

results of this response will be used as additional feature and in the weighting of the 

intent adjectives in dialogue in the model implementation stage. 
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5.5 Concluding remark 

The chapter has covers the implementation details on the experiments of models from 

setting up the environment by step by step configuration to the generation of the final 

result. It also included a survey to educate SMEs employees and evaluate their 

awareness on social engineering. The survey result then undergoes analysis as reference 

on setting up certain parameters during model building. Each of the model’s 

performance result is shown and summarized. The main setback is the limited dataset 

used in the model where it constraints the model in finding more correlation within data 

thus unable to predict more accurately. Another challenge would be the occurrence of 

imbalanced dataset. However, these problems are tackled by the addition of another set 

of preprocessed data and SMOTE technique. 
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CHAPTER 6: SYSTEM EVALUATION AND DISCUSSION 

6.1 System Testing and Performance Metrics 

6.1.1 Result analysis on confusion matrix 

Confusion matrix is defined as a matrix that is normally used to evaluate the 

performance of a classification model. It shows of the summary of number of correct 

and incorrect prediction results on a classification problem with count values and 

categorized by each class. The matrix has four components: number of positive samples 

that are correctly predicted as positive is labeled as true positive (TP), number of 

positive samples that are falsely predicted as negative is labeled as false negative (FN), 

number of negative samples that are correctly predicted as negative is labeled as true 

negative (TN) and number of negative samples that are falsely predicted as positive is 

labeled as false positive (FP). This will give a better representation of result on the 

model. Table 6.1 shows the confusion matrix result for each machine learning model. 

 

 SVM KNN SGD Neural Network 

True Positive 125 146 125 117 

False Positive 22 1 22 30 

False Negative 6 17 6 3 

True Negative 27 16 27 30 

Table 6.1 Confusion matrix result for each machine learning model 

 

From table 6.1, the SVM model has 125 samples marked as TP, 22 samples as FP, 6 

samples as FN and 27 samples as TN. The KNN model identify the most number of 

positive samples correctly which is 146 and having the least FP and TN value which is 

1 and 16 respectively. However, it has the highest number of FN which is 17 samples 

among all the models. The SGD model shows the same result as the SVM model due 

the similarity of their properties with the different that it treats data in batches and 

perform gradient descent training. The neural network shows the lowest number value 

on TP which is 117 but the highest number of samples on TN which is 30. It also has 

the highest number of FP samples which is 30 and lowest FN value which is 3 samples. 

In hindsight, the KNN model seems to be the one performing the best. Further analysis 

is carried out in the next section. 
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6.1.2 Result analysis of F1 score, Recall and precision 

In order to evaluate the quality of the algorithm on this classification problem, several 

performance metrics are used in the analysis. These metrics are precision score, recall 

score and f1 score. Precision score is defined in equation 1. Recall is defined in equation 

2 and f1 score is defined in equation 3. Table 6.2 shows the result of the aforementioned 

metrics on each model. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
         (1) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
         (2) 

 

𝐹1 =  
𝑇𝑃

𝑇𝑃+
𝐹𝑁+𝐹𝑃

2

          (3) 

 

 SVM KNN SGD Neural Network 

Precision 0.5510 0.9412 0.5510 0.500 

Recall 0.8182 0.4848 0.8182 0.9091 

F1 Score 0.6585 0.6400 0.6585 0.6452 

Table 6.2 Result of precision, recall and F1 scores on each model. 

          

Precision also known as positive predictive value (PPV) measures the accuracy of the 

positive prediction. It is used to evaluate the reliability on samples that are predicted as 

true. The SVM model has a precision of 0.5510 which is same as SGD as both model 

has the same confusion matrix distribution. The KNN model has a very high precision 

score of 0.9412 which lead to believe it is very reliable in predicting positive samples. 

The neural network has the lowest precision score of 0.500. 

 

Recall or sensitivity measures the ratio of positive samples that are correctly labeled. It 

is used to evaluate on how many positive samples in the dataset are correctly detected. 

Due to the same reason as before, the recall result is the same for SVM model and SGD 

model which is 0.8182. KNN model has the lowest recall result with a value of 0.4848 

while neural network model has compensated the precision result before by having the 

highest recall result which is 0.9091. This is a very normal as there exist a 

precision/recall trade off where the increase precision usually will lower the recall rate 

and vice versa. 
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F1 score combines the precision and recall into a single score for a clearly and more 

unbiased representation on the model performance. The formula is derived from the 

harmonic mean of precision and recall. The metric favors classifiers that have similar 

precision and recall and it is used when both metrics are equally important. As usual, 

the SVM model and SGD model have the same F1 score of 0.6585 which is also the 

highest compared to others. The KNN model has the lowest F1 result of 0.6400 while 

neural network has the F1 score of 0.6452. Overall, the F1 score results are similar across 

all model with only slight differences. 

6.1.3 Result analysis of best hyperparameter 

In the process of the experiment, there is a stage of fine tuning the model after training 

and validating them. Fine tuning hyperparameter is process that takes the trained model 

and tweak it further in order to obtain the most optimal hyperparameter values that will 

lead to a better performance. The following tables show the summary of the 

hyperparameter value sets for each model. Table 6.3 shows the set of hyperparamter 

values for SVM. Table 6.4 shows the set of hyperparamter values for KNN. Table 6.5 

shows the set of hyperparamter values for SGD. Table 6.6 shows the set of 

hyperparamter values for neural network. 

 

SVM 

 

Parameter Value 

c 1, 10, 100, 500, 1000 

kernel Linear, rbf 

gamma 1, 0.1, 0.01, 0.001, 0.0001 

Table 6.3 Hyperparameter values set for SVM model 
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KNN 

 

Parameter Value 

leaf size Range between 1 and 50 

n_neighbors Range between 1 and 30 

p 1, 2 

Table 6.4 Hyperparameter values set for KNN model 

 

SGD 

 

Parameter Value 

loss hinge, log, squared_hinge 

penalty  l2, elasticnet 

alpha 0.0001, 0.001, 0.01, 0.1 

learning_rate constant, optimal 

eta0 1, 10, 100 

Table 6.5 Hyperparameter values set for SGD model 

 

Neural Network 

 

Parameter Value 

hidden 

layer size 

(10, 10, 10), (50, 100, 50), 

(100, 1), (15, 15, 15) 

activation  relu, tanh, logistic  

alpha 0.0001, 0.05 

learning 

rate constant, adaptive 

solver adam 

Table 6.6 Hyperparameter values set for Neural Network model 

 

After that, the experiment uses GridSearchCV which attempts to loop through all the 

combinations of the predefined values passes in the dictionary and perform evaluation 

for each combination using cross-validation on the model. In the end, the best 

parameters can be selected from the listed hyperparameters. The best hyperparameter 

value is shown in the following tables. 
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SVM   

Parameter Best Value 

c 500 

kernel rbf 

gamma 0.0001 

Table 6.7 Best hyperparameter value for SVM model 

 

 

 

 

 

 

 

  

Table 6.8 Best hyperparameter value for KNN model 

 

 

 

 

 

 

 

 

 

Table 6.9 Best hyperparameter value for SGD model 

 

 

 

 

 

 

 

 

 

Table 6.10 Best hyperparameter value for Neural Network model  

  

KNN   

Parameter Best Value  

leaf size 30 

n_neighbors 22 

p 1 

SGD   

Parameter Best Value 

loss log 

penalty l2 

alpha 0.0001 

learning_rate optimal 

eta0 1 

Neural Network 

Parameter Best Value 

hidden layer size (100, 1) 

activation  tanh 

alpha 0.05 

learning rate adaptive 

solver adam 
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6.1.4 Result analysis of ROC after cross validation 

Further analysis is carried out to validate if the model is actually training. One of the 

methods is the receiver operating characteristic (ROC) curve where it illustrates a graph 

that shows the performance of classifiers on all classification threshold. The curve 

consists of two parameters which is true positive rate and false positive rate.  

The formula of false positive rate is defined in equation 4.  

 

𝐹𝑃𝑅 =  
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
         (4) 

 

 
Figure 6.1 ROC curve for each model after cross validation 

 

Figure 6.1 shows the plot diagram of the ROC curve on four models. Noted that this 

process is performed using the training set. It can be seen that all of the model are 

performing the training process without any abnormally. 

6.2 Testing Setup and result 

The testing result for four of the machine learning models are shown in table 6.11.  

 

 SVM KNN SGD Neural Network 

Testing Accuracy 0.8444 0.9000 0.8444 0.8167 

Table 6.11 Result of accuracy score for each model 

 

The accuracy score is defined in equation 5. Accuracy is typically used to describe the 

number of correctly predicted data and how the model perform across all classes. 

Testing accuracy represents the result of the trained model on unseen data. 

  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃+𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
        (5) 
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From table 6.11, it is inferenced that KNN model achieve the highest testing accuracy 

score which is 0.90. This is followed by the SVM model and SGD model whereby both 

of them achieved the same score of 0.8444. The model having the lowest accuracy is 

neural network which is 0.8167. 

 

However, due to the nature of the dataset, there exists an imbalanced condition on the 

data distribution which lead the result on test accuracy less significant. An additional 

ROC AUC score metric is needed to better evaluation. Table 6.12 shows the ROC AUC 

score on all model.  

 SVM KNN SGD Neural Network 

Average AUC 0.8343 0.7390 0.8343 0.8525 

Table 6.12 ROC AUC scores for each model 

 

From table 6.12, the KNN model which obtained the highest test accuracy encounter a 

poor performance on this metric where it only had a score of 0.8343. This lead to believe 

that overfitting of data may have occurred where a imbalanced data could have affect 

the classification threshold on KNN algorithm. In contrast, the neural network which 

has the lowest test accuracy before achieve a ROC AUC score of 0.8525 which implied 

that the model is performing just fine. Both the SVM model and SGD model have the 

same score of 0.8343.   

6.3 Project Challenges  

There are several implementation challenges throughout the research project. One of 

them is the substitution of API in checking whether the URL is malicious. The original 

novelty uses Web of Trust (WOT) in their paper for evaluation. However, the service 

required a subscription of $39 per month which is too costly. The alternative option will 

be the Virus Total (VT) service that is free of charge but some manipulation need to be 

done on the function due to different output. Next would be the issues faced during the 

stage of data acquisition. Due to the covid-19 pandemic, there has been a rise in 

business sales where all online SMEs are on a busy schedule and unfortunately cannot 

find time to arrange possible social engineering attacks’ dialogs. Besides that, there is 

also much confidential information which is sensitive to the public hence no company 

is willing to give out the dialogs. Moreover, most of the research and data on the internet 
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focus on phishing websites instead of phishing dialogs. This challenges the research in 

finding related information on the topic. 

6.4 Objectives Evaluation 

After analyzing thoroughly on each metric of the models, the most optimal model is 

chosen for the one of the project objective. On hindsight, the model with the best testing 

accuracy is the KNN model with 90%. However, there is an important criterion that 

should not be ignored which is the imbalance nature of dataset whereby causes the 

accuracy performance metric to carry less weight when selecting the best model.  

An imbalance of dataset is commonly occurred such as to detecting a spam email from 

ham email as spam email usually has much lower samples. This example shares similar 

properties to this paper in detecting social engineering attacks. The statement is also 

validated with the low ROC AUC score of the KNN model. 

 

Therefore, another measure which is suitable for such cases would be the recall metric. 

A higher recall score means a higher ratio on predicting correctly on positive samples. 

SME companies should avoid false-negatives result at all cost since a leak on the 

security boundary could possibly lead to a series of lethal consequences. The neural 

network deep learning model in this case would be ideal model to be selected for its 

high recall score of 0.9091.  

 

6.5 Concluding Remarks 

In brief, this chapter has summarized the performance metrics result of each model. 

Every component is discussed and analyzed deeply on how it measured the 

performance of the model. The best hyperparameter value result is also recorded for 

future references in the fine tuning process. A best model was then being selected with 

solidified reason. 
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CHAPTER 7: CONCLUSION AND RECOMMENDATION 

7.1 Conclusion 

In conclusion, this paper presented a social engineering exploitation detection method 

among Malaysia’s SMEs based on previous novelty idea. It also includes a survey to 

educate and evaluate the social engineering attack awareness of the employees of 

Malaysia’s SMEs. The parameter and model building will be based on their information 

security knowledge and remarks on the historical attack. The approach first processes 

a conversation before generating a dataset that can be used for categorization. Four 

machine learning techniques are used for this project which are SVM, SGD, KNN and 

Neural Network. The KNN model achieved the highest accuracy among the models 

which is 90%. However, after deeper analysis, it is found that the neural network 

architecture is more suitable candidate as the best model due to its high recall score and 

the nature of the dataset itself. This research can be used as a baseline for existing 

models to determine whether they could be automated by the utilization of natural 

language processing and artificial neural network will help to eliminate human errors 

in the detection of social engineering attacks. 

7.2 Recommendation 

Although the final result is not exceptionally good, it is believed that 

improvements can be made in increasing the performance of the model. The 

advancement of technologies especially among the deep learning field which certain 

breakthroughs has shown new possibilities on its implementation. The standard neural 

network model is only the foundation basis in the world of deep learning where it is 

also able to generate a better performance by having a large dataset which is true for 

the increasing cases of social engineering attack in recent years. Therefore, exploration 

and implementation of deep learning algorithms and the finding of new datasets will be 

the main aim in future work. Moreover, there are plans that can be made in to have 

additional features to the dataset by expanding the number of attributes necessary. It is 

also targeted to develop a more balanced dataset and the application of algorithms in 

real time environment.   
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Category Characteristic Total Respondents 

 

Frequency Percentage 

Social 

engineering 

and 

information 

security 

knowledge 

What is the most common social 

engineering attack? 

  

Phishing 35 70% 

Spear Phishing 2 4% 

Vishing 3 6% 

Pretexting 4 8% 

Baiting attacks 6 12% 

Total 50 100% 

Attackers cannot target me; my 

computer has no value to them. 

  

Yes 19 38% 

No 31 62% 

Total 50 100% 

Would you recognize if your work 

computer is being hacked? 

  

Yes 21 42% 

No 29 58% 

Total 50 100% 

Do you know how to tell if your 

computer has been hacked or infected? 

  

Yes 21 42% 

No 29 68% 

Total 50 100% 
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Do you have knowledge of having 

been a previous attack on your device? 

  

Yes 23 46% 

No 27 54% 

Total 50 100% 

Information 

security 

practices 

Have you logged private accounts 

using public computers such as a 

library or hotel? 

  

Yes 34 68% 

No 18 32% 

Total 50 100% 

Have you ever found a virus or Trojan 

on your computer at work? 

  

Yes 17 34% 

No 33 66% 

Total 50 100% 

How careful are you when you open an 

attachment in email? 

  

I always ensure it is from someone I 

know or someone I am expecting an 

email from 

32 64% 

I open the attachment as long as the 

sender is familiar to me 

7 14% 

I open attachments regardless of 

whether I know the sender or not 

11 22% 
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Total 50 100% 

Have you ever clicked a link on the 

internet or on email that lead you to 

download potentially dangerous files? 

  

Yes 30 60% 

No 20 40% 

Total 50 100% 

Have you ever had you email account 

hacked or stolen? 

  

Yes 29 58% 

No 21 42% 

Total 50 100% 

Do you usually share your passwords 

with anyone? 

  

Yes, with everybody 2 4% 

Yes, but only with members in the 

company organization 

4 8% 

No, I do not share my passwords with 

anyone 

44 88% 

Total 50 100% 

How do you usually form your 

passwords? 
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I usually form my passwords using a 

combination of letters, numbers, and 

special characters. 

29 58% 

I usually form my passwords using my 

personal information such as name and 

date of birth 

21 42% 

 

 

Total 

 

50 

 

100% 

Is the USB considered a transferor of 

viruses? 

  

Yes 43 86% 

No 7 14% 

Total 50 100% 

Technical 

security 

solutions 

Is the firewall on your computer 

enabled? 

  

Yes 46 92% 

No 4 8% 

Total 50 100% 

Is there an anti-virus software on your 

device? 

  

Yes 43 86% 

No 7 14% 

Total 50 100% 

Are you updating your anti-virus 

software regularly? 

  

Yes 32 64% 

No 18 36% 

Total 50 100% 

How often do you scan your device?   
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Weekly 10 20% 

Monthly 20 40% 

Once every 6 months 9 18% 

Yearly 4 8% 

I do not scan my device 7 14% 

Total 50 100% 

Can you determine if the following 

dialogue is a social engineering attack? 

  

Yes, it is an attack. 36 72% 

No, it is not an attack 14 28% 

Total 50 100% 
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