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ABSTRACT

Financial trading has been widely studied and many algorithms and approaches have

been  applied  to  gain  higher  profit.  In  this  work,  deep  reinforcement  learning

algorithms were applied to automate the trading process. The data used in this work

were  1-minute,  5-minute,  and  30-minute  candlesticks  from different  asset  classes

including  Foreign  Exchange  markets  (FOREX),  equity  indexes,  and commodities.

The proposed framework utilised data from different time intervals to make a trading

decision.  For  each  time  interval,  an  autoencoder  consisting  of  InceptionTime and

Long Short-Term Memory (LSTM) was trained to perform feature extraction.  The

reinforcement  learning  algorithms  applied  include  Advantage  Actor-Critic  (A2C),

Proximal Policy Optimisation (PPO), and Twin Delayed Deep Deterministic Policy

Gradient  (TD3).  Both  discrete  and  continuous  action  spaces  were  studied.  The

performance of the models was evaluated by using expected return and risk-adjusted

return such as the Sharpe ratio. Furthermore, the models were trained under different

transaction cost settings to identify the effect of transaction cost on the performance

of the models. The results showed that the most consistent model is PPO and SAC

performs the worst in this setting. Furthermore, the results also showed that the best

transaction cost setting should be equal to or higher than the actual transaction cost.
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CHAPTER 1

Introduction

1.1 Overview

Financial  trading  approaches  can  be  categorised  into  three  types,  fundamental

analysis,  technical  analysis  and algorithmic  trading.  Fundamental  analysis  [1]  is  a

method  of  predicting  the  prices  based  on  economic  data.  An  example  of  the

fundamental analysis method provided was the analogous season method. The analyst

first determines past seasons that exhibit  similar  fundamental  characteristics.  After

that, the price movement of the current season can be predicted based on the price

movement of those past seasons with similar characteristics.

Technical analysis, on the other hand, predicts future prices mainly based on historical

price data instead of economic data. Technical analysis assumes that the patterns or

trends of the price movements are usually repetitive and thus the future prices can be

predicted by identifying similar patterns. This can be done by using suitable indicators

such as Simple Moving Average (SMA), Exponential Moving Average (EMA) and

Relative Strength Index (RSI) to analyse the price pattern and changes. One technical

analysis strategy [1] is by using overbought or oversold indicators such as RSI to

determine whether the prices are higher or lower than they should be. For example,

the  value  of  RSI  lies  within  the  range of  0  to  100.  A common interpretation  by

analysts is that value higher than 70 is considered as an overbought condition whereas

a value lower than 30 is considered as an oversold condition. Hence, the traders can

use this as a trading signal to sell when overbought occurs and vice versa.

Although fundamental  analysis  and technical  analysis  are  very different  from one

another, many traders apply both to perform trading, such that fundamental analysis

was used to predict the price movements and technical analysis was used to identify

the suitable time for entering or exiting the trade [1].
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Technology  advancement  allows  financial  trading to  be  carried  out  electronically.

This has attracted more traders to adopt algorithmic trading as it allows the traders to

access the markets and trade in a much faster way. Algorithmic trading can be defined

as any trading that some part of or the entire trade cycle has been automated by using

computers and algorithms [2].

One  type  of  model  that  has  been  widely  applied  in  financial  trading  is  the

mathematical  model.  The  performance  of  the  ARMA  model  was  studied  [3]  in

predicting monthly and yearly stock returns of the London Stock Exchange and S&P

500. The results showed that the ARMA model can predict medium- or long-term

stock returns accurately.

Apart  from mathematical  models,  financial  traders  also adopted  different  machine

learning algorithms to predict price movements. Support Vector Machine (SVM) was

applied in the work [4] in performing financial forecasting on daily prices. The study

concluded that SVM is effective in predicting market prices.

The performance  between various  machine  learning and deep learning  algorithms

were compared [5] which include random forest, deep neural network (DNN), logistic

regression  and  Long  Short-Term  Memory  (LSTM).  The  study  analysed  the

performance  of  the  models  based  on a  portfolio  that  consisted  of  2000 stocks.  It

showed that LSTM obtained the highest mean return and Sharpe ratio while logistic

regression has  achieved  the  lowest.  This  might  be  because  the  logistic  regression

model is linear and thus underfitting has occurred.

Apart  from  making  prediction  based  on  historical  prices,  character-based  neural

language model [6] was used on financial news to predict the stock prices. A language

model was used to embedd the character into a vector and for LSTM layer to perform

the  prediction.  The  study  found  that  the  proposed  model  can  be  applied  in  both

interday and intraday predictions.
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1.2 Problem Statement and Motivation

Financial trading has been a hot topic for decades. Different kinds of approaches for

financial trading have been proposed such as fundamental analysis, technical analysis

and  algorithmic  trading.  Algorithmic  trading  has  become  popular  due  to  several

advantages as compared to fundamental and technical analysis. This includes helping

the  traders  to  make  the  trading  decision  and  submit  orders  much  faster  and  risk

diversification  [7].  To  perform  algorithmic  trading,  financial  traders  apply

mathematical models and learning-based models to predict future prices. Examples of

mathematical  models  are  Autoregressive  Moving  Average  (ARMA)  [8],

Autoregressive  Integrated  Moving  Average (ARIMA)  [9],  and  Generalised

Autoregressive  Conditional  Heteroskedasticity (GARCH)  [10].  However,  the

financial data have a low signal-to-noise ratio, causing mathematical models to not be

effective in predicting future prices. [7].

Machine  learning  has  been  used  in  many  different  areas.  Some  applications  of

machine learning include natural language processing [11], time series prediction and

image classification [12]. These tasks utilise a set of labelled data for the model to

learn.  In  recent  years,  reinforcement  learning  has  gained  a  lot  of  popularity  and

attention.  Unlike  supervised  learning  methods  which  require  labelled  data,  a

reinforcement learning agent learns by interacting with an environment and receiving

the feedback through specified  reward functions.  Deep reinforcement  learning has

demonstrated top-level human performance in playing video games. Some examples

are AlphaZero [13] and AlphaStar [14] developed by DeepMind. Apart from that,

reinforcement learning can also be applied in robotic control optimisation according

to [15] or even autonomous driving according to [16]. 

Machine learning algorithms that  have been employed in financial  trading include

random  forest,  Support  Vector  Machine  (SVM),  and  Long  Short-Term  Memory

(LSTM). However, the predictions produced by machine learning models cannot be

used as a trading signal directly. This is because they fail to consider the transaction
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cost that might incur to the traders [17]. Besides that, risk management is also an

important aspect of financial trading and thus requires complex trading strategies [18].

Hence,  it  is important  to have a model that  can learn trading strategies and make

trading decisions directly,  instead of merely predicting the price series.  Therefore,

reinforcement learning algorithms were adopted as the learning-based approach in this

work as it is a more suitable choice than supervised learning algorithms for sequential

decision-making tasks.

1.3 Research Objectives

The objectives of this research are:

-  To propose a deep reinforcement learning model to perform financial trading.

- To identify the best transaction cost settings for training the deep reinforcement

learning model.

1.4 Research Scope 

In this research, the financial trading problem has been formulated by using Markov

Decision Process (MDP). This involved designing the state space, action space and

the reward function. InceptionTime, which is a type of Convolutional Neural Network

(CNN) and Long Short-Term Memory (LSTM) have been applied as an autoencoder

model to perform the feature extraction on the time series data. The reinforcement

learning algorithms that  were applied  include  Advantage  Actor-Critic  (A2C) [19],

Proximal Policy Optimisation (PPO) [19],  Soft  Actor Critic (SAC) [20] and Twin

Delayed Deep Deterministic Policy Gradient (TD3) [21].

The  data  that  is  used  for  the  training  are  1-minute  bid  candlestick  data  obtained

from Dukascopy.  The  data  consists  of  different  asset  classes  which  are  Foreign

Exchange markets (FOREX), equity indexes, and commodities. For the CNN-LSTM

autoencoder, the training period starts from 1st Jan 2017 until 31st Dec 2019. Lastly,

the models are tested with data between 1st Jan 2020 and 31st Dec 2020. For the

reinforcement learning model, the training period starts from 1st Jan 2017 until 31st

Dec 2018 and the testing period starts from 1st Jan 2020 until 31st Dec 2020. The
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proposed method is  benchmarked against  Buy and Hold strategy,  Short  and Hold

strategy and Fuzzy Deep Recurrent Neural Network (FDRNN) [17]. The evaluation

metrics included expected return, Sharpe ratio, Sortino ratio, Maximum Drawdown. 

1.5 Impact, Significance and Contribution

The  main  contribution  of  this  research was  proposing  a  reinforcement  learning

approach for financial trading. This can assist the traders especially those who are

inexperienced  to  perform financial  trading  to  gain  profit  in  the  financial  market.

Moreover,  experienced  traders  can  also  utilise  this  approach  to  assist  them  to

automate or improve their trading.

Besides that,  an InceptionTime-LSTM autoencoder  has been improved to be more

suitable in performing feature extractions in financial time series data. as was done by

applying the concept of denoising autoencoder to ensure the autoencoder was robust

to noisy financial  market data. Standard convolution operation in CNN is replaced

with causal convolution to be more suitable for extracting time-series features.

Furthermore, a reinforcement learning approach for financial trading using multiple

time intervals is proposed. This allowed the models to make trading decisions based

on the trading signals based on the financial market data of different time intervals to

increase the profit.

Lastly, this research also studied how the transaction cost in the reward function can

affect the models. The expected outcomes of the research proved that the models are

affected by the transaction cost in the reward function.

1.6 Report Organisation

This report  was organised as follow. Chapter 2 discussed concepts about financial

trading and reinforcement  learning. Chapter 2 also included related works that are

reviewed.  Chapter  3  discussed  the  general  work  procedures  of  this  research,  the

hardware and software that are used, system design, together  with implementation
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issues and challenges. Chapter 4 discussed the preliminary works that have been done

and the results. Chapter 5 discussed about the conclusion of this research.
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CHAPTER 2

CHAPTER 2

Literature Review

2.1 Financial Trading

This section discussed some of the concepts and formulas used in financial trading.

2.1.1 Bid Price and Ask Price

A bid price of an asset is the price that the seller will receive whereas an ask price is

the  price  that  the  buyer  has  to  pay  for  buying  the  asset.  Bid-ask  spread  is  the

difference between the bid price and the ask price at a point in time. It is also the

transaction cost for the traders.  Figure 2.1 shows a scenario that illustrate bid ask

spread. If a trader bought the asset at 9.00, he or she will have to pay 1.2875 dollars.

If the trader then sold that asset immediately, he or she will sell it at 1.2872, losing

0.0001 dollars. 

Figure 2.1 Scenario that illustrate bid-ask spread
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CHAPTER 2

2.1.2 Candlestick Chart

A candlestick chart is a type of chart for visualising the price movements of an asset.

Each candlestick shows 4 price points which are open, high, low and close. Open

price and close price show the price of an asset at  the beginning and ending of a

period  respectively.  High  price  and  low  price,  on  the  other  hand,  represents  the

highest  and  lowest  point  that  the  price  series  has  reached  throughout  the  period.

Candlesticks that increase and decrease will be represented by using different colours.

Figure 2.2 as referred by [1] shows an example of a candlestick.  In this  case, the

increasing  candlestick  is  represented  by white  while  the  decreasing  candlestick  is

represented by black.

 

Figure 2.2 Example of a candlestick [1]

Heikin-Ashi  candlestick  is  a  type  of  chart  that  visualise  the  price  movements  by

showing its open, high, low and close prices. It is a chart that is derived by using the

prices from the standard candlestick chart. Equation 2.1, Equation 2.2, Equation 2.3

and Equation 2.4 are the equations for calculating close price, open price, high price

and low price in Heikin-Ashi candlesticks respectively.
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CHAPTER 2

Closet=
1
4

( Opent+ Hight+Lowt+Closet )   (2.1)

Opent=
1
2

(Opent − 1+Closet −1 )   (2.2)

Hight=Max ( Hight ,Opent , Closet )   (2.3)

Lowt=Min ( Lowt ,Opent ,Close t )   (2.4)

Figure  2.3  [22]  shows  the  Comparison  between  traditional  candlestick  chart  vs

Heikin-Ashi candlestick chart. It shows that Heikin-Ashi candlestick chart can help to

reduce the noise in the price movements compared to normal candlestick chart.

Figure 2.3 Comparison between traditional candlestick chart vs Heikin-Ashi
candlestick chart [22]

2.1.3 Technical Indicators

Technical indicators are signals that are produced by price patterns or volume patterns

which  were  usually  used  in  technical  analysis  [23].  Technical  indicators  can  be

categorised into two types which are overlays and oscillators. Overlays have the same

scaling as the prices such that they can be plotted on top of the price chart to make a

comparison or identify signals. Examples of overlays are Simple Moving Average

(SMA) and Exponential Moving Average (EMA). On the other hand, oscillators have

a different scaling and are plotted in a separate chart.  Examples  of oscillators are
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CHAPTER 2

Relative Strength Index (RSI) and Rate of Change (ROC). The technical indicators

that will be used in this work have been listed out in this section. The symbols Ot, H t,

Lt, C twere defined as open, high, low and close price at time t , and n represented the

number of periods.

Simple  Moving  Average  (SMA)  is  one  of  the  simplest  technical  indicators.  It

computes  the  average  price  of  the  last  n time  steps  by  using  arithmetic  mean.

Equation 2.5 is the formula for calculating SMA [24].

SMA t=
(C t − (n −1 )

+C t − (n−2 )
+…+C t )

n
     (2.5)

Exponential Moving Average (EMA) is a type of moving average indicator. However,

unlike  Simple  Moving  Average,  the  weight  assigned for  previous  time  steps  will

decrease exponentially. Equation 2.6 [24] shows the formula for calculating EMA.

 EMA t=( Ct − EMA t − 1 ) K+ EMAt −1        (2.6)

, where 

 K=
2

n+1
       (2.7)

Moving Average Convergence Divergence  (MACD) is an indicator that is used to

determine the relationship between 2 moving average indicators. One common choice

for the moving average indicators is EMA of 12-periods and EMA of 26-periods.

MACD can be calculated by taking the difference between 12-periods EMA and 26-

periods EMA [24].

Bollinger bands consists of three different values. One is a n-periods moving average

that has been chosen, one upper band represents price that are  k  standard deviation
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CHAPTER 2

larger than the average and a lower band that are k standard deviation smaller than the

average. Equation 2.8 [25] shows the formula for calculating upper Bollinger band

while Equation 2.9 shows the formula for calculating lower Bollinger band. 

BOLU t=M A t (M , n )+k σ t ( M ,n )      (2.8)

BOLDt=M At (M , n ) −k σ t ( M ,n )      (2.9)

M t=
1
3

( H t+Lt+Ct )                        (2.10)

where  BOLU t is  upper  Bollinger  band,  BOLD t is  lower  Bollinger  band  and

MA t ( M ,n ) is  n-periods  moving average  of  M ,  and  σ t ( M , n ) is  n-periods  standard

deviation of M .

Commodity Channel Index (CCI) is a technical indicator that measures the deviation

of the prices from its  mean price of past  n-periods.  Equation 2.11 [24] shows the

formula for calculating CCI

CCI t=
M t − A

0.015 Dt

          (2.11)

, where

M t=
1
3

( H t+Lt+Ct )           (2.12)

A=
( Mt − ( n− 1)

+M t − (n−2 )
+…+M t )

n
                (2.13)

      Dt= ∑
i=t − (n −1 )

t |M t − A i|
n

          (2.14)

Average True Range (ATR) is an indicator for measuring the volatility of the asset

price. Equation 2.15 as referred from [26] is the formula for calculating true range, T

while Equation 2.16 is the formula for calculating Average True Range. 
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T t=max (H t − Lt ,|H t − Ct −1|,|Ct −1− Lt|)   (2.15)

ATRt=
(T t − ( n− 1)

+T t −( n −2)
+…+T t )

n
          (2.16)

Rate of Change (ROC) indicator  represents the percentage change of the price as

compared to the price of n time steps ago. Equation 2.17 as referred from [27] shows

the formula for calculating ROC indicator.

 ROC t=100(
C t

C t − n

−1) (2.17)

2.1.4 Evaluation Metrics

This section elaborates on some of the evaluation metrics that have been used in this

work.

Simple  return  and  log  return  are  two  of  the  most  commonly  used  formula  for

calculating return. Equation 2.18 is the formula for calculating simple return whereas

Equation 2.19 is the formula for calculating log return [28].

r t=
P t − Pt − 1

Pt − 1

          (2.18)

ln  (1+rt )                        (2.19)

, where pt = price of the asset at time t. 

Sharpe ratio is a type of risk-adjusted return to compare the return and the risk for an

investment. Equation 2.20 shows the formula for calculating Sharpe ratio [28].

Sharpe Ratio=
E [R p ]− R f

σ p

  (2.20)
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, where R f  represents risk free rate of return, Rp represents return of portfolio while σ p

represents the standard deviation of the returns of portfolio. 

Sortino ratio is also a risk-adjusted return similar to the Sharpe ratio. However, it only

considers downside deviation,  which is  the standard deviation of negative  returns.

Hence, a large standard deviation of positive return will not be penalised when using

the Sortino ratio. Equation 2.21 is the formula for calculating the Sortino ratio [29].

Sortino Ratio=
E [ Rp ]− R f

σd

                               (2.21)

where σ d represents downside deviation of the returns.

Maximum drawdown (MDD) shows the maximum loss throughout the trading period.

In other words, it is the loss that has occurred to the portfolio from the highest point to

the lowest point before another highest point is achieved. Equation 2.22 [30] is the

formula for calculating MDD.

MDD=
ThroughValue − PeakValue

PeakValue
 (2.22)
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2.2 Reinforcement Learning

The concept of reinforcement learning was discussed in this section.

2.2.1 Markov Decision Process (MDP)

A reinforcement learning problem is usually formulated as an MDP, which is a tuple

of  (S, A, T, R). The  S in the tuple represents the state space, which is the set of all

possible state. The A in the tuple represents the action space, which is the set of all

possible  actions that can be taken. The  T in the tuple is a function represents the

probability of arriving in state s’ after taking action a in state s, i.e. T : S X A X S ->

[0,1]. Lastly, R is the reward function of the MDP. There are two possible definitions

for R in the tuple which are interchangeable. The first definition is  R: S X A -> R

while the second one is R : S X A X S -> R. The first one means that the reward was

given based on the action that has been taken in a state, while the second definition

gives reward based on the action that has been taken and also the transition from one

state to another [31]. 

2.2.2 Markov Property

Markov property indicates that the future only depends on the present but not the past.

It means that the current state has “captured” all information from the past that will

affect the future [32].

2.2.3 Policy

For every MDP problem, the solutions of them are called a policy π. It represents the

probability of selecting each action in a particular state. For example, π(a|s) represents

the probability of taking action a in state s [32].
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2.2.4 Return

In  every  reinforcement  learning  task,  the  general  objective  for  the  agent  is  to

maximise  its  cumulative  rewards.  Let  Rt+1 ,R t+ 2, Rt+3 , …,RT  be a  reward sequence

received by the agent after time step t up until final time step T, the return, Gt can be

defined as in Equation 2.23 referred from [32].

Gt=Rt+1+Rt+2+R t+3+… RT (2.23)

Although this return is easy to be calculated, it is only suitable for task that can be

easily and naturally broken into independent episodes that will end when the agent

arrives in a terminal state. For continuing task that can continue for infinite number of

steps, its return can diverge easily to be infinite too. Hence, discounted return was

used to prevent return of continuing task to diverge. Equation 2.24 as referred from

[32]. shows the formula of discounted return

    Gt=Rt+1+γ R t+2+γ2 Rt+3+…=∑
k=0

∞

γ k R t+ k+1  (2.24)

where γ ∈ [0, 1] is the discount rate of the return. When γ = 1, the discounted return

reduced  to  Equation  2.23.  When  γ  =  0,  the  agent  only  maximises  its  immediate

reward. 

2.2.5 State-Value Function and Action-Value Function

A state-value function V π (s ) for a given state s and a policy π, is the expected return

of beginning in state  s, and following π afterwards.  Equation 2.25 as referred from

[32] is the formula of state-value function.

                    V π
(s )=Eπ [Gt|St=s=Eπ [∑

k=0

∞

γk Rt+k+1|St=s] , for all s∈ S (2.25)
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An action-value function on the other hand, is denoted by Qπ (s , a ) . It is defined to be

the expected return by first taking action  a in state  s  at time  t, then continue taking

action according to the policy π afterwards. Equation 2.26 as referred from [32] is the

formula of action-value function. 

                           Qπ
(s , a )=Eπ [Gt|St=s , A t=a=Eπ [∑

k=0

∞

γk Rt+k+1|St=s , A t=a] (2.26)

Bellman equations relate the value of successor states to the value of current state.

Equation 2.27 and Equation 2.28 as referred from [33] shows the Bellman equation

for  vπ while Equation 2.28 shows the Bellman equation for qπ for a given policy π.

V π (s )=Ea π ,s ' p [r ( s , a )+γ V π (s ' ) ] (2.27)

Qπ
(s , a )=E s ' p [r ( s , a )+γ Ea ' π [Q π ( s' , a' ) ] ] (2.28)

Figure 2.4 and 2.5 as referred from [34] shows  diagram of Bellman equation for

V π (s ) and diagram of Bellman equation for  Qπ (s , a ). The Bellman equations can be

interpreted as such: the value of state s is the immediate reward that was received plus

the value of the next state s’.
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Figure 2.4 Diagram of Bellman equation for V π (s ) [34]

Figure 2.5 Diagram of Bellman equation for Qπ (s , a ) [34]

2.2.6 Types of Reinforcement Learning Algorithms

Reinforcement  learning algorithms can be grouped into three  types.  This  includes

critic-only  algorithm,  actor-only  algorithm,  and  actor-critic  algorithm.  Critic-only

algorithms works by learning  Qπ (s , a ). The policy can then be constructed based on

the learned value function. For example, one of the most used policies is ε-greedy

policy. It has a probability of (1- ε) to select the action  a with highest  Qπ (s , a ) in a

given state  s, and a probability of ε to select all actions with equal probability [19].

Some algorithms that belong to this family include State-Action-Reward-State-Action

(SARSA), Deep Q-Networks (DQN), and Double DQN.

Actor-only algorithm learns a policy directly instead of Qπ (s , a ) [19]. Hence, for each

given state,  the  actor  can  output  the  probability  distribution  to  sample  an  action.

Furthermore, since actor-only algorithm does not have to learn the value for all state-

action  pairs,  actor-only  algorithm  can  be  used  with  both  discrete  and  continuous

action space. Currently, the most well-known actor-only algorithm is REINFORCE

algorithm.
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Assume that the policy π𝜃 ( 𝐴|𝑆 )is represented by using a set of parameters θ, which

are the parameters  of the neural  network model.  This  policy can then be used to

interact  with  the  environment  to  sample  a  trajectory  that  consists  of  sequence  of

rewards. Then, parameters  θ can be updated to maximise the objective function in

Equation 2.29 as referred from [19] by performing gradient ascent on the parameters

θ. 

J (θ )=E [G t ln πθ (a t|s t ]    (2.29)

Equation 2.30 as referred from [19] shows the gradient for the objective function in

Equation 2.29. Equation 2.30 is also known as Policy Gradient Theorem.

∇ J (θ )=E [Gt ∇ ln πθ (at|s t ]    (2.30)

Actor-critic algorithm learns both policy network (actor) and a value network (critic).

Some  algorithms  uses  both  actor  and  critic  are  Advantage  Actor-Critic  (A2C),

Proximal Policy Optimisation (PPO), Deep Deterministic  Policy Gradient (DDPG)

and Twin Delayed DDPG (TD3). During the training process, the actor is used to

output and action or probability distribution of actions while the critic was used to

provide a better feedback for the actor. 

2.2.7 Advantage Actor-Critic (A2C)

Advantage Actor Critic is an algorithm that is based on Policy Gradient Theorem.

Compared to REINFORCE algorithm (actor-only), A2C uses a critic and a function

called advantage function to provide lower variance feedback for the actor.

An advantage function measures how much better or worse an action is compared to

the average action of the policy. The Advantage function can help us to prevent the

policy from being falsely penalised (rewarding) if the agent was in a bad state (good

state). Equation 2.31 is the advantage function referred from [19], which is defined to

be:

Bachelor of Computer Science (Honours)
Faculty of Information and Communication Technology (Kampar Campus), UTAR            18



CHAPTER 2

                                           Aπ
( st , a t )=Q π

( st , at ) −V π
( st ) (2.31)

In A2C, the advantage can be estimated by using Generalised Advantage Estimation

(GAE) [19]. The objective function of A2C is shown in Equation 2.32 as referred

from [19]  while the gradient of the objective function is shown in Equation 2.33

J (θ )=E [ Aπ
( s t , at ) ln πθ (at|st ]  (2.32)

∇ J (θ )=E [ Aπ
( st , at ) ∇ ln πθ ( at|st ] (2.33)

2.2.8 Proximal Policy Optimisation (PPO)

Proximal Policy Optimisation is an algorithm that is improved based on A2C. This is

because A2C faces a problem known as performance collapse caused by sudden large

changes in the policy. Hence, PPO introduces gradient clipping to prevent the policy

to be changed drastically. Equation 2.34 [19] shows the objective function of PPO.

                J (θ )=E [min (r t (θ ) A t
π old

( st , a t ) , clip (rt (θ ) , 1−ϵ , 1+ϵ ) A t
π old

( st , at )) ] (2.34)

, where rt (θ )=
π new

(a t|st )

πold
(at|st )

 is known as importance sampling weights,  At
π old represents

the advantage estimated by using old policy and ε  is the clip parameter. 

2.2.9 Twin Delayed Deep Deterministic Policy Gradient (TD3)

TD3  is  a  successor  algorithm  of  Deep  Deterministic  Policy  Gradient  (DDPG)

proposed by  [35]. One major difference between TD3 and DDPG as compared to

A2C  and  PPO  is  that  it  outputs  the  action  directly  instead  of  the  probability

distribution for sample the action. There were a few key improvements made in TD3.

The first improvement was that TD3 uses two critic networks instead of one to reduce

the overestimation bias. Furthermore, TD3 uses a target network with a slow-moving
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update rate  parameterised  by 𝜏 to  produce the target  output  for training.  TD3 also

delayed the update of the policy network to prevent divergence from occurring. 

2.2.10 Soft Actor Critic (SAC)

SAC  is  also  a  stochastic  off-policy  algorithm  which  aims  to  tackle  two  major

challenges in reinforcement learning. The first challenge is high sample complexity,

which refers to  the number of steps required for training especially  for on policy

algorithms.  The second challenge is  that  reinforcement  learning algorithms can be

very sensitive to hyperparameters and can be difficult to tune. In SAC, the entropy

will be optimised along with the reward signal. SAC is also highly similar to TD3 and

several concepts such as the use of two critic networks and a target network. 

2.3 Related works

Two major  types of reinforcement  learning have been applied in  financial  trading

which are critic-only algorithms and actor-critic algorithms. Examples of critic-only

algorithms include Q-Learning and Deep Q-Network (DQN) while examples of actor-

critic  algorithms include  Advantage  Actor-Critic  (A2C),  Asynchronous Advantage

Actor-Critic (A3C), and Proximal Policy Optimisation (PPO).

The performance of DQN and its variation Deep Recurrent Q-Network (DRQN) have

been studied [36] . The results showed that DRQN performs slightly better than DQN.

This was because a recurrent neural network allows the model to capture more past

information that was not present in the latest  time step. However, one problem of

critic-only algorithms is that they cannot be applied to a problem with continuous

action space. 

Some  researchers  have  also  applied  both  critic-only  algorithms  and  actor-critic

algorithms to make a comparison among the performance of various algorithms. An

improved version of Deep Q-Network (DQN) and Asynchronous advantage Actor-
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Critic (A3C) with discrete action space have been applied and proposed by [18]. The

results showed that A3C performed better than DQN for both the basic version and

the extended version. The effect of transaction cost on DQN and A2C algorithms has

been studied by [7]. Although DQN has a higher Sharpe ratio in low transaction cost

settings, the Sharpe ratio of DQN decreased much faster than A2C as the transaction

cost increased. This might be because the action space of DQN was defined to be

discrete that only allow neutral, maximally short position and maximally long position

while the action space of A2C was defined to be continuous. Hence, this caused a

large amount of transaction cost to be incurred when using DQN which degrade the

performance.  Using  discrete  actions  might  also  lead  to  higher  risk  as  the

reinforcement learning agents can only choose to go long or short by using all of the

cash available. 

There was also a reinforcement learning framework that were proposed for financial

trading, known as Recurrent Reinforcement Learning (RRL) proposed by [37]. The

core idea of RRL is that the trading decision (action) of the previous time step will be

passed alongside the state information of the current time step into the model, then

output  the  next  trading decision  directly. This  allowed the  model  to  be  optimised

directly based on the objective function such as total return or Sharpe ratio. Since

then,  other  researchers  have  also  applied  the  RRL  in  their  approaches.  [37]  has

proposed a financial trading adopted approach using RRL framework and compare its

performance with genetic programming (GP) algorithm. The author showed that the

model with RRL framework performed significantly better than GP when applied to

daily stock index data but underperform when applied to monthly data. [37] have also

applied RRL framework in intraday trading. The authors proposed to maximise both

average return and Sharpe ratio in the objective function. The results showed that the

proposed  approach  gains  a  higher  return  than  the  standard  RRL  algorithm.  One

common problem of these works is that no feature learning or feature extraction is

applied.  [17]  have  proposed  an  approach  called  Fuzzy  Deep  Recurrent  Neural

Network (FDRNN). The authors used fuzzy learning to reduce the uncertainty of the
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financial  market  data.  The  authors  also  added  a  deep  neural  network  for  feature

learning  before  the  recurrent  neural  network.  The  results  showed  that  the  model

achieved a high return even with high transaction costs. 

Furthermore,  many  researchers  have  also  applied  various  approaches  and  neural

network architectures to improve the performance of reinforcement learning models.

[39]  have  proposed  a  multi-ensemble  approach  to  increase  the  robustness  of  the

model.  The authors  first  pre-processed the time series  data  into Gramian Angular

Field images. This was to perform feature extraction by using a 2D-Convolutional

Neural Network (CNN) instead of using the financial time series directly as the input.

Multiple reinforcement learning agents were trained in an independent environment.

The  final  trading  decision  was  made  by  using  the  majority  vote  of  the  agents.

However, the authors did not consider the position that each agent was holding when

fusing the decisions  from the agents.  This  was crucial  because failing  to take the

position  holding into  account  might  incur  a  large  number of  transaction  costs  for

changing the position frequently. [40] generated a set of features by using technical

indicators and cointegration tests. The authors used an attention mechanism on the

output of a Gated Recurrent Unit (GRU) layer to weigh the features extracted from

the  historical  time  steps.  Furthermore,  the  authors  also  included  future  price

prediction  as  an  additional  output  to  provide  more  feedback  signals  for  faster

convergence.  [41] have applied DQN in trading stocks and crypto-currencies  with

daily intervals. The authors compared the performance of different feature extraction

networks including Multi-Layered Perceptron (MLP), Convolutional Neural Network

(CNN), GRU and CNN-GRU. The authors also compared the performance using only

candlestick prices from the last time step and the performance of using a series of past

candlesticks  prices.  Interestingly,  the  results  showed  that  each  model  exhibited

different performance when applied to different stocks or crypto-currencies. Although

every model gained a larger profit compared to the buy and hold strategy, the authors

did not consider transaction costs in the work. This caused the models’ performance

to be overly optimistic.
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CHAPTER 3  

Research Methodology

3.1 Methodologies and General Work Procedures

Figure 3.1 shows the research framework of this research.

Figure 3.1 Research framework
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3.1.1 Literature Review and Problem Definition

Literature review was first carried out in this  research. Terminologies, formulas and

concepts related to financial trading were studied. Previous works related to machine

learning  and  financial  trading  were  reviewed.  Reinforcement  learning  was  then

selected to be applied and studied in this  research. More literature review related to

various reinforcement learning algorithms and their applications in financial trading

were done.  Furthermore,  various deep learning models  related  to time-series  were

studied and identified. After identifying the research gap, the problem statements of

the research were defined. 

3.1.2 Data Collection

Datasets from Foreign Exchange markets (FOREX), equity indexes, and commodities

were selected to be used in this research. The data were obtained from Dukascopy

[42].  In  this  research,  the  interval  of  the  data  were  chosen  to  be  1  minute.  The

collected data were then preprocessed such as removing flat values and computing the

technical indicators. The details of data preprocessing will be explained in Chapter 4

Research Design.

3.1.3 Defining Reinforcement Learning Framework

After  completing  data  collection  and data  preprocessing,  a reinforcement  learning

framework  was  defined  according  to  the  problem  statements  and  the  research

objectives. The reinforcement learning problem was defined as a Markov Decision

Process (MDP). This include defining the state representation, the actions to be taken

by the reinforcement learning agent, and the reward function.  During this process,

technical indicators such as Simple Moving Average (SMA) and Exponential Moving

Average (EMA) were selected according to previous works to be included in the state

representation. Various types of probability distributions were studied to identify the
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most  suitable  distributions  to  sample  the  action.  The  reinforcement  learning

framework will be further discussed in Chapter 4 Research Design.

3.1.4 Designing Neural Network

A suitable  neural  network  was  designed  according  to  the  reinforcement  learning

framework that has been defined. This included selecting the suitable neural network

modules  such  as  InceptionTime  [43],  which  is  a  type  of  Convolutional  Neural

Network (CNN) and Long Short-Term Memory (LSTM) for the task. 

3.1.5 Analysis and Discussion

The reinforcement learning algorithms and neural network were then implemented to

perform model training. The performance of the models were then evaluated by using

performance  metrics  such  as  total  return  and  Sharpe  ratio.  The  model  was  also

compared  with  other  baseline  methods  including  Buy  and  Hold,  Sell  and  Hold,

FDRNN [17] to further verify its performance. 
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CHAPTER 4  

Research Design

4.1 Data Acquisition and Preprocessing

The datasets were acquired from Dukascopy through the official website [42]. The

datasets of this  research were 1-minute Bid price candlesticks starting from 1st Jan

2017 until 31st Dec 2020. The asset classes that were studied in this research include

foreign  exchange  market  (FOREX),  commodities  and  equity  indices.  After  data

acquisition, flat values that are longer than 60 continuous time steps  were removed.

The filtered datasets were pre-processed to form datasets of 5-minute and 30-minute

intervals.  The  candlesticks  data  were  then  used  to  calculate  the  Heikin-Ashi

candlesticks.  Technical  indicators  including  Simple  Moving  Average  (SMA),

Exponential  Moving  Average  (EMA),  Bollinger  Bands,  Moving-Average

Convergence  Divergence  (MACD),  Average  True  Range  (ATR),  Rate  of  Change

(ROC) and Commodity Channel Index (CCI) were calculated by using the Heikin-

Ashi candlesticks price. Time data for each record was converted into minutes, and

then normalised.  The datasets were split into  two parts which are training set,  and

testing set. The training sets used were between 1st Jan 2017 and 31st Dec 2019 while

the test set starts from 1st Jan 2020 until 31st Dec 2020.

4.2 Markov Decision Process Formalisation

The trading problem was formulated by using Markov Decision Process (MDP). This

section discussed the state space, action space and reward function for the MDP.
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State:

The  state  space  included  both  market  variables,  technical  indicators,  and  private

variables.  Market  variables  consisted  of  the  close price  from normal  candlesticks,

close  price,  low  price  and  high  price  from  Heikin-Ashi  candlesticks,  volume.

Technical indicators consisted of SMA, EMA, MACD, Bollinger Bands, ATR, ROC

and CCI as referred from [44]. At each time step,  the past  60 observations  of 1-

minute,  5-minute  and  30-minute  intervals  of  each  market  variable  were  obtained.

Heikin-Ashi close price, low price, high price and overlay indicators including SMA,

EMA  and  Bollinger  Bands  were  grouped  and  normalised  together while  each

oscillator  indicators  including  MACD,  ATR,  ROC  and  CCI  were  normalised

independently.

There were  four private  variables  in  total.  The first  private  variable  was  
v t − v t − 1

v t − 1

where  v t represents  the  account  value at  time  t .  This  can  provide  the  agent

information regarding the change in account value. The second private variable was

defined to be 
p t ×C t

vt
 where pt and C t represents the position size and close price at

time t  respectively. This was to provide information to the agent regarding its position

at the time to prevent frequent changes of position that can lead to large amount of

transaction cost being incurred. The third private variable was defined to be 
f t

v t
, where

f t was the floating profit or loss at time t . This reinforcement learning agent would

then be able to determine whether  profit  should be taken or to stop the loss.  The

fourth private  variable  provided was the volatility  of the past  60 time steps of 1-

minute data. Volatility was included because after the market variables and technical

indicators were normalised, the information of the exact price changes will be lost. 
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Action:

For Twin Delayed DDPG (TD3), the action space was a single value with the range of

[-1, 1] that represents the targeted position.  Each action for Advantage Actor Critic

(A2C), Proximal Policy Optimisation (PPO) and Soft Actor Critic (SAC) was a tuple

of size 2 as shown in Table 4.1. The first action can take 3 different values. Value 0

represents short, value 1 represents long and value 2 represents that no trade should be

performed for this time step and the  pt will remain the same as  pt − 1. This was to

prevent frequent changes in position that  incur transaction cost.  The second value

represents the  targeted ratio of used margin to  account value. Discrete action space

was used by all of them while continuous action space was used only by A2C and

PPO.

Table 4.1 Action space for A2C, PPO and SAC

Action Set of possible values

Direction {0, 1, 2}

Targeted ratio of used margin to account value

(Discrete)

{0, 0.25, 0.5, 0.75, 1}

Targeted ratio of used margin to account value

(Continuous)

[0, 1]

Reward:

The reward function was defined as in Algorithm 1. All transaction costs were only

incurred when positions are opened. As shown in Equation 2.24, return was calculated

as the discounted sum of rewards. Hence, the reinforcement learning agent will not be

able to obtain sufficient return from future steps to overcome the transaction costs that

were charged when closing a position. However, this will cause the reinforcement

learning agent to close the positions frequently due to the lack of transaction cost.

Hence, as shown at line 10 of Algorithm 1, an additional reward or penalty has been

given when the positions were closed. The reward was divided by the account balance
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and scaled to a more suitable range to ensure that the reward does not get affected by

the account balance.

Algorithm 1 Reward

Input:

Current close priceC tand new close price C t '

Current position pt and previous position pt − 1

Current account balanceb tand previous account balanceb t −1

Output:

1: Rt ← (C t ' −C t )× p t

2: 

3: // Incur transaction cost only when open position

4: Δ p ← p t − pt − 1

5: if pt − 1=0 or sign ( Δ p )=sign ( pt − 1 ) then  

6: Rt ← Rt −|Δ p|× s

7: end if

8: 

9: // Provide additional reward and penalty according to changes in account 
balance. Occur when positions are closed

10: if b t− bt −1>0then

11: Rt ← Rt+( bt −b t − 1) × coef 1

12: else

13: Rt ← Rt+( bt −b t − 1) × coef 2

14: end if

15: 

16: // Scale reward to suitable range
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17: 
Rt ←

R t

b t − 1

×reward scaling

18: return Rt

Algorithm 2 shows the function of the trading environment that has been executed at

each time step.  In  this  research,  a  novel  approach was proposed for  the  agent  to

interact  with  the  trading  environment.  As  shown  from  line  1  to  line  5,  the

reinforcement  learning  agent  was  not  allowed  to  go  from long  position  to  short

position or vice versa directly. Instead, they can only go from long or short to neutral

position. Afterwards, line 6 will determine the next time step,  t '  to obtain the state

information. If the direction has been changed as evaluated at line 1, the time step t '

will remain unchanged as t . By doing so, the agent can select an action again to go

long or short  position.  Lastly,  as shown at  line 17,  if  the condition  at  line 1 was

evaluated to be true, the episode will be terminated. The motivation of this approach

was to prevent the discounted return from affecting by the performance of subsequent

trade.

Algorithm 2 Step function for environment

Input:

Current time step , t

Action taken at time stept , a t

Output:

1: Direction changed ← sign (a t −1 )=− sign ( at )

2: if  Direction changed then

3: a t ←0

4: end if

5: Update position according to a t
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6: if Direction changed then

7: t '=t

8: else

9: Find next time step, t 'where t ' >tand (C t ≠C t 'orH t ' ≠ Lt ')

10: end if

11: Update account based on t '

12: Calculate r t

13: Get st '

14: if st '  is terminal state then

15: Close all position

16: end if

17: d t← Direction changed or  st ' is terminal state

18: return (st ' ,r t,d t)

Table  4.2  and  4.3  shows  an  example  that  illustrates  the  effect  of  using  common

approach and proposed approach. In this example, few assumptions have been made

for the sake of simplicity. Assume that the only possible position size was -1, 0 and 1,

the starting position was 0, the spread was 5.00, the reward for common approach

have been calculated using  Equation  4.1, coef1 and  coef2 in  the proposed reward

function were set to 0, and γ=1 when calculating return Gt.

Rt=(C t ' − Ct )× pt −
|pt − p t −1|

2
× s           (4.1)

In Table 4.3,  there were two separated episodes labelled  as E1 and E2.  This was

because the direction of the position has changed from 1 to -1 at  time step 6. As

Bachelor of Computer Science (Honours)
Faculty of Information and Communication Technology (Kampar Campus), UTAR            31



Chapter 4                                                                                                                                 

mentioned  in  Algorithm 2,  when  the  direction  was  changed,  the  episode  will  be

terminated, and the agent will be required to select an action again at time step 6. The

action has been set to  1 to compare with the common approach. In both tables, it

shows that from time step 1 to 6, the price has increased by 10.00, from 2.00 to 12.00.

As the spread was set to be 5.00, the agent has gained a total profit of 5.00. However,

as shown in Table  4.2, all the return from time step 1 to 6 were negative. This was

because the negative rewards due to a losing trade from time step 7 to 9 have also

been summed when calculating the return. In comparison, Table 4.3 shows that all the

return of the first episode was non-negative despite that time step 7 to 9 have made a

losing trade. This shows that by terminating or splitting an episode when the direction

has been changed can provide better feedback to the reinforcement learning agent.

Table 4.2 Example of common approach

Time step, t 1 2 3 4 5 6 7 8 9 10

Price, C t 2.00 4.00 7.00 6.00 10.00 12.00 9.00 11.00 12.00 15.00

Position, pt 1 1 1 1 1 -1 -1 -1 -1 -1

Reward, rt -0.5 3 -1 4 2 -2 -2 -1 -3 —

Return, Gt -0.5 0 -3 -2 -6 -8 -2 -4 -3 —
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Table 4.3 Example of proposed approach

Time step, t 1 2 3 4 5 6 7 8 9 10

Price, C t 2.00 4.00 7.00 6.00 10.00 12.00 9.00 11.00 12.00 15.00

E1 Position, pt 1 1 1 1 1 0 — — — —

Reward, rt -3 3 -1 4 2 0 — — — —

Return, Gt 5 8 5 6 2 0 — — — —

E2 Position, pt — — — — — -1 -1 -1 -1 -1

Reward, rt — — — — — -2 -2 -1 -3 —

Return, Gt — — — — — -8 -6 -4 -3 —

4.3 Model Framework

Figure 4.1 shows the model framework for actor network and critic  network.  The

neural network consists of three InceptionTime-LSTM encoders for feature extraction

and  a  fully  connected  network.  Each  of  the  InceptionTime-LSTM  encoders  was

trained on a dataset of different intervals,  which were 1-minute,  5-minute and 30-

minute. At each time step, the encoders extracted the features from the time series

data of their respective interval. The extracted feature vectors of different intervals

and private variables were then concatenated to form a single vector. The vector was

then passed into a fully connected layer to generate the final output. For A2C, PPO

and SAC, there were 2 additional heads at the final part of the neural network. Each of

them outputs the parameters for a single probability distribution. For example, if the

algorithm used was A2C with continuous action space, the first head will produce the

logits of categorical distribution, while the second head will  produce the alpha and

beta for the beta distribution.
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Figure 4.1  Model framework for actor network and critic network

Figure 4.2 shows the design of the InceptionTime-LSTM autoencoders. There are two

major components in the proposed autoencoder,  the encoder and the decoder.  The

encoder consists of an InceptionTime module and a LSTM module while the decoder

only consists of a LSTM module.  The input is first was first  corrupted by adding

random noise and applying dropout. The corrupted input was then passed into the

encoder network and the final LSTM layer of the encoder generates an output vector.

After  that,  the  output  vector  is  then  repeated  and  passed  into  the  decoder  to

reconstruct the input of the encoder. This is also known as repeat vector, which is

shown in Figure 4.3 as referred from [45].
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Figure 4.2 Design of InceptionTime-LSTM autoencoder

Figure 4.3 LSTM repeat vector  [45]

Furthermore, causal convolution has been applied instead of standard convolution. As

shown in Figure 4.4 and Figure 4.5 that were referred from [46] show an example of

standard convolution block with two layers with kernel size 3 while Figure 4.5 shows

an example  of  causal  convolution  block  with  two layers  with  kernel  size  3.  The

figures show that the output of each convolution operation only consists of data from

past time steps whereas standard convolution contains data from the future. Hence,

causal convolution is a more suitable choice for time series data.
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Figure 4.4 Example of standard convolution block with two layers with kernel size 3
[46]

Figure 4.5 Example of causal convolution block with two layers with kernel size 3
[46]
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4.4 Output Layers and Types of Distribution

Each  combination  of  algorithms  and  action  spaces  have  diverse  probability

distribution  for  the  actors.  Table  4.2  shows  the  distributions  used  by  different

algorithms and action space. 

Table 4.4 Output layers and types of distribution for each algorithm and action space

Algorithms A2C and PPO
(Continuous)

A2C and PPO
(Discrete)

SAC (Continuous)

Direction Categorical Categorical Relaxed  One-Hot
Categorical

Targeted  ratio  of
used  margin  to
account value

Beta Categorical Beta

For continuous action, beta distribution was used as the values lies in the range of [0,

1], and thus it guaranteed that no invalid action would be sampled. The alpha and beta

values have undergone a function as shown in Equation 4.2 to ensure the alpha and

beta were at least 1.

f ( x )=ReLU ( x )+1 (4.2)

For SAC, the output size chosen was the same as A2C and PPO. However, relaxed

bernoulli was used instead to allow backpropagation via the reparameterization trick.

4.5 Algorithms

This section shows the pseudocodes of the algorithms with the modifications.  Algorithm 3 to

Algorithm  6  shows  the  pseudocode  for  modified  Advantage  Actor  Critic  (A2C)  [19],

Proximal Policy OptimisatAion (PPO) [19], Twin Delayed DDPG (TD3) [21] and Soft Actor

Critic  (SAC)  [20].  Apart  from specifying  the  number  of  episodes  to  be  sampled  before

updating the model  parameters,  at  least  Knumber  of  time steps  must  be  sampled  before

updating the parameters. This was because each episode will be terminated once the direction
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has changed, or when the position remains at 0. Hence, each episode  will  be of different

length. N-step return has also been applied in TD3 and SAC to accelerate convergence  [47].

Algorithm 3 Advantage Actor Critic (A2C)

Input:

Initialize critic network V ψ and actor network πθ with random parameters ψ ,θ

Output:

1: for o= 1 to O do

2: while  total time steps < T

3: Sample episode of transition tuple

E=(s0 , a0 , r0 , s1 , a1 , r1 ... sI , a I ,r I )

4: Calculate advantage A (s , a ) using Generalised Advantage 

Estimation

5: Calculate target value V tar (s )=A (s , a )+V ψ ( s)

6: Calculate entropy H (πθ (s ) )

7: Accumulate V-function loss:

JV (ψ )=
1

|E|
∑
s ∈ E

( V ψ ( s ) −V tar (s ) )
2

8: Accumulate policy loss:

J π (θ )=
1

|E|
∑

s , a ∈ E
( A ( s , a ) log πθ (a|s )+α H (πθ ( s ) ))

9: end while

10: Update V-function:
ψ ←ψ − λV ∇ψ J V (ψ )

11: Update policy:
θ ←θ+λπ ∇θ J π (θ )

12: end for
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Algorithm 4 Proximal Policy Optimisation (PPO)

Input:

Initialize critic network V ψ and actor network πθ with random parameters ψ ,θ

Output:

1: for o = 1 to O do

2: Initialise D as empty storage

3: while number of episodes < K or total time steps < T

4: Sample episode of transition tuple ( s0 , a0 , r0 , s1 , a1 , r1... sI , a I , rI )

5: Store the transition tuple into D

6: Calculate advantage A (s , a )using Generalised Advantage 
Estimation

7: Calculate target value V tar (s )=A (s , a )+V ψ ( s )

8: end while

9: for i = 1 to I do

10: Split D randomly into mini batches of with maximum size M

11: for all mini batch B in D do

12: Calculate entropy H ( πθ (s ) )

13: Calculate V-function loss:

JV (ψ )=
1

|B|
∑
s ∈B

(V ψ ( s )−V tar (s ) )
2

14: Calculate policy loss:

J π (θ )=min(
πθ

πθk

A ,clip(
πθ

π θk

,1− ϵ , i+ϵ) A)
15: Update V-function:

ψ ←ψ − λV ∇ψ J V (ψ )

16: Update policy:
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θ ←θ+λπ ∇θ J π (θ )

17: end for

18: end for

19: end for

Algorithm 5: Soft Actor Critic (SAC)

Input :

Initialize critic networks ,  ,  and actor network actor network  

with random parameters ω1, ω2, ψ ,θ

Initialize target network 

Initialize replay buffer 

Output:

1: for = 1 to  do

2: while number of episodes <  or  total time steps < 

3: Sample episode of transition tuple 

4: Store the transition tuple in replay buffer 

5: end while

6: Sample a batch of N-step transition tuple

B= {(s0 , a0 , r0 , s1 , a1 ,r 1... sN , aN , r N )}from replay buffer D

7: Let ,

8: 

9: for i=1 , 2 and ~a~πθ ( .|s )

10: Calculate Q-functions loss:

JQ (ω )=
1

|B|
∑
s ∈ B

(Qω,i (s , a )− Qtar ( s ) )
2
, j=1,2
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11: Update Q-functions:

ω←ω− λV ∇ω J V (ω), j=1,2

12: Calculate V-function loss:

JV (ψ )=
1

|B|
∑
s ∈B

(V ψ ( s )−V tar (s ) )
2

13: Update V-function:

ψ ←ψ − λV ∇ψ J V (ψ )

14: J π (θ )=
1

|B|
∑
s ∈ B

Qω ,1 (s , ~aθ −α log πθ (~aθ (s )|s )), where ~aθ ( s ) is a sample from 

πθ ( .|s ) which is differentiable w.r.t θ via reparameterization trick

15: Update target networks:

ψ ' j ← τ ψ j+(1− τ ) ψ' j, j=1 ,2

16: end for

Algorithm 6 Twin Delayed DDPG (TD3)

Input:

Initialize critic networks Qω 1, Qω 2 and actor network actor networkπθwith 

random parameters ω1 , ω2, θ

Initialize target networks ω' 1← ω1 ,ω '2 ← ω2 ,θ ' ← θ

Initialize replay buffer D

Output:

1:  for o = 1 to O do

2: while number of episodes < K  or total time steps < T

3: Sample episode of transition tuple ( s0 , a0 , r0 , s1 , a1 , r1 ... sI , a I , rI )

with exploration noise a~πθ (s )+ϵ ,ϵ~N (0 , σ )

4: Store the transition tuple in replay buffer D

5: end while
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6: Sample a batch of N-step transition tuple

B= {(s0 , a0 , r0 , s1 , a1 ,r 1 ... sN , aN , r N )}from replay buffer D

7: Let s←s0

8: ~aN ← π θ' ( sN )+ϵ ,ϵ~ clip ( N (0 ,~σ ) , − c , c )

9: 
Qtar

π
( r , sN )=∑

n=0

N −1

γn rn+γ N min j=1,2 Qω', j (sN ,~aN )

10: Calculate Q-functions loss:

JQ , j (ω j )=
1

|B|
∑
s ∈ B

(Q j ( s )−Qtar (s ) )
2
, j=1 ,2

11: Update Q-functions:
ω j ←ω j − λQ, j ∇ω , j JQ, j (ω j ), j=1 ,2

12: if omod dthen

13: Calculate policy loss:

J π (θ )=
1

|B|
∑
s ∈ B

Qω ,1 ( s , πθ ( s ) )

14: Update policy:
θ ←θ+λπ ∇θ J π (θ ) 

15: Update target networks:

16: ω' j ← τ ω j+(1 − τ ) ω' j, j=1 ,2

17: θ ' ← τ θ+(1− τ ) θ '

18: end if

19: end for
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CHAPTER 5  

Experiment Setup

This section discusses the hardware setup, software setup, and all the hyperparameter

values of the trading environment and reinforcement learning algorithms.

5.1 Hardware Setup

Table  5.1  shows  the  hardware  used in this  research.  The  hardware  used  in  this

research are provided by Kaggle, the platform which the models were trained on.

Table 5.1 Hardware used in this research
Hardware Description

CPU Intel ® Xeon® CPU @ 2.20GHz
RAM 16 GB
Graphic Card None

5.2 Software Setup

Table 5.2 shows the software used in this research. The experiment were conducted

by using Python programming language and PyTorch as the library for deep learning.

The models were trained on Kaggle with the hardware .

Table 5.2 Software used in this research

Software Version Description
Python 3.7.12 Programming languages
PyTorch 1.9.1 Library for implementing the neural network
Kaggle — Platform to perform the model training
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5.3 Setting and Configuration

5.3.1 Trading Environment Setting

The  models  were  trained  and  tested  on  EUR/USD,  USA500.IDX/USD,  and

GAS.CMD/USD. Table 5.3 shows the settings for each dataset. The market trading

hours were in  Greenwich Mean Time (GMT). For EUR/USD and GAS.CMD/USD,

every change in position size must be at least 1000 units.

Table 5.3  Settings for each dataset

EUR/USD USA500.IDX/USD GAS.CMD/USD

Spread 0.0002 1 0.02

Smallest position 
size

1000 1 1000

Market trading 
hours

Sunday 21:00 to 
Friday 22:00

Monday to Friday

14:30 to 20:00

Sunday 23:00 to 
Friday 21:00

Not available from 
21:01 to 22:59

Reward scaling 5000 2000 250

5.3.2 Trading Agent Setting

Table  5.4  shows  the  hyperparameter  settings  for  the  neural  network  and  the

reinforcement learning algorithms.

Table 5.4 Hyperparameters settings
Hyperparameter A2C PPO SAC TD3

Kernel size of CNN in 
InceptionTime 

[10, 20, 40]

Output channels of InceptionTime 128

Number of LSTM layers 2

Hidden size of LSTM 128
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Units of Fully Connected Network [256, 512, 256, 128]

Hidden units for body [512, 1024, 512, 128]

Hidden units for each actor 
network head

[128, 64, 32]

Initial balance 100000

Window size for historical price 
data

60

Loss Function Mean Squared Error

Actor network learning rate 0.00005

Critic network learning rate 0.000025

β1 for Adam optimiser 0.9

β2 for Adam optimiser 0.999

Discount factor, γ 0.999

Maximum steps per episode, N 120

coef1of reward function 0.001

coef2of reward function 0.0002

Minimum steps per loop, T 120 600 120 120

Number of episodes, K — 5 3 3

Minibatch size, M — 120 120 120

Parameter for Generalised 
Advantage Estimation, λ

0.99 0.99 — —

Entropy regularisation coefficient,
α

0.02 0.02 0.02 —

Clipping parameter, ϵ — 0.2 — —

Update Iteration,  I — 3 — —

Replay buffer size — — 10000 10000

Initial replay buffer size — — 2000 2000

Target network update rate, τ — — 0.005 0.005

Act noise, σ — — — 0.1
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Target noise, ~σ — — — 0.2

Clip range, c — — — 0.5

Policy delay, d — — — 2
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Analysis and Discussion

6.1 Experimental Result

As stated in Chapter 4,  the proposed model has been explained. In total, there were 6

different combinations of algorithms and action space. This include A2C with discrete

and continuous action space, PPO with discrete and continuous action space, SAC

with continuous action space and TD3 with continuous action space. This section will

compare the performance of the proposed models and the baseline methods including

Buy and Hold, Sell and Hold, and Fuzzy Deep Recurrent Neural Network (FDRNN).

Three  different  datasets  have  been used  to  evaluate  the  performance,  which  were

EUR/USD, USA500.IDX/USD,  GAS.CMD/USD.

The performance of the models have been evaluated by using expected return, Sharpe

ratio, Sortino ratio, Maximum Drawdown. The higher the value of these performance

metrics, the better the performance. Table 6.1 shows the result of proposed  models

and compared with  baseline  method including  Buy and Hold,  Sell  and Hold  and

Fuzzy Deep Recurrent Neural Network (FDRNN). Figure 6.1 to 6.3 shows the graph

of the account value throughout the testing period. In Table 6.1, the entry that was

green in colour highlights the best method for the performance metric and the dataset,

while red  highlights the method that performs the worst. The best proposed models

were also identified by using yellow highlighting. 

For the first dataset, it shows that the baseline method Buy and Hold performed the

best in all aspect, which were annualised expected return, annualised Sharpe ratio,

annualised Sortino ratio and maximum drawdown. On the other hand, FDRNN has

produced the most negative results among all, achieving -0.472 annualised expected
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return. Among the proposed models, PPO with continuous acton space and SAC with

continuous action space has obtained a considerable results. PPO obtained the highest

annualised  expected  return  and  maximum drawdown,  while  SAC has  the  highest

annualised  Sharpe  ratio  and  Sortino  ratio.  For  the  second  dataset,  A2C  with

continuous action space has the highest performance in terms of annualised expected

return and maximum drawdown.  It  was also the  best  for  all  performance  metrics

among  proposed  models.  On the  other  hand,  Sell  and Hold  has  achieve  the  best

Sharpe ratio and Sortino ratio for the second dataset. For the third dataset, it can be

seen that all of the proposed methods have 0 return due to the fact that no positions

have been taken throghout the entire testing period. This explains the graph that is

shown in Figure 6.3. All proposed models have maintained a horizontally flat account

value. On the other hand, FDRNN experienced a huge drop right at the beginning.

As shown in Table 6.1,  the proposed  models does not  perform well  as all  of the

algorithms show negative return. This is mainly due to frequent changes in position

that leads to large transaction cost. At the rightmost column, it can be seen that most

algorithms have around 10000 changes in direction throughout the testing period. This

was because the entropy regularisation coefficient was set to be 0.1, which is a high

value. The reason of setting a high entropy was to prevent the reinforcement learning

agent from reaching a local minimum condition, in which it at a position for a long

period. However, despite setting a high entropy, A2C with continuous action space in

USA500.IDX/USD has only changed the direction for 323 times. Furthermore, Table

6.1 shows that all proposed models obtained 0 annualised expected return. This was

because the  transaction  cost  of GAS.CMD/USD was higher  as compared to  other

dataset. This shows that it is difficult to identify a suitable set of the hyperparameters

for  the algorithm to  prevent  the  reinforcement  learning agent  from reaching local

minimum while performing well. Hence, it  shows that the proposed  models either

changes too frequently or tends to hold. Buy and Hold, and Sell and Hold method has

achieved slightly better annualised expected return compared to proposed models due
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to less changes in position. Note that the positions have been forced close at the end

of market trading hours. 

In Figure 6.1 and 6.2, it  shows that the proposed  models performed slightly better

than  the  baseline  method  FDRNN.  Among  all  of  the  algorithms  that  have  been

applied, PPO can be considered as the best as both continuous and discrete action

space  achieve  a  slightly  better  performance  in  both  EUR/USD  and

USA500.IDX/USD datasets. In contrary, SAC has the lowest performance among all

proposed  models.  This  can  be  justified  by  the  nature of  SAC  algorithm  that

maximizes the entropy which causes large number of direction changes that degraded

the its performance. Surprisingly, despite A2C with discrete action space has higher

number  of  direction  changed,  it  showed  a  better  result  than SAC.  One  possible

explanation might be that A2C is an on-policy algorithm while SAC is an off-policy

algorithm. Off-policy algorithm tends to be more sample efficient but requires longer

training iterations to converge to a desirable policy. Thus, it is possible for SAC to

perform similar to A2C but it would require a much longer training time to obtain

such performance. 

Another interesting pattern that can be seen in Table 6.1 was that TD3 algorithm tends

to have a lower number of direction changed as compared to other algorithms. This

was because TD3 is a deterministic algorithm and the output value is a continuous

value range between -1 and 1. However, the output of TD3 algorithm have saturated

during  the  training  time  to  avoid  transaction  costs,  which  lead  to  the  output

consistently being -1 or 1.
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Figure 6.1  Account value over time for all methods for EUR/USD 

Figure 6.2 Account value over time for all methods for USA500.IDX/USD

Figure 6.3 Account value over time for all methods for GAS.CMD/USD
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Table 6.1 Models performance measured by various performance metrics

Annualised
Expected
Return

Annualised
Sharpe
Ratio

Annualised
Sortino
Ratio

Maximum
Drawdown

Total Number of
Direction
Changed

Dataset 1: EUR/USD

A2C 
Discrete

-0.180 -37.400 -37.97 -0.953 56184

A2C 
Continuous

-0.152 -33.309 -33.924 -0.928 38515

PPO 
Discrete

-0.137 -37.300 -37.300 -0.907 39661

PPO 
Continuous

-0.121 -35.842 -36.257 -0.878 32298

SAC 
Continuous

-0.261 -14.790 -16.440 -0.989 50306

TD3 
Continuous

-0.165 -17.735 -18.619 -0.947 105

Buy and 
Hold

0.004 0.909 1.268 -0.065 103

Sell and 
Hold

-0.005 -1.247 -1.929 -0.142 103

FDRNN -0.472 -39.831 -40.310 -0.9998 134397

Dataset 2: USA500.IDX/USD

A2C 
Discrete

-0.163 -25.016 -27.353 -0.927 22792

A2C 
Continuous

-0.002 -1.133 -1.348 -0.051 323

PPO 
Discrete

-0.052 -20.211 -25.142 -0.568 8283

PPO 
Continuous

-0.148 -24.729 -28.604 -0.907 18627
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SAC 
Continuous

-0.206 -22.693 -25.249 -0.964 21174

TD3 
Continuous

-0.094 -6.360 -7.871 -0.787 515

Buy and 
Hold

-0.008 -0.803 -1.016 -0.180 515

Sell and 
Hold

-0.003 -0.322 -0.486 -0.150 515

FDRNN -0.210 -10.761 -10.969 -0.967 18064

Dataset 3: GAS.CMD/USD

A2C 
Discrete

0.000 — — 0.000 0

A2C 
Continuous

0.000 — — 0.000 0

PPO 
Discrete

0.000 — — 0.000 0

PPO 
Continuous

0.000 — — 0.000 0

SAC 
Continuous

0.000 — — 0.000 0

TD3 
Continuous

0.000 — — 0.000 0

Buy and 
Hold

-0.156 -5.025 -7.420 -0.943 523

Sell and 
Hold

-0.121 -3.892 -5.193 -0.902 523

FDRNN -0.270 -2.482 -0.765 -1.000 2268
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The models performance have also been tested when using a different transaction cost

in the reward functions than the  actual transaction cost. The transaction cost values

were scaled by a constant factor to determine its effect. In this experiment, the values

of the constant factor were set to be 1.25, 1, 0.75 and 0.5. Figure 6.4 to Figure 6.6

shows the comparison of using different transaction cost settings in reward function

for all of the datasets. In Figure 6.4 and 6.5, it shows that setting the constant factor to

be 1 or 1.25 perform better than 0.75 and 0.5 in most cases, except in SAC and TD3.

This  shows  that  using  a  constant  factor  of  lower  than  1  can  affect  the  models

performance negatively, as the reinforcement learning agent tends to underestimate

the transaction cost that was incurred and thus leads to larger losses. 

Furthermore, Figure 6.5 shows that setting constant factor to be 1 in continuous action

space was better than 1.25 while underperforming slightly when applied in A2C with

discrete  action  space.  In  Figure  6.6,  it  shows  that  the  transaction  cost  of

GAS.CMD/USD was too high. All transaction cost settings including the use of 0.5 constant

factor  did  not  help  to  encourage  the  exploration  of  the  reinforcement  learning  agent.

Therefore, it can be concluded that setting the  constant factor of the transaction cost to be 1

in  reward function  is  the  most  suitable  as  it  demonstrated  better  performance than other

settings. However, setting a constant factor slightly above 1 such as 1.25 might still be useful

especially when the action space was discrete. Hence more tuning can be done to further

improve the model performance.
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A2C Discrete A2C Continuous

PPO Discrete PPO Continuous

SAC Continuous TD3 Continuous

Figure 6.4 Comparison of different transaction cost settings in reward function for
EUR/USD 
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A2C Discrete A2C Continuous

PPO Discrete PPO Continuous

SAC Continuous TD3 Continuous

Figure 6.5 Comparison of different transaction cost settings in reward function for
USA500.IDX/USD
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A2C Discrete A2C Continuous

PPO Discrete PPO Continuous

SAC Continuous TD3 Continuous

Figure 6.6 Comparison of different transaction cost settings in reward function for
GAS.CMD/USD
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6.2 Research Challenges

There were several challenges faced during this research. The first challenge was that

the reinforcement learning agent tended to achieve local minima of not taking any

position or not changing the position for a long period. The second challenge was the

lack of Graphical Processing Unit (GPU) to try out a deeper neural network.The third

challenge  was that  different  datasets  will  produce various outcome.  Hence,  it  was

difficult to achieve consistent performance across different datasets.
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Chapter 7

Conclusion

In  conclusion,  this  research  has  applied  various  reinforcement  learning  algorithm

including Advantage Actor Critic (A2C), Proximal Policy Optimisation (PPO), Soft

Actor Critic (SAC) and Twin Delayed DDPG (TD3). A reinforcement learning model

for financial  trading has also been proposed. Furthermore, the effect of transaction

cost in the reward function was also studied. However, the  proposed  model did not

achieve desirable performance as the algorithms produce negative return. The main

challenging  that  was  facing  is  that  transaction  cost  can  cause  the  reinforcement

learning  agent  to  achieve  a  local  minimum  in  which  no  trading  or  changing  of

positions  occur.  Furthermore,  the  hyperparameter  tuning  can  be  very  difficult  to

identify  as  suitable  range  of  values.  It  was  sugested  that  future  research  can  be

continued to  focus  on resolving the local  minima issues  follow by imrpoving the

model performance. More research can also be done to identify a suitable framework

that can achieve consistent performance for different datasets. This can greatly reduce

the hyperparameter tuning to obtained the targeted performance.
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