
 
 

 

 
 
 

ANOMALY DETECTION WITH ATTENTION-BASED DEEP AUTOENCODER 

BY 

Yong Hong Long 

 

 
 
 

 
 
 
 
 
 
 
 
 

 
A REPORT 

SUBMITTED TO 

Universiti Tunku Abdul Rahman 

in partial fulfillment of the requirements 

for the degree of 

BACHELOR OF COMPUTER SCIENCE (HONOURS) 

Faculty of Information and Communication Technology 

(Kampar Campus) 

 

MAY 2022 

 

 

 

 



Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR ii 

UNIVERSITI TUNKU ABDUL RAHMAN 

 

 

 

REPORT STATUS DECLARATION FORM 

 

 

 Title:  __________________________________________________________ 

    __________________________________________________________ 

    __________________________________________________________ 

 

Academic Session: _____________ 

 

 I   __________________________________________________________ 

(CAPITAL LETTER) 

 

 declare that I allow this Final Year Project Report to be kept in  

 Universiti Tunku Abdul Rahman Library subject to the regulations as follows: 

1. The dissertation is a property of the Library. 

2. The Library is allowed to make copies of this dissertation for academic purposes. 

 

 

 

 

   Verified by, 

 

 

 _________________________  _________________________ 

 (Author’s signature)               (Supervisor’s signature) 

 

 Address: 

 __________________________ 

 __________________________  _________________________ 

 __________________________      Supervisor’s name 

 

 Date: _____________________  Date: ____________________ 

Anomaly Detection with Attention-based Deep Autoencoder 

MAY 2022 

YONG HONG LONG 

19, Jalan Anggerik 21, 

Taman Johor Jaya, 

81100, Johor Bahru, Johor 

9 September 2022 

Tan Hung Khoon

12/9/2022



Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR iii 

  

Universiti Tunku Abdul Rahman 

Form Title :  Sample of Submission Sheet for FYP/Dissertation/Thesis 

Form Number: FM-IAD-004 Rev No.: 0 Effective  Date: 21 JUNE 2011 Page No.: 1 of 1 

 
 

FACULTY OF INFORMATION AND COMMUNICATION TECHNOLOGY 

 

UNIVERSITI TUNKU ABDUL RAHMAN 

 

 

Date: 9 September 2022 

 

 

SUBMISSION OF FINAL YEAR PROJECT /DISSERTATION/THESIS 

 

It is hereby certified that Yong Hong Long (ID No: 19ACB05614) has completed this final year 

project entitled “Anomaly Detection with Attention-based Deep Autoencoder” under the supervision 

of Ts Dr Tan Hung Khoon (Supervisor) from the Department of Computer Science, Faculty of 

Information and Communication Technology, and Prof. Dr Leung Kar Hang (Moderator) from the 

Department of Computer Science, Faculty of Information and Communication Technology. 

 

 

I understand that University will upload softcopy of my final year project in pdf format into UTAR 

Institutional Repository, which may be made accessible to UTAR community and public. 

 

Yours truly, 

 

 

 
____________________ 

(Yong Hong Long) 

 
 
 



Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR iv 

 

DECLARATION OF ORIGINALITY 

 

I declare that this report entitled “ANOMALY DETECTION WITH ATTENTION-BASED 

DEEP AUTOENCODER” is my own work except as cited in the references. The report has 

not been accepted for any degree and is not being submitted concurrently in candidature for 

any degree or other award. 

 

 

 

Signature  : _________________________ 

 

Name   : _________________________ 

 

Date   : _________________________ 

 

 

 

 

 

 

 

 

 

Yong Hong Long 

9 September 2022 



Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR v 

ACKNOWLEDGEMENTS 

 

I would like to express my sincere thanks and appreciation to my supervisor, Dr. Tan Hung 

Khoon who has given me this bright opportunity to engage in an anomaly detection project. It 

is my first step to establish a career in the Artificial Intelligence field. A million thanks to you.   

To a very special person in my life, Chong, W.Y., for her patience, unconditional support, and 

love, and for standing by my side during hard times. Finally, I must say thanks to my parents 

and my family for their love, support, and continuous encouragement throughout the course. 

 

 



Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR vi 

ABSTRACT 

 

Anomaly detection has become one of the most trending topics in the Information Technology 

domain. There are many existing approaches that deeply investigate the application of anomaly 

detection in several domains, such as video surveillance, financial technology, 

telecommunication, and healthcare. However, to the best of our knowledge, there is currently 

no absolute best solution that is reliable to be deployed on real-world applications. We 

investigate the key observation from the real-world application and tend to improve the existing 

anomaly detection model to a certain that we may find it is practical and reliable for real-world 

applications. We have found several key observations that might help to improve the existing 

work of MemAE from [4]. Firstly, anomaly detection on surveillance cameras will always 

process frames from the same scene. Secondly, it is not practical for an anomaly detection 

model to be trained with a huge amount of data in actual deployment. Thirdly, the anomalies 

that happen in a single video frame often occupy only a small portion of the video frame instead 

of the whole frame.  

In this project, a Conv2D autoencoder was built from scratch that mimics the Conv3D 

autoencoder to process images. Two attention mechanisms were applied to the baseline 

Conv2D autoencoder separately and thus forms two different attention-based deep 

autoencoders. The two attention mechanisms are Convolutional Block Attention Module 

(CBAM) [10], and an attention-based approach proposed by [11]. Throughout the experiments, 

improvement can be seen by implementing the attention mechanisms onto the baseline 

autoencoder and so the accuracy of anomaly detection  
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CHAPTER 1 INTRODUCTION 

In this chapter, the background and motivation of our research, our contributions to the field 

are presented. 

1.1 Anomaly Detection 

Information technologies have been more important than ever nowadays, and this field has 

been opened up by many related field specialists. The increase in the importance of information 

technology leads to an increase in the importance of data, where data is the raw form of 

information that has not been transformed into useful details. The data used in this information 

era is tremendous, therefore we need to have some methods to analyse the data, and anomaly 

detection is one of the techniques for analysing abnormal data. 

The term Anomaly Detection is self-explanatory, which is to identify the anomaly data 

from the normal data. More specifically, anomaly detection is the process of discovering 

patterns in data that do not conform with expected behaviour, and those non-conforming 

patterns are known as anomalies or outliers [2]. Anomaly detection can be also referred to as 

the technique of finding data points that fall apart from the majority of data points [9]. Figure 

1-1 illustrates the anomaly that the pattern in actual data does not conform with the pattern in 

expected data, and the part where the actual data spikes out is identified as an anomaly. Figure 

1-2 illustrates the anomalies in a two-dimensional data set, where the data points at o1, o2 and 

in the O3 region are anomalies because the majority of data points lie in the N1 and N2 regions. 

 

Figure 1-1: Anomaly where the data pattern does not conform with expected behaviour [6]. 
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Figure 1-2: Anomalies in a two-dimensional dataset where the region with the minority of 

data points are anomalies [2]. 

The topic of anomaly detection has gained strong attention from researchers due to its 

increasing demand where the domain of anomaly detection applications is vast, such as video 

surveillance, financial technology, telecommunication, and healthcare. The importance of 

anomaly detection is proven by the increasing demand for it in various fields, as it helps humans 

to identify abnormal data among a huge dataset in a manner of rapid and accurate, such that 

humans could not match its performance. Finding anomalies is crucial because anomalies often 

deliver important information to us [2]. Most of the anomaly detection model is in the 

unsupervised mode because the anomalous data are often limited, i.e., the normal data are much 

more than the anomalous data since anomalies are rare in nature. Therefore, it is impossible to 

perform anomaly detection by using a standard classification framework. The existing anomaly 

detection models are realized by learning the normal profile with the normal data only, and 

anomalies are identified based on the distance between the given sample and the normal profile 

learned [7]. 

 In this project, we are focusing on the application of anomaly detection on images. The 

application of anomaly detection in images is also significant, where the anomalies in video 

surveillance camera footage could indicate an unexpected situation happened, such as if the 

placement of the camera is in a motorway, the anomaly scene could be a traffic accident; if its 

placement is in a bank, the anomaly scene could then be an intrusion. However, the application 

of anomaly detection in videos is not popular due to its reliability. Video anomaly detection is 

far more challenging in that the data points lie in a high-dimensional space and modelling the 

high-dimensional data is extremely complex [4]. Furthermore, video anomaly detection 
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becomes more difficult, considering the scene of the video is often affected by various 

conditions, such as lighting conditions, camera settings, object occlusions, crowd density, etc. 

[8]. Since video footage is formed by sequential frames and each frame is an image, in order 

to make this project more manageable and controllable, we will focus on anomaly detection on 

images, and it will directly imply video applications. 

1.2 Problem Statement and Motivation 

As mentioned, our project is focusing on image anomaly detection. Assume that the video 

comes from a surveillance camera in any place, such as a motorway, household, bank and 

anywhere else that would require surveillance from a camera containing an anomaly frame. 

Our key objective is to identify the frame and mark the video as an anomaly. 

Given a video frame input, the region where the anomaly happens is often known as 

anomaly locality. Most of the past approaches that deal with anomaly detection only try to 

study the anomalies in a full video frame, yet it is considered low accuracy due to the fact that 

anomalies often only happen in a narrow portion of the frame [5]. Accuracy is one of the crucial 

factors to consider as it is the benchmark of how well the model could perform. It is important 

to note that the portion where anomalies happen in the frame is the criterion of anomaly 

detection, and the model should pay attention to the anomaly locality. As shown in Figure 1-3, 

assuming a surveillance camera that is fixed in a household trying to detect burglary, the 

anomaly locality in the video frame, i.e., the precise region in the frame where the bulger is 

trying to steal something (bounded by the green box), occupies only a limited portion of the 

frame instead of the whole frame. The inspiration for adding attention mechanism to the 

anomaly detection model is drawn after understanding this observation. 

 

Figure 1-3: Anomaly locality in a household burglary video [5]. 
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[4] proposed a memory-augmented deep autoencoder for unsupervised anomaly detection 

to solve the weakness of autoencoder where it often generates low reconstruction error for 

anomalies and leads to failure of anomaly detection. However, the model in [4]’s paper does 

not consider the key observations discussed above. Therefore, we are aiming to improve the 

work of [4] by adding the attention mechanism to it. 

1.3 Project Scope and Objectives 

1.3.1 Project Scopes 

This project aims to mimic video anomaly detection models by building a deep learning 

model that is able to perform anomaly detection on images. To improve the quality of anomaly 

detection, we try to add an attention mechanism to the model to enhance the anomalies on the 

image and therefore, the model should only pay attention to the anomaly locality as it could 

retrieve the most important information from that frame region. 

We will be using a Conv2D deep autoencoder as our foundation to build the anomaly 

detection model and incorporating the Convolutional Block Attention Module (CBAM) from 

[10] and the attention mechanism proposed by [11] separately and forms two new models to 

boost the performance of deep autoencoder when performing anomaly detection. The flow of 

the proposed anomaly detection model should be as follow, the input is first resized and 

transformed into the desirable input format of the model. Then, the feature maps produced by 

subsequent convolutional layers are enhanced by CBAM to focus on the anomalies. Then, the 

encoding of the input will go through the latent representation space, i.e., fully connected layers 

to learn the extracted features and the output will be a vector z. Next, the decoder will use 

vector z to reconstruct the input. Lastly, the reconstructed input will be compared with the 

original input and compute reconstruction error, and anomalies are detected based on the 

reconstruction error. 

1.3.2 Project Objectives 

The aim of this project is to mimic the video anomaly detection model by using a similar 

setting from [4] to build a Conv2D deep autoencoder for processing images. Then, attention 

mechanisms will be implemented on the model to enhance its performance.  

1. To build a Conv2D deep autoencoder from scratch that is capable of detecting image 

anomalies. 
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2. To incorporate CBAM to form a CBAM-based deep autoencoder and monitor its 

performance. 

3. To incorporate the attention mechanism proposed by [11] to build an attention-based 

deep autoencoder and monitor its performance. 

4. To compare the performance between baseline deep autoencoder, CBAM-based deep 

autoencoder, and attention-based deep autoencoder. 
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CHAPTER 2 LITERATURE REVIEW 

2.1 Memorizing Normality to Detect Anomaly: Memory-augmented Deep Autoencoder 

for Unsupervised Anomaly Detection [4] 

 

Figure 2-1: An overview of the Memory-augmented Autoencoder [4]. 

2.1.1 Memory-augmented Autoencoder 

[4] introduced the memory-augmented autoencoder (MemAE) for reconstruction-based 

anomaly detection. The motivation for proposing MemAE is to solve some limitation that 

occurs in its basic form, which is the autoencoder. Deep autoencoders have been extensively 

used for anomaly detection in the existing researches, it is an unsupervised deep learning 

algorithm that is capable of reconstructing high-dimensional input. To avoid confusion, a deep 

autoencoder is an autoencoder with many hidden layers in the middle, where the number of 

hidden layers depends on the user settings. An autoencoder has 3 main parts, the Encoder that 

is responsible for compressing the input data into compressed encoding (low-dimensional 

data); the Decoder that can reconstruct the data from the encoding; the “bottleneck” hidden 

layer in the middle containing the latent representation of the input data. The process of 

compressing input data is simply meant by omitting the irreverent information in the high-

dimensional data while retaining the important information, therefore the decoder is able to 

reconstruct the compressed input based on the typical patterns of the original data. 

 As for the applications of autoencoder in anomaly detection, the autoencoder works as 

mentioned above, i.e., the encoder compressed the high-dimensional data, the “bottleneck” 

layer learns the encoding (latent representation of the input), the decoder uses the encoding to 

reconstruct the data. Then, the reconstruction error is computed by taking the difference in the 
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original data and the reconstructed data, and anomalies are able to be detected based on the 

reconstruction error since they tend to produce higher reconstruction error. Note that, the 

autoencoder is often trained with only normal data and it is able to minimize the reconstruction 

error on normal data since the training data are closer to normal data, therefore the 

reconstruction error on abnormal data are relatively higher. However, the scenario of anomalies 

producing higher reconstruction errors is not constant. In the existing researches, it is shown 

that the autoencoder are able reconstruct the abnormal data so well that the reconstruction error 

is similar to those from normal data. Also, the assumption of anomalies producing higher 

reconstruction errors cannot be proven as there are no training samples for anomalies. To 

address the issue introduced above, [4] proposed MemAE which could strengthen the 

reconstruction errors on anomalies. 

 The MemAE is an improved version of the autoencoder by adding a memory module in the 

middle of the encoder and decoder as shown in Figure 2-1. Similarly, the MemAE is also 

having an encoder and decoder, however, the output of the encoder (encoding) is not directly 

fed into the decoder, but use as a query to retrieve the most relevant items in the memory via 

the attention-based sparse addressing, the retrieved item is then sent to the decoder for 

reconstruction. The flow of anomaly detection on MemAE is shown in Figure 2-1. First, the 

input x is fed into the encoder fe(x; θe) and the encoding z is obtained. Then, the retrieved item 

(latent representation) ẑ is obtained through the attention-based addressing with hard shrinkage 

operator and it is passed to the decoder fd(ẑ; θd) to obtain the reconstructed input x. Next, given 

an input x, the reconstruction performance is measured by ℓ2-norm based mean square error 

(MSE), i.e., 𝑒 = ‖𝑥 − �̂�‖2
2, and act as a benchmark for anomaly detection. Since the encoder 

and decoder are very much the same as mentioned above, we focus on the memory module 

proposed by [4]. 

2.1.2 Memory Module in MemAE 

 In the memory module, given an encoding (query), the memory network retrieves ẑ from 

the memory M based on a soft addressing vector w that follows the equation: 

 𝑧 = 𝑤𝑀 = ∑ 𝑤𝑖
𝑁
𝑖=1 𝑚𝑖     [4] (2.1) 

where w (representing weight vector) is a row vector with non-negative entries that sum to one, 

wi representing the ith row of w, mi is the ith row of M (also can view as a memory item), and N 

is the maximum capacity of the memory. The memory M is designed to record the prototypical 
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normal patterns during the training using normal data, and it is addressable by content with an 

addressing scheme that computes attention weights w based on the closeness of the memory 

items mi and the query z. The computation of attention weights wi for each memory item mi is 

realized by a softmax operation. Because of the restricted memory size and the sparse 

addressing technique, only a limited number of memory items can be addressed every time. 

Therefore, the memory M will only record the most representative prototypical pattern in the 

normal input data during the training phase, and each row in the memory M can view as a single 

memory slot that records the prototypical normal pattern in the training data. Given an 

abnormal input in the testing phase, since the trained memory is full of prototypical elements 

from the training data, the encoding of it could not find the respective pattern for it, and it will 

then be substituted by the retrieved prototypical normal pattern and fails to reconstruct back to 

the original abnormal input, leads to high reconstruction error and we may understand that it is 

an anomaly. The sparse addressing technique mentioned is realized by hard shrinkage operation 

as shown in the following: 

𝑤�̂� = ℎ(𝑤𝑖; 𝜆)  {
  𝑤𝑖, 𝑖𝑓 𝑤𝑖 > 𝜆
  0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

     [4] 

It is used to stimulate the sparsity of w to prevent anomalies from making use of a complex 

combination of memory items via a dense w to reconstruct well. For any wi larger than the 

threshold λ, its value will be retained or else turned into zero, and the updated weight vector is 

denoted as 𝑤�̂� . Therefore, the way to obtain latent representation ẑ become �̂� = �̂�𝑀 =

∑ 𝑤�̂�
𝑁
𝑖=1 𝑚𝑖. 

2.1.3 Limitations and Proposed Solutions 

 The MemAE proposed by [4] has perfectly solved the problem where autoencoders tend to 

reconstruct abnormal data successfully and leads to failure of anomaly detection. However, 

this model still contains some limitations. As mentioned in Chapter 1.2 where we have shown 

the problems that should be solved. 

 We found that the anomaly detection process using the MemAE model is by processing the 

whole frame from a video. We understand that the MemAE captures the important features 

(prototypical normal pattern) of the input data and store it in the memory module, then use it 

for frame reconstruction and detect anomalies based on the reconstruction error. Given an 

abnormal input frame, we have shown the concept of anomaly locality in Chapter 1.2, where 

the precise region of the abnormal act is often occupied only a limited portion of the input 
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frame instead of the whole frame. Since the autoencoders tends to capture the important 

features in a frame, the anomaly locality should be focused on by autoencoders where it could 

gain the most representative information from there. Therefore, we aim to incorporate the 

attention mechanism on the autoencoders, and the anomalous region of the input could gain 

attention from the autoencoders. 

2.2 Few-Shot Scene Adaptive Anomaly Detection [7] 

 

Figure 2-2: An overview of the Model-Agnostic Meta-Learning algorithm for Scene-Adaptive 

Anomaly Detection [7]. 

2.2.1 Problem Setup 

 [7] introduced the few-shot scene-adaptive anomaly detection problem setup. To solve the 

problem, they proposed a meta-learning based approach, i.e., the Model-Agnostic Meta-

Learning (MAML) algorithm for Scene-Adaptive Anomaly Detection. The motivation of this 

problem setup is by understanding the fact that most of the existing anomaly detection 

approaches are not practical in real-world applications, as they require a huge number of videos 

from a scene for training to obtain great results in that particular scene, and this is not a practical 

way to do in real-life scenario due to collecting a huge number of videos is costly and time-

consuming. Also, [7] found out the existing approaches are having the same weakness, which 
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is the model learned from the training dataset (videos) performs poorly with the testing dataset 

(unseen videos) if the videos in both datasets are taken from different scenes. 

[7] observed that the scene taken by a surveillance camera will always be in that particular 

scene since most of the surveillance camera in daily life is in a fixed position. This observation 

generates the idea that an anomaly detection system on any surveillance camera is considered 

ideal, as long as it could perform well (adapt) to the particular scene where the system is 

deployed. Furthermore, the model should only be trained with a limited number of videos 

before the deployment to be in line with real-world applications, which is a reasonable 

assumption as surveillance cameras often have a calibration process before their actual 

operation. To solve the problem setup introduced, [7] proposed the MAML algorithm for 

scene-adaptive anomaly detection, and the ultimate goal of this algorithm is to let the anomaly 

detection model adapt to a new scene using only a limited number of videos from that particular 

scene, which it makes the anomaly detection becomes more practical to use in a real-world 

scenario. Therefore, by using the meta-learning based approach, which is also known as 

learning to learn, the model is learning to learn to adapt to a new scene with a limited number 

of frames from that scene.  

2.2.2 Meta-learning Framework 

The meta-learning framework is divided into 2 parts, i.e., the meta-training part and the 

meta-testing part as shown in Figure 2-2. The goal of meta-training is to let the anomaly 

detection model learn to quickly adapt to a new task Ti, where each task consists of a training 

set 𝐷𝑖
𝑡𝑟 , and a validation set 𝐷𝑖

𝑣𝑎𝑙  from a given scene Si, therefore we can also view it as 

𝑇𝑖(𝐷𝑖
𝑡𝑟 , 𝐷𝑖

𝑣𝑎𝑙). Assuming we are now having access to M scenes, i.e., S1, S2, S3, ......, SM. Before 

diving into the meta-training phase, the tasks need to be constructed. First, the video from a 

given scene Si is split into many overlapping sequential segments, where each segment are the 

frames from the video (I1, I2, I3, ......, It, It+1). Considering a frame-prediction based anomaly 

detection model, the goal is to predict the frame at t+1, therefore the first t frames in the 

segment are considered as the input x, and the last frame is the output y, i.e., x = (I1, I2, I3, ......, 

It) and y = It+1, forming an input/output pair (x, y). The frame-prediction based anomaly 

detection model can also be denoted as fθ = x → y, where θ is the parameter of the model. In 

the training set 𝐷𝑖
𝑡𝑟, K numbers of (x, y) from the video is sampled out to learn the frame-

prediction based anomaly detection model, i.e., 𝐷𝑖
𝑡𝑟 =

{(𝑥1, 𝑦1), (𝑥1, 𝑦1), (𝑥1, 𝑦1), … , (𝑥𝑘, 𝑦𝑘)}, and also K numbers of (x, y) (excluding those in 𝐷𝑖
𝑡𝑟) 
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are sampled out from the same video to form the validation set 𝐷𝑖
𝑣𝑎𝑙. In Figure 2-2, N scenes 

are sampled out and a task Ti is constructed for each scene Si, therefore, there is N number of 

Ti for meta-training. 

In the meta-training part, for each task Ti, the training set 𝐷𝑖
𝑡𝑟 is used for Inner Update 

through the gradient descent algorithm, and the gradient update is used to update the anomaly 

detection model parameter from θ to 𝜃𝑖
′ for each task Ti, and the scene-adapted parameter 𝜃𝑖

′ is 

adapted to task Ti. The equation for the algorithm above is shown as following [7]: 

 𝜃𝑖
′ = 𝜃 − 𝛼 ▽𝜃 𝐿𝑇𝑖

(𝑓𝜃; 𝐷𝑖
𝑡𝑟), where 

 𝐿𝑇𝑖
(𝑓𝜃; 𝐷𝑖

𝑡𝑟) = ∑ 𝐿(𝑓𝜃(𝑥𝑗), 𝑦𝑗)(𝑥𝑗,𝑦𝑗) ∈ 𝐷𝑖
𝑡𝑟  (2.2) 

Then, the performance of scene-adapted parameters θ’ obtained from all tasks T are validated 

on the validation set 𝐷𝑖
𝑣𝑎𝑙 with the equation [7]: 

 𝐿𝑇𝑖
(𝑓𝜃′; 𝐷𝑖

𝑣𝑎𝑙) = ∑ 𝐿(𝑓𝜃′(𝑥𝑗), 𝑦𝑗)(𝑥𝑗,𝑦𝑗) ∈ 𝐷𝑖
𝑣𝑎𝑙  (2.3) 

As we can see from the equation, the scene-adapted parameters θ’ will update the model 

parameters θ through the Outer Update process, in other words, θ’ will minimize the loss 

during the Updating global parameters process as shown in Figure 2-2. At the end of meta-

training, the initial model parameters θ are obtained and ready for meta-testing. Figure 2-3 

shows the general flow of the meta-training algorithm, where Eq. 3 mentioned in it is the 

equation used for validation. 

 

Figure 2-3: Summary of the meta-training phase [7]. 

 In the meta-testing part, the model takes in few frames of a video from a new scene Snew for 

training, and obtain the scene-adapted parameter θ’ to become adapted to the new scene Snew. 

Lastly, the model takes in the remaining frames of the video (excluding those for training) for 
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validation purposes. Note that, [7] used a frame-prediction based anomaly detection model in 

their paper, however, they also mentioned the algorithm is suitable for any anomaly detection 

model as the backbone architecture, such as the frame-reconstruction based model.  

2.3 Convolutional Block Attention Module [10] 

 

Figure 2-4: The overall view of Convolutional Block Attention Module [10]. 

 [10] introduced Convolutional Block Attention Module (CBAM) as an attention 

mechanism that may boost the performance of the model. The input feature may see it as a 

feature map from a convolutional layer, and the refined feature is the enhanced feature map 

with characteristics of the image emphasized on it, such as edges, colors, background, etc. 

 

Figure 2-5: Channel Attention Module [10]. 

 Firstly, the input features pass through the channel attention module The feature map F will 

be processed by an 2D average pooling layer to get a channel vector (channel_num * 1 * 1). 

Then, this channel vector will go through a shared Multi-layer Perceptron (MLP) that consists 

of a 2 fully connected layers with a ReLU activation function between them. Next, the same 

feature map F will also go through a max pooling layer to get another channel vector, similarly, 

it also go through the MLP. After that, the 2 channel vectors that have been processed by MLP 

will be summed up and pass to a sigmoid activation function which then maps the value in the 
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vector within 0 and 1. Then, the vector will multiples with the original input to get a channel-

refined feature map F’. 

 

Figure 2-6: Spatial Attention Module [10]. 

 Then, the channel-refined feature map F’ will go through the spatial attention module. The 

spatial attention module consists of 3 different parts. Firstly, F’ go through the Channel Pool 

and it is decomposed into 2 channels (2 * h * w), where each of the 2 channels will be max 

pooled and averaged pooled across the channels by using torch.max and torch.mean. Then, the 

processed channels will be concatenated and serves as the input to a convolution layer which 

produces 1-channel feature map (1 * h * w) to preserves the spatial dimension, followed by 

batch normalization and ReLU activation. Then, the output go through a sigmoid activation 

function to maps all the values within 0 and 1. Lastly, the attention mask is applied to all the 

feature maps using an element-wise product. 

2.4 Learn to Pay Attention [11] 

 

Figure 2-7: The overview of the attention mechanism introduced by [11]. 
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[11] introduced an end-to-end-trainable attention module for convolutional neural network 

(CNN) models built for image classification. The main objective of the paper is to employ 

attention maps to identify and utilize the useful spatial information used by CNNs in making 

their classification decision while suppressing the irrelevant spatial information on the image. 

The proposed approach by [4] is as following, intermediate outputs (feature maps) of the CNN 

model are taken out and act as local descriptors li of the input, and they are used to contribute 

to the final classification step with proportional to its compatibility with the final output (global 

image descriptor g) of the CNN model. To measure their compatibility, dot product between li 

and g is used, and the value will be high only if the corresponding image patch of the li contain 

parts of the dominant image category. The measurement of the compatibility score will be 

dependent on the alignment between li and g in the high dimensional feature space and the 

intensity of activation of li.  
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CHAPTER 3 PROPOSED APPROACH 

In this chapter, the methods and technologies involved in building the anomaly detection model 

will be presented. 

3.1 System Requirements 

The model is developed using Python programming language and Pytorch deep learning 

framework. The model is developed on Jupyter Notebooks environment and Google Colab’s 

GPU will be utilized to accelerate the training and testing process. 

3.2 System Design 

 

Figure 3-1: Block diagram of proposed model. 

3.2.1 General Flow of Proposed Model 

 Figure 3-1 shows the overview of the model proposed in this project. When training, the 

input will first be preprocessed by some procedures such as image resizing so that the model 

could process all the frames in the same size, transform into torch.tensor and normalize it. Next, 

the preprocessed input x will be fed into the encoder, and the encoder will compress the input 

and generate the feature maps (compressed input x’). The CBAM will be placed in between the 

encoder layers to enhance the features on the feature maps and let the latent representation 

space learn more about the representative features. Then, the decoder uses the vector z 

generated from the latent representation space to reconstruct the input and gives us the 

reconstructed input x̂. 

When testing, the autoencoder is expected to be trained on normal data only. Therefore, the 

latent representation space only knows how to recognize normal data but not anomalous data, 

and any anomalous input that tries to reconstruct using the normal data features will fail. Next, 

the decoder will reconstruct the vector z and generate the reconstructed input x̂. Lastly, the 
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reconstructed input x̂ is used to compare with the original input x. The reconstruction error will 

be used as a benchmark to detect whether the input is anomalous. For anomalous data, since it 

could not be reconstructed back into the original anomalous form, therefore leads to high 

reconstruction error and is identified as anomaly. For normal data, the reconstruction error will 

be low because the decoder is able to reconstruct it well using the normal features in the latent 

representation space that is relevant to the original normal data. 

3.2.2 Attention Mechanism 

 For the attention mechanism, the Convolutional Block Attention Module (CBAM) and the 

attention mechanism proposed by [11] will be used to implement on the model. The details are 

presented in Chapter 2.3 and Chapter 2.4, and the implementation of our proposed model would 

be quite similar.  

For CBAM, the feature maps produced by the subsequent encoder convolutional layer will 

go through the CBAM, and it will generate a refined feature map for the subsequent encoder 

convolutional layer. Then, the refined feature map goes through the encoder convolutional 

layer and CBAM with a similar process, and this produces a more refined feature map for the 

latent representation space. With this concept, we suppose to see the latent representation space 

learns better from the data features and gives us better results. 

For the attention mechanism proposed by [11], the attention computation block takes in 

intermediate outputs of the encoder and sums it up with the final output of the encoder to 

generate a similarity weight. Then, the similarity weight is used to enhance the intermediate 

outputs of the encoder and it is then fed into the bottleneck layer of the autoencoder. By doing 

so, the bottleneck layer can learn from the enhanced feature maps and recognizes the normal 

input while suppressing the anomalous input. 
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3.3 Model Architecture 

3.3.1 Baseline Deep Autoencoder 

 

Figure 3-2: Illustration of the proposed deep 2D convolutional autoencoder. 

 Figure 3-2 shows the baseline model of this project. It is a typical deep autoencoder consist 

of three main components, the encoder, the latent representation space (bottleneck layer), and 

the decoder. The encoder consists of five 2D convolutional (Conv2D) blocks and each block 

contains a 2D convolutional layer, a 2D batch normalization layer, and a Leaky Rectified 

Linear Unit (Leaky ReLU) activation layer with a negative slope of 0.2. The number of input 

channels, output channels and kernel size of the convolutional layers are shown in the figure 

(input, output, kernel).  

 The bottleneck layer consists of four fully connected (FC) layers, with a ReLU activation 

layer placed between them. The number of inputs is the flattened size of the output from the 

encoder, i.e., 4 * 4 * 128 = 2048. It serves to learn the extracted features from the encoder, and 

one may think of it as a space with the latent representation of the inputs. 

The decoder consists of five 2D transposed convolutional (DConv2D) blocks. Similarly, 

the DConv2D blocks have the same contents as the Conv2D blocks, just the input channels and 

output channels are flipped since they are doing opposite actions. The last DConv2D block has 

its batch normalization layer and activation layer removed to maintain the reconstructed values.   

The following 2 models proposed in this project are both attention-based, implemented on 

the encoder of the baseline model to enhance the model to pay attention to the most 

representative features of the input and learn from it.  
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3.3.2 CBAM-based Deep Autoencoder 

 

Figure 3-3: Implementation of CBAM on the encoder of the model. 

 The second model proposed in this project is inspired by [10] where the CBAM is 

implemented on the encoder of the model. The output of the second Conv2D block will go 

through the CBAM Block 1 and obtains refined output. Then, the refined output is passed down 

to the deeper layer of the encoder. The output is once again refined by the CBAM Block 2 

when obtained the feature maps from the fourth Conv2D block. The fifth Conv2D block will 

receive twice-refined feature maps and feed them into the latent representation space for it to 

learn about feature-emphasized outputs. A better learning outcome is expected from the model, 

and it should perform reconstruction better. The CBAM block is a general module for CNN 

architectures with the least amount of configuration needed, thus, there might be no big 

improvements to be observed. 
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3.3.3 Attention-based Deep Autoencoder 

 

Figure 3-4: Implementation of [11] proposed attention mechanism on the encoder of the model. 

 The third proposed model in this project is implementing the attention mechanism proposed 

by [11]. The outputs of the second Conv2D and fourth Conv2D blocks are pulled out and fed 

into attention block 1 and attention block 2 respectively. The attention computation happens in 

the blocks where the intermediate feature maps will be enhanced by the global feature maps, 

then the output is concatenated and fed into the bottleneck layer. The concept is similar to the 

idea from Chapter 2.4 where the intermediate feature maps will first sum up with the global 

feature maps and produces a similarity matrix (weighted matrix). Then, the matrix is multiplied 

with the intermediate feature maps to emphasize the relevant pixels on the image while 

suppressing those irrelevant pixels, and this enlarges the gap between relevant and irrelevant 

data, and this also helps the autoencoder to reconstruct normal data and anomalous input 

identified by computing the reconstruction error. 
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CHAPTER 4 EXPERIMENTS 

In this chapter, the experiments for the proposed model will be discussed. 

4.1 Experiment Settings 

In this project, we will build a Conv2D autoencoder from scratch and implement attention 

mechanisms on it. 

4.1.1 Dataset 

 The dataset used in this project is Modified National Institute of Standards and Technology 

(MNIST) database. It consists of 70,000 handwritten digits from 0 to 9, where 60,000 of it are 

categorized as training set and the remaining are the test set. All images in the dataset are 

grayscale, size-normalized and centred in a 28x28 image. The MNIST dataset is made available 

in the PyTorch framework in the torchvision.datasets module.  

 

Figure 4-1: MNIST dataset class distribution (0 ~ 9) [1]. 

4.1.2 Training and Evaluation Setup 

 In this research, the objective is to detect anomalies by learning the pattern from normal 

data. Autoencoder is considered as an unsupervised learning technique by itself where it 

compresses the input into a latent representation, using use that representation to reconstruct 

the input and the difference between the input and reconstructed input is the key for 

autoencoders to learn. Therefore, the labels from both datasets are not needed in the training 

and evaluation phase. 
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 Since the major task is to detect anomalies rather than perform classification, we need to 

do some preliminary work on both datasets. We propose to train the implemented models with 

one selected class from both datasets, and the samples in those classes will be identified as 

normal data and others being anomalies. The selected class should have the greatest number of 

training samples since autoencoders work better when learning more normal data features and 

building up a normal data profile. Below are some key training settings that have been used: 

1. Transformed images in the dataset into 32x32 resolution, tensor form, and normalize 

the data. 

2. Shuffled the dataset when loading in. 

3. Batch size used is 256 with 50 epochs, early stopping mechanism is implemented where 

the model will stop training when convergence is reached. 

4. Used Adam as the optimizer to update the model parameters with a 0.0002 learning 

rate. 

5. Used mean-squared error as the criterion (loss function). 

6. Selected normal class for MNIST: Class “1” . 

 To detect anomalies, a threshold value should be computed in order to classify whether the 

data is normal or anomalous. The proposed threshold value is obtained by computing the 

reconstruction error of the normal class using training data, with an addition of a buffer value 

on top of it to allow more samples to be identified correctly. The proposed buffer value is the 

mean of the quarter distance between the average reconstruction loss of the normal class and 

the average reconstruction loss of the abnormal classes. Assume there are n number of 

abnormal classes, 𝛼 denotes the average reconstruction loss of the abnormal class, 𝛽 denotes 

the average reconstruction loss of the normal class, then it may express in 

𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 𝛽 +
∑ |

𝛼𝑖 − 𝛽
4

|𝑛
𝑖=0

𝑛
 

 

Any reconstruction error between the original input and the reconstructed input higher than 

the threshold value is considered as anomalies, and vice versa. Note that the average 

reconstruction loss here are computed by using training data but not testing data to stimulate 
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the real-world scenario. However, this is not a general solution for every dataset, it needs 

further testing on other datasets. 

 

Figure 4-2: The proposed concept of calculating the buffer value for anomaly detection 

threshold. 

Besides detecting anomalies, we could also investigate how well could the model 

reconstructs an image by observing the reconstructed image and the original image through 

bare eyes, and reconstruction error is also computed for more precise evaluation. Similar to the 

training settings, we used a batch size of 256 for testing as well. Then, the same criterion is 

used to compute and track the evaluation loss (reconstruction error) using the test set. 

4.2 Experiment with Different Model Settings 

MNIST dataset is used for each experiment. 

 Avg. Training Loss Avg. Evaluation Loss Avg. Reconstruction 

Error + Buffer 

Baseline 0.0433 0.0197 0.0202 + 0.0947 

CBAM 0.0524 0.0208 0.0207 + 0.0974 

Attention-based 0.0634 0.0358 0.0348 + 0.1143 

Table 4-1: Experiment metrics with MNIST dataset. 
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During the training with the MNIST dataset, the training loss of each epoch is kept tracked. 

Then, unseen data of the normal class is fed into the model to obtain average evaluation loss to 

check if the model is overfitted with the training set. Lastly, the average reconstruction error is 

computed using training data of the normal class and a buffer value is added to act as the 

abnormal detection threshold. 

 Following are some samples of the reconstruction results using unseen data. 

Baseline 

 

recon. loss = 0.013717941008508205 

CBAM 

 

recon. loss = 0.010425381362438202 (Lowest -> Best) 

Attention-based 

 

recon. loss = 0.04055452346801758 

Table 4-2: Normal class reconstruction results with MNIST dataset. 
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Baseline 

 

recon. loss = 0.3641012907028198 

CBAM 

 

recon. loss = 0.442501962184906 (Highest -> Best) 

Attention-based 

 
recon. loss = 0.41084036231040955 

Table 4-3: Abnormal class reconstruction results with MNIST dataset. 

 From the results, CBAM-based autoencoder is overall the best performing model as it has 

the least reconstruction error when reconstructing the normal class data, and generating highest 

reconstruction error when reconstructing the abnormal class data. This also implies it should 

give the best performance metrics in the following chapter. 

4.3 Anomaly Detection Performance Analysis 

 In the current stage, anomaly detection can be performed by using the threshold computed 

that mentioned in Chapter 4.2. 
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 Accuracy Precision Recall F1 Score 

Baseline 0.9947 0.9678 0.9859 0.9768 

CBAM 0.9957 0.9748 0.9877 0.9812 

Attention-

based 

0.9961 0.9833 0.9824 0.9828 

Table 4-4: Performance metrics of each model with MNIST dataset using buffered threshold 

value, classifying class “1”. 

 Accuracy Precision Recall F1 Score 

Baseline 0.9656 1.0000 0.6969 0.8214 

CBAM 0.9662 1.0000 0.7022 0.8251 

Attention-

based 

0.9635 1.0000 0.6784 0.8084 

Table 4-5: Performance metrics of each model with MNIST dataset using the average 

reconstruction loss of the normal data as threshold, classifying class “1”. 

 The anomaly detection threshold is a tricky value to tackle with. The performance metrics 

above strongly proves the proposed buffered threshold value computation is effective. 

However, in some cases which requires high sensitivity, such as rare disease monitoring might 

still use a lower threshold to allow more data to cross the boundary even it is anomalous. Until 

this stage, there’s no absolute best value for the anomaly detection threshold and this is believed 

the only part should be improved in the future work.  

 Using F1 score to deduce which model performs the best, we may find that different 

threshold values give us different best-performing model. When using only the average 

reconstruction error of the normal training data, each model gives us a precision of 1.000 but 

slightly low recall rate and this indicates it allows too many abnormal data to be categorized as 

normal data. Always remember there’s no absolute answer on which threshold value is the best, 

it’s all depending on the usage of the model. It is good to observe that both CBAM-based and 

attention-based models outperform the baseline model, which indicates our implementation of 

attention mechanisms into deep autoencoders are effective. Confusion matrices of the models 

are attached at Appendix for further reference. 
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CHAPTER 5 CONCLUSION 

 An attention-based 2D convolutional autoencoder has been successfully implemented in 

this research project. This project introduces the implementation of the attention mechanism 

on deep autoencoders and furtherly proves its effectiveness and improvements. 

 The CBAM-based autoencoder uses a similar concept of self-attention mechanism. The 

output of an intermediate layer of the autoencoder is brought into the CBAM block. In the 

block, a duplicated input is processed and generates an attention map, and it is used to enhance 

the original input by multiplying them together. Then, the product continues to the main 

pipeline of the autoencoder for further processing. 

 The attention-based autoencoder uses the final feature maps to boost the intermediate 

feature maps and the representative features are enhanced. Then, the enhanced intermediate 

feature maps are fed into the bottleneck layer for feature learning. 

 From the experiments conducted, a conclusion can be made which is the CBAM-based 

autoencoder outperforms the baseline model and the attention-based autoencoder by a minor 

factor, whereas the attention-based autoencoder performs similar to the baseline model. The 

performance gap might be even larger if the training set is larger since the autoencoder requires 

a huge amount of data to learn how to generate complete data from incomplete sources. 

 Lastly, the anomaly detection threshold is a value that is hard to decide, and this should 

include many mathematical computations to obtain the optimum value. This is hoped to be 

coped in the future work. 
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APPENDIX 

1. Reconstruction Results of Unseen Data using Models Trained on Class “1” Data 

Baseline 

 

 

CBAM 

 

 

Attention

-based 
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2. Reconstruction Results of Unseen Data using Models Trained on All Training Data 

Baseline 

 

CBAM 

 

Attention

-based 
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3. Training Loss of each Model 

Baseline 

 

CBAM 

 

Attention-

based 
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4. Confusion Matrices of the Models using Models Trained on Class “1” Data 

Baseline 

 

CBAM 

 

Attention-

based 
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5. Confusion Matrices of the Models using Models Trained on Class “1” Data with 

Buffered Threshold Values 

Baseline 

 

CBAM 

 

Attention-

based 
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6. Overall Precision-recall Curve using Models Trained on Class “1” Data 

 

7. Overall Precision-recall Curve using Models using Models Trained on Class “1” 

Data with Buffered Threshold Values 
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in these 8 weeks 

• 5 weeks to implement the method, 3 weeks for experiments 

• Write thesis (intensive writing): Week 12 ~ Week 13 (2 weeks) 

 

3. PROBLEMS ENCOUNTERED 

 

Work done too slow and hope to boost up. Plus, time compact. 

 

 

4. SELF EVALUATION OF THE PROGRESS 

 

Progress too slow. 
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1. WORK DONE 
[Please write the details of the work done in the last fortnight.] 

 

Investigated deeply about Dong Gong’s work and found out is too hard to be done. 

 

 

 

2. WORK TO BE DONE 

 

Think of new ideas to achieve the project title’s objectives. 

 

 

3. PROBLEMS ENCOUNTERED 

 

 

Original idea from IIPSPW and FYP I is too hard to be achieved and plans to shrink of 

scope of the project.  

 

 

 

4. SELF EVALUATION OF THE PROGRESS 

 

Too slow, need pace up. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 _________________________      _________________________ 

 Supervisor’s signature              Student’s signature 

 

  



APPENDIX 

Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR A-9 

FINAL YEAR PROJECT WEEKLY REPORT 
(Project II) 

 

Trimester, Year: Year 3 Sem 3  Study week no.: 11 

Student Name & ID: Yong Hong Long 19ACB05614 

Supervisor: Ts Dr Tan Hung Khoon 

Project Title: Anomaly Detection with Attention-based Deep Autoencoder 

 

 

1. WORK DONE 
[Please write the details of the work done in the last fortnight.] 

 

Investigating attention mechanisms to be implemented in the current 2D convolutional autoencoder. 

 

 

 

2. WORK TO BE DONE 

 

Done the implementation and perform experiments on it. 

 

 

3. PROBLEMS ENCOUNTERED 

 

 

Time compact and lack of knowledge in related field thus consume many time on 

learning. 

 

 

 

4. SELF EVALUATION OF THE PROGRESS 

 

 

Too slow, need speed up. 
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