
 
 

 
 
 
 

COMPUTING JOBS MONITORING DASHBOARD IN MALAYSIA 

BY 

TAN ZHEN WEI 

 

 
 
 
 
 
 
 
 
 
 
 
 

 
A REPORT 

SUBMITTED TO 

Universiti Tunku Abdul Rahman 

in partial fulfillment of the requirements 

for the degree of 

BACHELOR OF COMPUTER SCIENCE (HONOURS) 

Faculty of Information and Communication Technology 

(Kampar Campus) 

 

JUNE 2022 

 

 

 



Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    ii 
 

UNIVERSITI TUNKU ABDUL RAHMAN 

 

 

 

REPORT STATUS DECLARATION FORM 
 

 

 Title:  __________________________________________________________ 

    __________________________________________________________ 

    __________________________________________________________ 

 

Academic Session: _____________ 

 

 I   __________________________________________________________ 

(CAPITAL LETTER) 

 

 declare that I allow this Final Year Project Report to be kept in  

 Universiti Tunku Abdul Rahman Library subject to the regulations as follows: 

1. The dissertation is a property of the Library. 

2. The Library is allowed to make copies of this dissertation for academic purposes. 

 

 

 

 

   Verified by, 

 

 

 _________________________  _________________________ 

 Tan Zhen Wei                      (Supervisor’s signature) 

 

 Address: 

 __________________________ 

 __________________________  _________________________ 

 __________________________      Supervisor’s name 

 

 Date: _____________________  Date: ____________________ 

TAN ZHEN WEI 

COMPUTING JOBS MONITORING DASHBOARD 

IN MALAYSIA 

JUNE 2022 

E1-10 JALAN PP16 

PANGSAPURI PUTRA INDAH SEK 2 

43300 SERI KEMBANGAN, SELANGOR 

 

09/09/2022 09/09/2022 

Dr Mogana a/p Vadiveloo 

 
Table 5.1 The Description of 

Each HyperparameterDr Mogana 

a/p Vadiveloo 



Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    iii 
 

  

Universiti Tunku Abdul Rahman 

Form Title :  Sample of Submission Sheet for FYP/Dissertation/Thesis 

Form Number: FM-IAD-004 Rev No.: 0 Effective  Date: 21 JUNE 2011 Page No.: 1 of 1 

 
 

FACULTY/INSTITUTE* OF INFORMATION AND COMMUNICATION TECHNOLOGY 

 

 

UNIVERSITI TUNKU ABDUL RAHMAN 

 

 

Date: __________________ 

 

SUBMISSION OF FINAL YEAR PROJECT /DISSERTATION/THESIS 

 

It is hereby certified that ______________ (ID No: ____________ ) has completed this final year 

project/ dissertation/ thesis* entitled __________________________________________ under the 

supervision of _______________________ (Supervisor) from the Department of 

________________, Faculty/Institute* of ____________________________________. 

 

 

I understand that University will upload softcopy of my final year project / dissertation/ thesis* in pdf 

format into UTAR Institutional Repository, which may be made accessible to UTAR community and 

public. 

 

Yours truly, 

 

 

 

____________________ 

(Tan Zhen Wei) 

 
 
*Delete whichever not applicable 

 

Tan Zhen Wei 19ACB06234 

Computing Jobs Monitoring Dashboard In Malaysia 

Dr. Mogana a/p Vadiveloo 

Computer Science Information and Communication Technology 

09/09/2022 



Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    iv 
 

 

DECLARATION OF ORIGINALITY 
 

I declare that this report entitled “COMPUTING JOBS MONITORING 

DASHBOARD IN MALAYSIA” is my own work except as cited in the references. 

The report has not been accepted for any degree and is not being submitted concurrently 

in candidature for any degree or other award. 

 

 

 

Signature  : _________________________ 

 

Name   : _________________________ 

 

Date   : _________________________ 

 

 

 

 

 

 

 

 

 

Tan Zhen Wei 

09/09/2022 



Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    v 
 

ACKNOWLEDGEMENTS 
 

I would like to express my sincere thanks and appreciation to my supervisor, Dr 

Mogana a/p Vadiveloo for all the guidance that she has provided me for the project. It 

has allowed me to be exposed to the technologies which are related to web scraping and 

to develop an interactive dashboard. Lastly, I am deeply grateful to my parents, whose 

endless support and encouragement enabled me to persevere to complete this project. 

 

 

 

 

 

 

 



Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    vi 
 

ABSTRACT 
 

This project proposed computing jobs monitoring dashboard in Malaysia and the 

dashboard will analyze and visualize the scraped data to help job seekers to better 

understand the current job market in the IT industry. The main motivation to propose 

this project is that there is vast amount of data available in online job recruitment 

platform but however, no tools or software are available to analyze that data into 

meaningful representation to job seekers. This project will focus on scraping data about 

computing jobs, this is because the IT industry changes and grows rapidly year by year, 

yet there is no data analysis and statistics about the related industry in Malaysia. 

Therefore, in this work, a computing jobs monitoring dashboard is proposed to solve 

the aforementioned issues. The proposed dashboard is able to automatically extract 

relevant data from online job recruitment platform such as JobStreet and Indeed, 

analyze the extracted data and visualize them  in an interactive manner. The scraped 

data includes job title, company, location, salary, job requirements, qualifications, years 

of relevant job experience and application link. Apart from that, the Logistic Regression 

was used to classify the jobs into different computing jobs categories and a custom 

Named Entity Recognition (NER) model was built to extract the Information and 

Communication Technology (ICT) skills from each job requirements. The dashboard 

displays useful information for job seekers, including popular programming languages 

and skills, distribution of job opportunities, etc. The proposed dashboard is an 

interactive dashboard that provide users with several filtering options to view relevant 

data and information based on certain filtering criteria. In this work, Beautifulsoup has 

been used to program web scraping scripts and WayScript is used as the main 

development platform to automate the data scraping and storing them in Azure Blob 

Storage. In addition to that, the front end of this project is a highly interactive dashboard 

is developed using Plotly's Dash framework.  
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CHAPTER 1:  INTRODUCTION 

1.1 Background Information 

Nowadays, citizens in Malaysia use online job recruitment platforms to find the right 

job. Passive and active job seekers also tend to prefer online applications to traditional 

application methods, because it saves time and money and makes it possible to browse 

through a wider range of job offers [1]. There is no denying the fact that online job 

recruitment platforms are replacing traditional media such as newspapers and flyers to 

find the relevant and suitable jobs. Some of the best-known online recruitment 

platforms in Malaysia are JobStreet, Indeed, LinkedIn, and etc. The advantages of these 

online job recruitment platforms include providing the latest information on 

employment, job filtering , information on active industry and many more. In addition, 

these online job recruitment platforms allow employers to post job vacancy and assist 

them to choose the potential candidate for the job in a short period of time. On the other 

hand, job seekers can also provide their working experiences at their user profile created 

at the job recruitment platforms. By this, the employers can browse these details to 

stream the potential candidate for interviews. Hence, online job recruitment platforms 

act as a two-way bridge between employers and candidates, meeting the needs of both 

parties. 

 

1.2  Problem Statement  

Although the online job recruitment platforms in Malaysia provide a lot of 

straightforward and easy to grasp information for jobs vacancies. However, there are 

only a few information that job seekers are mainly interested such as the salary details, 

job location, job requirements, and etc. Obviously, other information such as the 

company’s culture, overview, size, and etc. are the secondary concerns. In this case, the 

online job recruitment platforms are unable to filter the primary information that the 

job seekers are not interested in for a particular job vacancy posting. 

 

The online job recruitment platforms have a large number of job postings. 

Unfortunately, these platforms do not utilize this vast information or data for further 
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analysis in order to provide useful information to the job seekers. As the objective of 

online portals is not tied to research but rather to providing a platform on which demand 

and supply meet, data are seldom stored and used as an input to analyze labor market 

trends and developments [2]. For example, the average range salary for a particular job, 

the primary skills required for a particular job, the demand for a particular industry in 

the state, etc. are all valuable, helpful, and informative for the job seekers in Malaysia. 

 

Nowadays, it is an information age, and the job market offers many computing jobs and 

there is a great demand for high-tech professionals specializing in the field of 

information technology. Along with the fast development in information and 

communication technology (ICT), job skills required by ICT industries are also 

evolving very rapidly [3]. Besides, it also makes the market demand for different 

computing jobs and the average salary will be adjusted in every year. All of the above 

information is important for job seeker to get a realistic view of the computing jobs in 

Malaysia. However, there are no tools or software available in Malaysia to monitor the 

online job recruitment platforms in order to extracting relevant, useful, and informative 

data for those interested job seekers, programmers, or graduates. 

 

1.3  Motivation 

The aim of this project is to develop a computing job monitoring dashboard in Malaysia. 

The backend of this computing job monitoring dashboard enables monitoring of online 

job recruitment platforms available in Malaysia and extracting the useful and 

informative data for the job seekers for further analysis. It would be quite of a challenge 

to extract the relevant data successfully from the online job recruitment platforms as 

they are vast. However, this becomes one of the motivations to develop the job 

monitoring dashboard in this project. A dashboard is a platform of data visualization in 

order guide the users to interpret and understand the data efficiently. In this project, the 

proposed dashboard is able to visualize the useful and informative data that the job 

seekers are interested in. 
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1.4 Project Objectives 

1. To automatically extract relevant data from online job recruitment platform   

As the job postings in JobStreet and Indeed contain a lot of information, it is necessary 

to filter some of the minor data. This project focused on extracting eight categories of 

data including job title, company, location, qualifications, salary, job’s requirements, 

years of relevant job experience and application link. Due to the large data set that 

needed to be extracted, the ability to automate and manipulate large data sets is 

extremely important in the process of data scraping. It is also important to ensure that 

automated scraping of data is in high accuracy and recovery rate to ensure the integrity 

of the data being extracted. 

 

2. To analyze the extracted data by generating some valuable and meaningful 

information. 

Another objective of this project is to analyze the extracted data to generate valuable 

and meaningful information. This dashboard will provide different categories of 

analysis to ensure that different user groups, such as graduates, higher education 

institutions and companies, can find out what they want to know about the current 

computing job market analysis.  

 

In addition, the section on data analysis is focusing on data statistics. The data statistics 

includes the distribution of a computing job, analysis of the main skills required for a 

computing job, popular qualifications, the type of computing job that are popular in the 

current job market, the lesser-known computing job. 

 

3.To visualize analyzed data in an interactive dashboard  

The data that has been analyzed is mostly presented in words and figures. The intention 

of visualizing the data is to make it easier for the user to understand the analyzed data 

in an intuitive and visual way. In addition, the project also aims to develop a highly 

interactive and centralized monitorable dashboard. The visualized data will also be 

placed in the dashboard according to different categories so that users can more easily 

navigate through the information they want to know. 
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1.5  Project Scope and Direction 

1. Focuses on scraping data on computing work in the field of computer science 

and IT 

This project will divide all computing jobs into two categories, which are computer 

science and information technology (IT). The reason for scraping mainly only the above 

two categories of computing jobs is that there are a large and consistent number of job 

postings on the online job recruitment platforms such as Jobstreet and Indeed. Large 

and stable data is required to facilitate and support data analysis and to gain a better 

understanding and generate new insights into the computing job market in Malaysia. 

Figure 1.1 shows the statistics of Job street’s data for computer science and IT. There 

are 5,371 computer science and 18,820 IT of  job postings  on Jobstreet, so this amount 

of data is conducive to data analysis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

2. Using Beautifulsoup for data scraping and WayScript for automated scraping 

One of the final deliverables of this project was to complete a program that would 

automatically scrape data from an online job recruitment platform. Beautifulsoup will 

be the main method of scraping data in this project. In addition, the scraping script 

programmed in Beautifulsoup will be deployed to WayScript for automated scraping. 

The project now is planning that the web scraping script will be triggered every 2 weeks 

in WayScript. This means that the data in the dashboard will be updated every 2 weeks, 

giving users latest view of  computing job market trends and analysis. In addition, 

section 2.2.1.2 of chapter 2 introduces Beautifulsoup and section 5.1 in Chapter 5 

describes the WayScript setup. 

  

Figure 1.1: Computer science and IT job postings in JobStreet 
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3. JobStreet and Indeed were chosen as the source of scraping data 

The online job recruitment platform like JobStreet and Indeed were chosen as the source 

of scraping data for this project because it has a large and updated pool of job postings. 

Besides, the information in job postings is valuable because it reflects the current state 

of the market and trends for particular jobs. JobStreet and Indeed have been selected as 

the job recruitment platforms for scraping relevant data in this project 

which provides reliable and authentic information as well as a consistent format for job 

postings. Specifically, the project will only scrape some important data in the 

job postings and not all information will be scrapped.  

 

4. Using Plotly's Dash to build an interactive dashboard and understandable 

visualization of data. 

This project will use the Dash framework to build a highly interactive dashboard and 

Plotly for data visualization. The proposed dashboard allows users to explore different 

data by selecting different filtering options. In addition, the dashboard provides 

different charts such as maps, bar charts, pie charts, etc. to visualize the data and allow 

the user to analyze the data more intuitively. 

 

1.6  Contributions 

The expected main contribution of this project is the development of computing job 

monitoring dashboard that aims as a reference platform to the job seekers in Malaysia 

for choosing the suitable computing job as per their qualifications. Due to the rapid 

evolution of information technology, higher education institutions can use this 

dashboard to adapt future course material to ensure that graduates' skills are aligned 

with today's information technology industry. Apart from that, this dashboard is useful 

to the students to prepare themselves for information technology industry opportunities, 

such as understanding which computing jobs are in highest demand, which 

programming languages are a priority to learn, etc. Moreover, this proposed dashboard 

is useful for IT industry in Malaysia to perform market analysis in order to analyze 

companies or computing jobs that have the potential to grow in the nearest future.  
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1.7  Report Organization 

The details of this report are shown in the following chapters. In Chapter 2, the online 

job recruitment platforms, web scraping and data analysis, and approaches to program 

interactive dashboard are reviewed. The system architecture, use case diagram and 

descriptions and activity diagram are discussed in Chapter 3. Chapter 4 is about the  

system methodology, system requirements, user requirements, non-functional 

requirements, verification plan and the implementation issues and challenges of this 

project. Besides that, the Chapter 5 has discussed about system implementation 

including the web scraping, data cleaning, data analysis and the final deliver dashboard.  

Finally, this report will be concluded with Chapter 6. 
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CHAPTER 2:  LITERATURE REVIEW 

2.0 Introduction 

The purpose of literature review is to review the existing online job recruitment 

platform in Malaysia, to explore and evaluate the existing web scraping and data 

analysis tools and the existing dashboards. In addition, this literature review will list 

out the advantages and disadvantages of the reviewed web scraping tools and 

dashboards.   

 

2.1 Online Job Recruitment Platform in Malaysia 

2.1.1 Jobstreet.com 

One of the online media used by today's society to meet the needs of job vacancy 

information is Jobstreet.com [4]. Jobstreet.com serves as facilitator of matching and 

employment communication between job seekers and companies in Malaysia and other 

Southeast Asian countries [4]. In addition, Jobstreet.com provides job seekers with the 

latest job postings. Each job posting has detailed information such as salary, location, 

job description, company registration number, and other information. This platform 

provides reliable, clear and highly transparent information on job opportunities to job 

seekers. By this, it helps the job seeker to gain confidence to use the platform. Besides, 

job seekers can use the job filters provided by Jobstreet.com to find the right job for 

them. This can be filtered by keywords, location and job specialization as shown in 

Figure 2.1. Job seekers can also submit their resume directly to any company via this 

platform, which indirectly saves the job seekers’s time. In addition, the platform 

provides job seekers with real reviews of companies. The benefit of this feature is that 

it allows job seekers to have a more comprehensive understanding of any company 

before making a better career decision. Therefore, Jobstreet.com is a reputable and 

trusted online job recruitment platform in Malaysia. 

 

However, Jobstreet.com does not provide further data analysis or market analysis that 

would enable the job seekers to better understand the current job market in Malaysia. 

These data analyses or market analyses could also be used as important reference 
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material for the job seekers to be able to find suitable jobs. In addition, job seekers are 

not able to filter details that are not of their interest in this this job searching platform. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.1.2 Indeed.com 

Indeed.com is a reputable online recruitment platform for both job seekers and 

employers in over 60 countries. Indeed.com's job search engine provides job seekers 

with many filtering options, such as finding the right job by company, job location, job 

posting time, job type and salary estimate. In addition, Indeed.com offers a resume 

builder for job seekers. In this way, job seekers can efficiently and easily fill out their 

resumes in prepared templates and send them to the companies. Job seekers can also 

view company reviews, including reviews from current employees, company ratings 

and job happiness, ensuring that the job information provided by Indeed.com is 

transparent and unbiased. To enable employers to reduce the cost of finding the right 

person for the job, Indeed.com offers a candidate management tool. This tool helps 

employers effectively manage their recruitment pipeline. The features include 

screening candidates, grouping candidates by status, and candidate matching. In 

addition, candidate assessment and interview scheduling can all be done on 

Indeed.com. As a result, Indeed.com is well received by both job seekers and 

employers. 

Figure 2.1: Overview of Jobstreet.com 



CHAPTER 2:  LITERATURE REVIEW 

Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    9 
 

Indeed.com claims that 250 million people visit the platform every month, that over 

3,000,000 companies use Indeed for recruitment and that it has 60 million stored 

resumes. All of these statistics are exciting, especially as this allows different fields to 

study and analyze the data and generate different insights. For this study, we focused 

on Indeed’s employee reviews of Fortune 50 companies, with permission from Indeed 

to gather and analyze the data [5]. This paper uses millions of employee reviews on 

Indeed.com as a data source to analyze potential themes related to salient factors of 

employee satisfaction. 

 

In fact, Indeed.com has no intention to share this reliable and huge data to the public. 

Besides, Indeed.com also does not share information on the platform that job seekers 

want to know, such as market analysis, career distribution, average salary, etc. The 

above information could help job seekers better understand their chosen career and 

market demand. However, most online recruitment platforms are not willing to provide 

this valuable information, and Indeed.com is certainly no exception. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 2.2: Overview of Indeed.com 
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2.2 Web Scraping and Data Analysis   

2.2.1 Python Library  

Python can be used for entire processes, including web scraping, data analysis, 

visualization, and so forth [6]. This paper has used Python for web scraping Indeed.com 

(an online job platform) to collect data about the computer science industry including 

job titles, salaries, skill requirements, and other relevant data [6]. In addition, Natural 

Language Processing (NLP) techniques are used to analyze the data. Python is a well-

known high-level programming language, and Python provides variety libraries to 

perform many complex tasks in a simple and efficient way. For example, the authors 

use Python's libraries for web crawling, data analysis, data pre-processing, and data 

visualization. Figure 2.3 below shows an overview of the web scraping and data 

analysis processes using Python. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Referring to Figure 2.3 as for the web scraping, the authors have proposed to use 

Beautiful Soup and lxml from Python's libraries to extract the data from HTML and 

XML files. This is because the main data to be crawled is from web pages, so the 

aforementioned two Python libraries can be used to extract data from the web pages 

effectively. In addition, these two libraries can be used to program a script that only 

scrapes data for a certain target instead of scraping all the data that exists in the web 

page, as this can improve the performance of the web scraping and reduces the scale of 

the scraping data. Later, the scraped data from the web page is exported to a usable 

format such as CSV, XLSX and JSON. 

Figure 2.3: Overview of the process of web scraping and data analysis using Python 
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The exported data requires data cleaning and data processing to reduce data noise (a 

large amount of meaningless information).Regular-Expression Tokenizer, Brown 

Corpus, WordNetLemmatizer and Stopwords are utilized to further process the data, 

which includes the removal of common English words, symbols, and etc. A well-

developed data cleaning and processing can improve the accuracy in data analysis 

models. Different data analysis models can be chosen for different purposes. This paper 

focused on the use of NLP techniques to process and analyze scraped data in a 

meaningful way, especially when the scraped data is a textual or linguistic data . The 

final step is to visualize the results of the data analysis by using charts or histograms 

for better representation and understanding by the user. In this work, it used 

WordCloud, Matplotlib and other libraries provided by Python to visualize the data. 

 

2.2.1.1 Pandas 

Pandas is the Python library that provides integrated, intuitive routines for performing 

common data manipulations and analysis on such data sets [7]. Besides, pandas also a 

tool for working with structured data sets common to statistics, finance, social sciences, 

and many other fields [7]. In particular, pandas is a library often used in data science. 

Table 1 presents information about the more famous libraries for data science from 

GitHub. According to Table 2.1, pandas is used by 693k other repositories in GitHub, 

second only to NumPy. Pandas is also a high-level data structures which pandas‘core 

data structure is the DataFrame and it able to handle heterogeneous tabular data 

structures in a more streamlined way. Moreover, pandas have excellent performance in 

data alignment, missing data statistics, merging, groupby and other data manipulation 

functions. Therefore, pandas is also often used to filter, clean and aggregate data before 

doing further analysis on it. Pandas has many different functions to access diverse data 

sources (CSV, JSON, spreadsheets, database tables, and many more) allow to focus on 

the actual data processing instead of data loading and formatting [8]. Pandas supports 

a total of 14 different file formats, so it allows data scientists or programmers to not 

worry about pandas’ compatibility issues. 
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2.2.1.2 Beautiful Soup 

Beautiful Soup is a Python package based on the foundation of HTML/XML analytics 

engine, used for extracting, analyzing, and editing information in the Document Object 

Model (DOM)   of webpages [9]. Beautiful Soup is very useful and efficient for web 

scraping. This is because it uses a simplified and straightforward approach to allow 

beginners to quickly scrape data on the target's webpages. A simple web scraping 

program can be built using the Beautiful Soup and requests library. For example, Figure 

2.4 shows that it only takes 3 lines of code to scrape data from Shopee webpage. The 

web scraping program in Figure 2.4 uses the get() function to send a GET request to 

the specified URL, and the BeautifulSoup(,) function to parse the returned HTML or 

XML file and store it in a data structure. Since Beautiful Soup extracts information 

from the DOM of a webpage, the content returned in the parsed HTML or XML file 

will contain HTML tags and metadata. As shown in Figure 2.5, the scraped data or 

content is embedded in different HTML tags (red frames indicate HTML tags and 

metadata). Thus, Beautiful Soup can extract single or multiple occurrences of HTML 

tag by using find_all() or find() functions and uses the get_text() function to extract the 

content in that particular HTML tag. Combining the data responses from experimental 

users, using Beautiful Soup for information retrieval achieved an accuracy of nearly 

100% [9]. This also indicates that Beautiful Soup has reliable and accurate scraping 

Table 2.1 Information about libraries from 

GitHub 
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data on the webpage, and it also provides multiple functions to ensure that relevant 

scraping data can be accurately extracted. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 2.4: Scraping data from Shopee using BeautifulSoup and request 

Figure 2.5: The scraped data is embedded in different HTML tags 
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2.2.2 Web Data Extractor 

Web Data Extractor is a powerful and easy-to-use application which helps user 

automatically extract specific information from web pages [10]. This tool allows the 

user to change the web scraping settings according to the user preferences. This feature 

reduces the searching scope of web scraping and increase the rate of obtaining the 

useful scraping data. Users can select any of the data sources provided by the tool, 

including websites, search engines and URL list. Besides, the user can further filter the 

selection of the target website, the search engine to be used and the settings in the URL 

list. The maximum scraping depth for this tool is 100 pages, which is generally 

sufficient to scrape the required data. This tool able to extract different data such as 

URL, domains, Meta Tags, emails, phones, proxies, and so on . The extraction of 

custom data has also been added for increasing the variety of data that can be extracted. 

The tool also has good data processing performance, such as the ability to filter 

duplicate data and user-defined keywords. Figure 2.6 shows the setup for scraping 

computer science internship data. 

 

This tool also has excellent web scraping performance. As shown in Figure 2.7, it is 

found that the tool was able to successfully scrape 85 emails and 338 phone numbers 

in 1 minute from 193 websites related to computer science internships. At the end, the 

scraped data can be exported in CSV or other formats. In summary, Web Data Extractor 

is a tool that can manipulate large data sets and perform well in web scraping. 
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Figure 2.6: Creating a session in Web Data Extractor  

 

Figure 2.7: Web scraping performance of Web Data Extractor 
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2.3 Dashboard 

2.3.1 D3.js 

Data-Driven Documents (D3) is a JavaScript library for manipulating documents based 

on data allowing us to bind arbitrary data to a Document Object Model (DOM) [11]. 

This paper used WEKA for clinical data mining [11]. WEKA is an open-source 

software package that assembles different data mining and model building algorithms. 

However, it was found that WEKA has performed poorly in terms of data visualization. 

For example, the scatter plot of the Plot Matrix in WEKA did not clearly label the data. 

Therefore, have used D3.js to optimize WEKA's shortcomings in visualization and 

design a dashboard for physicians to analyze clinical data [11]. 

 

D3 has a high degree of flexibility and provides many tools for manipulating data. In 

addition, data can be mapped to HTML structures or SVG documents. The SVG format 

can render images of any size without degrading their quality unlike PNG, GIF or JPG 

formats that are able to degrade the image quality for its sizes. In this case, D3 has better 

visualization than other tools. D3 can also be used with CSS to design personalized 

dashboards and jQuery to trigger different event handling. The advantage of D3 is that 

it can support different data formats, including CSV, JSON and GeoJSON. Apart from 

that, D3 is able to perform well in terms of interaction and animation with large data 

sets [11]. In this case, D3 box plots to display data for numerical attributes, bar and pie 

charts to display data for nominal attributes in this dashboard design [11]. As a result, 

the D3 can handle any dashboard design with excellent interactivity. 
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2.3.2 Tableau  

Tableau is a tool that focuses on business intelligence and is also an excellent 

visualization tool [12]. One of the reasons most markets choose this tool for data 

visualization is that Tableau's drag-and-drop functionality allows users to build a 

complete and interactive dashboard. The drag-and-drop feature reduces the time spent 

on creating dashboards and allows users who are without programming background 

able to easily manipulate large datasets in a short period of time. In addition, Tableau 

supports the import and export of different types of formats such as PDF, JSON, CSV, 

etc. and can connect to different types of databases including MySQL, Oracle, etc as 

shown in Figure 2.8. This gives the users the maximum flexibility to determine which 

formats and databases they prefer to connect to, rather than limiting their options. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Besides, Tableau offers 24 different visualization models, including bubble charts, 

maps, heat maps and more as illustrated in Figure 2.9. The above visualization models 

are generally sufficient for large data sets. Users can also select the attributes to be 

visualized from different datasets and create instantly. These actions can be performed 

with the drag and drop function as stated in the earlier paragraph. Tableau also offers 

the user a choice of common data analysis models, such as average line, median with 

95% CI, total, and etc. This function also gives the user an initial insight into the content 

analysis and statistics of the data. One of the most surprising aspects of Tableau is its 

 

Figure 2.8: Options provided by Tableau for the import format and 

the database selection 
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outstanding performance in data manipulation, such as the ability to process and 

visualize hundreds of thousands of pieces of datasets in a second. Therefore , this 

performance is ideal for visualizing the scraped data after web scraping and composing 

a dashboard in a short period of time. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.3.3 Plotly’s Dash   

Plotly’s Dash is a library that empowers data scientists to create interactive web 

applications declaratively in Python [13]. A highly interactive dashboard can be built 

using the Dash framework and the Plotly library. As well, the dashboard is programmed 

using only the pure Python programming language, which reduces the need for 

developers to learn other programming languages and increases development 

efficiency. 

 

Dash is a python framework for building interactive web apps. The biggest benefit of 

using Dash framework to develop dashboards is that developers only need to program 

in Python and do not need to have any knowledge of front-end programming languages 

such as HTML, CSS and JavaScript. The Dash application is made up of a layout 

module and a callback module. The layout's building block refers to the interface of this 

Figure 2.9: Overview of Tableau 
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dashboard. Where Dash provides Dash HTML component and Dash Core component 

to develop a custom dashboard interface. Dash HTML component is used to create and 

design HTML content and elements such as slider, checkboxes, radio button are created 

using Dash Core components. In addition, callbacks are used instead of JavaScript to 

make this dashboard interactive.  

 

Plotly is a Python library to analyze and visualize data [14]. Plotly is very well known 

in the field of data science and is often used to visualize data. Besides, Plotly generates 

attractive and clean charts and allows users to customize any of them. Plotly offers more 

than 40 different charts, so it can visualize different types of data and present them in a 

diverse way. The charts provided include line chart, bar chart, histograms, scatter plot, 

bubble chart, heatmaps etc. Alternatively, developers can use the plotly.express or 

plotly.graph_objects classes to create charts. The plotly.express is usually used to 

generate a chart by changing some of parameters, while graphs that require more 

manipulation and customization are generated using plotly.graph_objects. 
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2.4 Limitation of The Reviewed Tools 

2.4.1 Web Scraping and Data Analysis  

Using a python library like Beautiful Soup for web scraping requires an analysis of the 

target website's architecture and its anti-scraping mechanisms. This is to ensure that a 

well-designed and automated web scraping system is in place. The aim of anti-scraping 

application is to keep the increase in page-loading time to a minimum, without 

compromising on the security [15]. The main anti-scraping mechanisms include 

tracking the frequency of requests from the same IP, Captchas, login access, etc. These 

are the challenges of designing web scraping scripts using python. It is also important 

to ensure that each library used is interoperable and connected. For example, the data 

scraped about the IT industry using Beautiful Soup must ensure that the Random Forest 

Classifier (a machine learning algorithm) is able to use the scraped data to build a 

reliable and accurate salary prediction model in the IT industry. 

 

The most obvious limitation of web scraping tools such as Web Data Extractor Pro is 

unable to scrape data on the websites with sophisticated anti-scraping mechanisms. This 

is because existing web scraping tools are only suitable for use on common websites 

where the defense mechanisms are not that high. Another limitation of these web 

scraping tools is that some attributes cannot be fully scraped, which results in missing 

values and reduces the integrity of the data. Although existing web scraping tools 

provides data processing features, there is still a failure to thoroughly filter some data 

noise. This can cause a reduction in the accuracy of data analysis . 

 

 

 

 

 

 

 

 

 

 



CHAPTER 2:  LITERATURE REVIEW 

Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    21 
 

2.4.2 Dashboard 

A limitation of D3 is that D3 does not provide any prebuilt library for data visualizations 

for users to use. This results in the heavy coding required to create a simple 

visualization. At the same time, it takes more time to develop a dashboard. Besides, the 

use of D3 for dashboards also requires knowledge of other programming languages 

such as HTML, CSS, jQuery, JavaScript etc.[16].  This is to ensure the dashboard to 

have good interactivity and performance. The final limitation of using D3 is that D3's 

performance degrades when dealing with large data sets in gigabytes, whereas 

visualization tools such as Tableau can still perform well [16]. 

The most obvious limitation of visualization tools such as Tableau is the inability to 

design a personalized and highly interactive dashboard. This is because most 

visualization tools only provide simple visualization models. In addition, Tableau does 

not support importing or exporting to SVG format. The advantage of SVG format is  

highly compressible, lightweight and can be rendered at any size without compromising 

its quality . Lastly, Tableau does not support predictive analytics or relational data 

mining [16]. 

 

Plotly's Dash is an easy to program and powerful framework for creating interactive 

web applications, especially dashboards. However, it still has the following limitations. 

Dash has performance limitations which are likely the callbacks in the code itself  [17]. 

Server callback is the important component in Dash for creating an interactive 

dashboard. Dash's interactivity mechanism requires the client to make requests to the 

server, including updating any charts. This make Dash is less efficient than executing 

JavaScript code in the browser. Also, Dash has its limitations with loading the 

visualizations [17]. Moreover, Dash itself has some problems with plotting a large 

amount of plotly.graph_objects  [18]. Lastly, it is difficult for developers to categorize 

and manage the code of Dash applications. All the modules such as the layout of app 

and the callback module, were written in a single PY file. Thus, the project became 

more complex and larger, it resulted in code that looked messy and unmanageable. 
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2.5 Critical Remark 

This section summaries the advantages and disadvantages of the methods and software 

reviewed in sections 2.2 to 2.3. 

 

 

 

 

 

 

 

 

 

  

 Python Library Web Data Extractor 

Strengths 

 

• Python's libraries can be 

applied to web crawling, 

data analysis, data pre-

processing and data 

visualization 

 

• Great data cleaning 

performance 

 

• Allows the user to 

change the web scraping 

settings according to the 

user preferences 

 

• Can select any of the 

data sources for web 

scraping 

 

• Able to extract different 

data 

Weaknesses • Requires a detailed 

analysis of the target 

website's architecture 

and its anti-scraping 

mechanisms 

 

• Must ensure that each 

library used is 

interoperable and 

connected 

 

• Unable to scrape data on 

the websites with 

sophisticated anti-

scraping mechanisms 

 

• Some data cannot be 

fully scraped 

 

• Poor data pre-processing 

performance 

 

Table 2.2: Critical Remark of Python Library and Web Data Extractor 
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 D3.js Tableau Plotly’s Dash 

Strengths • High degree of 

flexibility and 

provides many 

tools for 

manipulating data  

 

• Data can be 

mapped to HTML 

structures or SVG 

documents 

 

• Can handle any 

dashboard design 

with excellent 

interactivity 

 

• No need 

programming 

background 

 

• Provide drag-and-

drop feature to 

develop a dashboard 

 

• Provide simple 

visualization models 

and  data analysis 

models 

 

• Outstanding 

performance in data 

manipulation 

 

• The dashboard is 

programmed using 

only the pure Python 

 

• Dash’s callbacks are 

used instead of 

JavaScript 

 

• Improve development 

efficiency  

 

• A highly interactive 

and  customizable 

dashboard can be 

built 

Weaknesses • Does not provide 

any prebuilt library 

for data 

visualizations 

 

• Heavy coding 

required to create a 

simple 

visualization 

 

• Requires 

knowledge of 

other 

programming 

languages 

 

 

 

• Performance 

degrades when 

• Inability to design a 

personalized and 

highly interactive 

dashboard 

 

• Does not support 

importing or 

exporting to SVG 

format 

 

• Does not support 

predictive analytics 

or relational data 

mining 

 

 

 

• Dash’s callbacks  is 

less efficient than 

executing JavaScript 

code in the browser 

 

• Limitations with 

loading the 

visualizations 

 

• Having  some 

problems with 

plotting a large 

number of charts 

 

• Difficult to categorize 

and manage the code 

of Dash applications 

Table 2.3: Critical Remark of D3.js, Tableau and Plotly’s Dash 
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dealing with large 

data sets in 

gigabytes 
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CHAPTER 3:  SYSTEM DESIGN 

3.1 Overview 

This chapter will explain the flow of the system and each module in the project by 

illustrating different design diagrams such as the system architecture, use case diagram 

and activity diagram. The use case description is a good way to outline the behavior of 

the system from the user’s perspective when responding  to a request, which also helps 

to explain well how users perform certain tasks in the proposed dashboard. 

 

3.2 System Architecture 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1 shows the system architecture of the proposed computing jobs monitoring 

dashboard. The dashboard is the main component of the front-end, which interacts with 

the user. The back-end of the system includes the web application server for launching 

the dashboard, listening and responding to services, all scraped data or information is 

stored in Azure Blob storage, and WayScript is responsible for performing web 

scraping, data cleaning and analysis in an automated manner. 

 

Figure 3.1: System architecture of the proposed computing jobs monitoring 

dashboard 
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The user can access the deployed dashboard by entering the URL of the dashboard in 

any browser. The user’s request will be received by the listening port of the web 

application server, which will launch the dashboard and return the data and user 

interface of the dashboard to the user. The data transmitted between the browser and 

the website will be encrypted via Hypertext Transfer Protocol Secure  (HTTPS) to 

improve the security of the data transmission. 

 

In this project, Heroku (Cloud Platform as a Service) will be used as a web application 

server. This means programmed dashboard will be deployed to this server. The tasks of 

this web application server include managing requests from clients and retrieving 

information from storage. Besides that, the dashboard is designed as sever-side callback 

which any dashboard interaction triggered by the user needs to be done on this server. 

For example, when the user needs to select or filter certain data in the dashboard, an 

event is triggered and request for data filtering to the web app server. This does the 

corresponding action and returns the data or result to the client. Therefore, the client 

and server side always maintain a two-way connection, which is the key to the client's 

request and the server's response to achieve an interactive dashboard. 

 

Apart from that, Azure Blob Storage will store scraped data by the online job 

recruitment platform. In this project, Azure Blob Storage will store two types of data, 

including the raw data that collected and data that has been cleaned and analyzed. The 

cleaned and analyzed data will be the data source of the dashboard. In addition, the data 

in the storage will be overwritten when latest scraped data has uploaded. This is to 

ensure that the data stored in the repository is up to date. 

 

Web scraping, data cleaning and analysis are all done automatically in WayScript. 

Furthermore, above mentioned two modules are programed in python and deployed on 

the WayScript platform. WayScript provides a time trigger service which as a task 

scheduler, and these two modules will be executed automatically according to the time 

set in the time trigger. The web scraping script will be triggered at 1:00 am on the 12th 

and 26th of each month to scrape the required data from JobStreet and Indeed and store 

the results in Azure Blob Storage. Besides that, but the scraped data is also 

automatically stored in storage after WayScript performs data cleaning and analysis. 
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3.3 Use Case Diagram 

Figure 3.2 Use case diagram of the proposed computing jobs monitoring 

dashboard 

Figure 3.2 is a use case diagram that shows the tasks that users can perform on the 

dashboard. 
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3.4 Use Case Description 

 
Table 3.1 Use Case Description for “View About Dashboard” Use Case 

Use Case ID UC001 Use Case Name View About Dashboard 

Primary Actor User 

Brief Description Users can view the dashboard's introduction to more understanding about 

the purpose, services offered and features of the computing jobs 

monitoring dashboard. 

Trigger User clicks on the "About Dashboard" navigation option. 

Precondition User has accessed the dashboard. 

Scenario Name Step Action 

Main Flow 1 User accessed the dashboard. 

2 User clicks on the "About Dashboard" navigation option. 

3 System shows the description of the dashboard. 

4 User clicks the “Close” button. 

5 System closes the “About Dashboard" and navigate to the 

previous page 
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Table 3.2 Use Case Description for “Filtering Data” Use Case 

Use Case ID UC002 Use Case Name Filtering Data 

Primary Actor 
  User 

Brief Description Users can filter certain jobs by selecting different filtering options, such 

as job field, state, and expected salary. The system will display the 

filtered results and regenerate the chart in the "Data Visualization" tab. 

Trigger User clicks on the "Filtering" navigation option. 

Precondition User has accessed the dashboard. 

Scenario Name Step Action 

Main Flow 1 User accessed the dashboard. 

2 User clicks on the "Filtering" navigation option. 

3 System request for input of filtering options such as job field, 

state, and expected salary. 

4 User inputs filter option and clicks the “Submit” button. 

5 System filters the jobs based on the input of filter values. 

6 System displays the filtered results on the “Data Summary” tab, 

including the updated data summary and data tables. 

7 User clicks on the “Data Visualization” tab. 

8 System regenerates the charts based on the filtered results . 

Alternate Flow – 

Cannot Find Any 

Results 

 

5.1 System returns null values after querying the data based on the 

filtering options selected by the user. 

5.2 System prompts a warning message “No results matched your 

filter. Change Filter?” on the “Data Summary” tab. 

5.3 System will not display the contents of the data table.  

5.4 User clicks on the “Data Visualization” tab. 

5.5 System prompts a warning message “No results matched your 

filter. Change Filter?” on the “Data Visualization” tab. 

5.6 System will not display any chart and display “No Results” 

message. 
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Table 3.3 Use Case Description for “View Data Summary” Use Case 

Use Case ID UC003 Use Case Name View Data Summary 

Primary Actor 
  User 

Brief Description Users can view the data summary on the “Data Summary” tab. The 

content of data summary includes the number of companies and jobs, 

last update date of the scraped data and data table. 

Trigger User clicks on the "Data Summary" tab. 

Precondition User has accessed the dashboard. 

Scenario Name Step Action 

Main Flow 1 User accessed the dashboard. 

2 User clicks on the "Data Summary" tab.  

3 System displays the content of data summary. 

4 System perform Sub Flow based on the tasks performed by the 

user. 

Sub Flow –    

Filtering Jobs on 

the Data Table by 

Job Category 

 

4a.1 System request for input to filter jobs by job category. 

4a.2 User selects the job category from the drop-down list. 

4a.3 System validates the input of the job category value. 

4a.4 System queries jobs based on the job category selected by the 

user. 

4a.5 System updates the content of data table. 

Sub Flow –  Sorting 

Jobs on the Data 

Table by Salary 

Range 

 

4b.1 System request for input to sort jobs by salary range. 

4b.2 User select the salary range from the drop-down list. 

4b.3 System validates the input of the salary range value. 

4b.4 System sorts of jobs according to the job salary range selected 

by the user. 

4b.5 System updates the content of data table. 

Sub Flow –  

Download 

Computing Jobs 

Recruitment 

Information on the 

4c.1 User clicks the “Download” button on the data table. 

4c.2 System validates the data on the data table. 

4c.3 System downloads the computing jobs recruitment information 

in csv format. 
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Data Table 

Alternate Flow – 

Cannot Find Any 

Results 

 

4a.4.1 System returns null values after querying the data based on the 

job category selected by the user. 

4a.4.2 System will not display the contents of the data table. 
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Table 3.4 Use Case Description for “View Data Visualization” Use Case 

Use Case ID UC004 Use Case Name View Data Visualization 

Primary Actor 
  User 

Brief Description Users can view different charts on the “Data Visualization” tab. The 

“Data Visualization” page provides 7 different types of charts to 

generate some interesting and new insight about the different aspect of 

job computing market in Malaysia. Besides that, user can further re-

generate charts by filtering job category. 

Trigger User clicks on the "Data Visualization" tab. 

Precondition User has accessed the dashboard. 

Scenario Name Step Action 

Main Flow 1 User accessed the dashboard. 

2 User clicks on the "Data Visualization" tab.  

3 System displays the charts. 

4 System perform Sub Flow based on the tasks performed by the 

user. 

Sub Flow –            

Re-generate the 

Charts by filtering 

job category 

 

4a.1 System request for input to filter jobs by job category. 

4a.2 User selects the job category from the drop-down list. 

4a.3 System validates the input of the job category value. 

4a.4 System queries jobs based on the job category selected by the 

user. 

4a.5 System generates a new chart based on the filtered results. 

 4a.6 System displays the new chart. 

Sub Flow –  

Download the 

Chart 

4b.1 User clicks the “Camera” icon in the upper right corner of 

each chart. 

4b.2 System downloads the chart in png format. 

Alternate Flow – 

Cannot Find Any 

Results 

 

4a.4.1 System returns null values after querying the data based on the 

job category selected by the user. 

4a.4.2 System will not display the chart and prompt “No Results” 

message. 



CHAPTER 3:  SYSTEM DESIGN 

Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    33 
 

Alternate Flow – 

Unable to 

Download the 

Chart 

 

4b.1.1 The system verified that the chart does not exist or that there 

was a problem generating it. 

4b.1.2 System will display error message. 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
  



CHAPTER 3:  SYSTEM DESIGN 

Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    34 
 

3.5 Activity Diagram 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

One of the goals of the project is to create an interactive dashboard. The interactive 

dashboard updates the data or content in the chart based on the filtering options selected 

by the user so that user have a new insight of data. Plotly's Dash was selected for this 

project to program an interactive dashboard. Besides, Plotly's Dash provides callback 

modules to implement interactive dashboards. Figure 3.3 shows the activity diagram of 

the interactive dashboard. The activity diagram is composed of 3 different modules, 

which are the user, the backend which is mainly the logical layer for handling queries 

and the user interface (UI). 

 

 

Figure 3.3 : Activity diagram for the proposed interactive dashboard 



CHAPTER 3:  SYSTEM DESIGN 

Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    35 
 

When the user wants to filter different options to generate charts with new insights, the 

offcanvas (a sidebar component) in the UI is triggered to allow the user to select the 

filtering options. This interactive dashboard provides the user with 3 different filtering 

options to query the data. The filtering options provided include job field, state and 

expected salary to allow the user to query the jobs information they want to know. There 

is also a submit button on the filtering interface for the user to determine the final 

selected filtering option. Once the user has clicked the submit button, the backend will 

query the appropriate data based on the filter options selected by the user. Conversely, 

if the submit button is not clicked, no event will be triggered. 

 

The result of the query is either return the latest filtered data or no data found (null 

value returned). When the final filtered data is returned by the backend, all parameters 

in the callback module are overwritten to update and display the latest charts and data 

tables and display it in the UI. If the returned data is empty, the UI will prompt a 

warning message to inform the user that no data is queried and asks the user to select 

another filter option. In addition, all data tables and charts in the UI display blank data 

when no data is being queried. 
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CHAPTER 4: METHODOLOGY AND TOOLS 

4.1 System Methodology 

The project uses the agile model as the development methodology. The term agile 

stands for 'moving quickly' [19]. The agile model is an innovative software 

development model that allows for frequent changes. Besides, the agile model's 

Software Development Life Cycle (SDLC) takes an iterative approach to deliver the 

final product as illustrated in Figure 4.1. 

 

The SDLC in the agile model can be divided into five different phases including 

planning, analysis, design, implementation, and testing. Any relevant system or user 

requirements are gathered and analyzed during the planning and analysis phase. The 

previous phases are studied for further system design during the design phrase. Once a 

preliminary design is in place, the system needs to be programmed and developed in 

the implementation phase. In addition, the developed system needs to be tested and 

debugged during the testing phase. Once the testing phase is complete, the initial 

version of the product will be delivered and the first cycle of the SDLC will be ended. 

Users will review the initial version of the system and ensure that it meets their 

requirements. Any improvements required in the initial version of the system will be 

documented for reference in the planning and analysis phase of the next round of SDLC. 

Then, the next round of SDLC can then be started to improve the previous product and 

deliver a new version of the system. 

 

Hence, the agile development model takes an iterative approach to building systems 

and increments the functionality of each build. In the end, a final version of the system 

is delivered that meets the needs of the user. 
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4.2 System Requirement    

4.2.1 Hardware Requirements 

 
Table 4.1  Hardware requirements 

 

Hardware 

component 

Specification 

Processor Intel Core i5-8250U CPU (1.60GHz ) 

Memory (RAM) 20 GB RAM 

Disk space                             475 GB SSD 

Display 15-inch Laptop Screen 

Iteration 

Figure 4.1: Agile model 



CHAPTER 4: METHODOLOGY AND TOOLS 

Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    38 
 

4.2.2 Software Requirements 

Table 4.2  Software requirements  

 

4.2.2.1 Development Tool 

4.2.2.1.1 Jupyter Notebook 

 

Jupyter Notebook is an open-source web application that allows users to create and 

share documents containing code, equations, visualizations and text. Over 40 

programming languages are supported, including Python, R and more. 

 

4.2.2.1.2 Visual Studio Code 

 

Visual Studio Code is a lightweight and powerful cross-platform source code editor. In 

addition, it can run on Mac OS X, Windows and Linux. 

 

4.2.2.1.3 Google Colab 

 

Google Colab is a hosted Jupyter notebook service and provides free access to 

GPU/TPU computing resources. Besides that, programmed Colab notebooks can be 

stored on Google Drives. 

 

 

 

  

Software component Specification 

Operating System Windows 10 (64-bit) 

Development Tool Visual Studio Code 

Jupyter Notebook 

Google Colab 

Development Platform Microsoft Azure 

WayScript 

Heroku 
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4.2.2.2 Development Platform 

4.2.2.2.1 Microsoft Azure 

 

Microsoft Azure is a cloud computing service operated by Microsoft. More than 200 

products and cloud services are available on the Azure cloud platform. 

 

4.2.2.2.2 WayScript 

 

WayScript is a rapid scripting environment built for developers. Developers may use 

their preferred programming language to construct and operate apps in cloud, automate 

tasks, create internal tools, and integrate with databases and APIs. 

 
4.2.2.2.3 Heroku 

 

Heroku is a platform that provides users with the ability to rapidly deploy applications. 

It has the benefit of allowing developers to reduce the cost of building and maintaining 

the underlying system. In addition, to adapt the hardware and other resources required 

to the needs of the project. 

 

4.3 User Requirements 

• The dashboard must show all scraped computing job postings. 

• The dashboard must provide variety filtering options such as job field, states 

and expected salary to filter certain jobs. 

• The dashboard must provide different types of chart to illustrate the computing 

jobs market in Malaysia. 

• The dashboard shall allow user to download the computing job postings. 

• The dashboard shall allow user to download the chart. 

• The dashboard shall allow user to further filter the jobs in data table or chart by 

job category. 

• The dashboard shall allow user to further sort the jobs in data table by salary 

range. 
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• The dashboard must show a description of the dashboard, such as purpose, 

services provided and features. 

• The dashboard be synchronized to update the data in “Data Summary” and 

“Data Visualization” tabs to ensure that the data displayed on both sides is the 

same and correct. 

4.4 Non-functional Requirements 

• The user interface of dashboard must load within 5 seconds. 

• The chart or images in dashboard must load within 5 seconds. 

• The service call for the web application must respond within 5 seconds. 

• The scripts of web scraping, data cleaning and analysis must be executed 

automatically at 1:00 am on the 12th and 26th of each month. 

4.5 Verification Plan 

 

4.5.1 Filtering Data 

 

Procedure Number P1 

Method Testing 

Applicable 

Requirements 

The dashboard can update data and charts based on the 

filtering options selected by the user. 

Purpose/Scope To improve the user experience and the robustness and 

accuracy of the query system. 

Item Under Test Filtering Data 

Precautions The backend must successfully download the scraped data 

from Azure Blob Storage. 

Limitations None 

Equipment/Facilities Laptop 

Data recording None 

Acceptance Criteria The system must query the data based on the filtering 

options selected by the user and display accurate data and 

charts in the dashboard. 

 

Procedure 1. The dashboard provides 3 different filtering options, 

including jobs categories, job location and expected salary. 

 

2. Select different combinations of filtering options, which 

include the following 8 combinations： 

 

I. No selection of any 

Table 4.3 Verification Plan for Filtering Data 
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4.5.2 Filtering and Sorting Job Postings in Data Table 

 

II. Select job category 

III. Select job location 

IV. Select expected salary 

V. Select job category and job location 

VI. Select job category and expected salary 

VII. Select job location and expected salary 

VIII. Select all filter options 

 

3. The query system can return the appropriate data 

according to the above 8 combinations of filtering options. 

 

4. The dashboard must update the chart based on the data 

returned by the backend.  

 

5.Conversely, if there are no query results, the dashboard 

must let the user know about it. 

 

Troubleshooting Iterate this procedure 

Post-Test Acitivities None 

Procedure Number P2 

Method Testing 

Applicable 

Requirements 

The job posting in data table can be further filtering and 

sorting. 

Purpose/Scope To increase the interactivity of dashboard by further filter 

and sort job posting in the data table. 

 

Item Under Test Filtering and Sorting Job Postings in Data Table 

Precautions The backend must return at least one record of job posting to 

data table. 

Limitations None 

Equipment/Facilities Laptop 

Data recording None 

Acceptance Criteria The system must filter or sort the data based on the filtering 

or sorting options selected by the user and display accurate 

job posting in data table. 

Procedure 1. The data table can be filtering by job category and sorting 

by the salary range. There have 10 different jobs categories 

for filtering job postings, user can select one filtering option 

in each time. The sequence of job posting to display 

according to the ascending or descending of job salary. 

 

2.There are three criteria will be occurred in this data table: 

Table 4.4 Verification Plan for Filtering and Sorting Job Postings in Data Table 
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4.5.3 Regenerate a New Chart when Further Filtering is Performed 

 

 

I. Filtering by job category first, then perform the 

sorting. 

II. Sorting by job range, then perform the filtering. 

III. Does not perform any actions. 

 

3.The query system can return the appropriate data 

according to the above three criteria. 

 

4. If there are no query results returned, the data table will 

not show any content. 

 

Troubleshooting Iterate this procedure 

Post-Test Acitivities None 

Procedure Number P3 

Method Testing 

Applicable 

Requirements 

The chart can be regenerated when user need to filter by job 

category. 

Purpose/Scope To generate new insights in different perspectives by 

regenerating charts in different job categories. 

Item Under Test Regenerate a New Chart when Further Filtering is 

Performed 

Precautions Initial chart must be generated for further filtering and 

regenerate a new chart. 

Limitations None 

Equipment/Facilities Laptop 

Data recording None 

Acceptance Criteria The system must filter or sort the data based on the filtering 

or sorting options selected by the user and display accurate 

job posting in data table. 

Procedure 1. Some charts provide filtering by job category to 

regenerate a new chart. There have 10 different jobs 

categories for filtering, user can select one filtering option in 

each time. 

 

2.  The query system can return the appropriate data 

according to the filter options selected by user. 

 

3. The backend based on the filtered result to regenerate a 

new chart. 

 

Table 4.5 Verification Plan for Regenerate a New when Further Filtering is Performed 
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4.6 Implementation Issues and Challenges 

Several issues and challenges were encountered while developing this project. The first 

issue is that the data scraped from the online recruitment platform has the problem of 

unbalanced classification. Unbalanced classification means that the distribution of the 

data in the classes is biased or skewed. This poses a challenge to build predictive 

modelling in machine learning and is unable to provide users with more comprehensive 

and reliable data statistics. For example, the data about computer science that scraped 

form JobStreet shows that Kuala Lumpur has 669 job records, but some states such as 

Pahang and Kelantan have less than 20 records. As a result, the data analysis and 

statistics in the preliminary dashboard are biased. 

 

In addition, the proposed dashboard codes look messy and unmanageable at the 

moment. This is because all the code is programmed in one PY file, including the 

interface and logic layers of the dashboard. This is one of the limitations of developing 

dashboards using Dash framework as it is difficult to separate the code into different 

modules. Besides, Dash's official documentation does not give a solution to the 

forementioned problems, thus developers have to find their own solutions. 

 

Another problem encountered when designing and developing the user interface of the 

proposed dashboard is choosing the appropriate chart to display the different types of 

data. For example, bar charts and pie charts are suitable for representing categorical 

data, while histogram and dot plots are used for numeric data. Hence, developing the 

user interface for the dashboard requires much effort and time in order to investigate 

the charts to be used to represent the analyzed data in order to create a better user 

experience.  

 

The anti-crawling mechanism is one of the challenges of this project as it required 

scraping job posting automatically from Jobstreet and Indeed. The cyber law in 

4.  If there are no query results returned, the chart will not be 

displayed and shows “No Results” message. 

 

Troubleshooting Iterate this procedure 

Post-Test Acitivities None 
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Malaysia does not explicitly state the web scraping is illegal, but almost well-

established website has their own anti-crawler mechanism to prevent third party 

stealing their information without authorization. Indeed, has a well and dynamic anti-

crawling mechanism that makes scraping data are challenging in this project. Their anti-

crawling mechanism is changing the html structure of its site or the corresponding class 

IDs time to time, and above process is done automatically and dynamically. This makes 

it necessary to constantly modify the web scraping script according to the changes in 

Indeed's website. 

 

After deploying the dashboard in Heroku, it was found that the response time of the 

dashboard was within 10 seconds, which is not a good performance compared to the 

response time must within 5 seconds that was set in the non-functional requirements. 

There are two reasons cause the longer response time which are the web application 

server and database were placed in different region, and the project uses server-side 

callback for implement the high interaction in dashboard. 

 

Since Heroku is a free platform for deploying dashboards, it only offers a web 

application server option for Europe and the US. However, the Azure Blob Storage is 

set up in the region of Southeast Asia. This makes it necessary for the European or US 

web application server to connect to the blob storage in Southeast Asia in order to 

retrieve the required data when launching the dashboard. As a result, the above process 

takes a little time, but has no significant impact on the overall response time. 

 

The second major factor causing longer response times is that the dashboard uses 

server-side callbacks instead of JavaScript to make the dashboard interactive. Server-

side callbacks are one of the features of the Dash framework, which allows 

programmers to use python programming to implement complex functionality on the 

web. However, the disadvantage is that any event triggered by the user, such as filtering 

data, has to make a request to the web application server. The above mentioned process 

is very time consuming because any calculation has to be done by the server before the 

result can be returned to the user. Another alternative way is to user client-side callback 

like JavaScript which the server will return appropriate script to the client side. All 

calculation will be done by client side, this will reduce the response time. 
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Although Plotly is a comprehensive open-source library for generating charts, a few 

minor faults have been found. For example, the data in the bar chart will not be 

displayed when the user keeps zooming in, so these minor errors are required to 

resolved. 

 

4.7 Timeline 

4.7.1 – Timeline of the FYP1 

                      Weeks 

Progress 
 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 

Program web 

scraping script 

              

Set up Azure Blob 

Storage 

              

Program 

automation web 

scraping and set 

up WayScript 

              

Data cleaning               

Prototype 

interface of 

dashboard 

              

Study Plotly’s 

Dash for building 

a dashboard 

              

Program interface 

of dashboard 

              

Program the logic 

layer of the 

dashboard 

              

Visualize the data 

and shows in 

dashboard 
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System testing 

 

              

Write report               

Complete and 

submit final report 

              

Presentation               

 

 

The first activity planned in the FYP 1 timeline was to program the script for web 

scraping. The next activity is to start learning and setting up Azure Blob Storage. After 

that, the web scraping scripts will be deployed to WayScript. Once the preliminary work 

of automatic data scraping is done, the data cleaning can be started. It is expected to 

take a total of 3 weeks to learn about the development of dashboards using the Dash 

framework. Later, begin the programming of the user interface, logic layer and 

visualization data of the dashboard. This is followed by the FYP 1 report write up being 

conducted in parallel with the system validation. Finally, in the presentation and 

demonstration of the proposed dashboard are conducted between week 13 and 14. 

 

4.7.2 – Timeline of the FYP2 

                       Weeks  

Progress 
 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 

Program web 

scraping script for 

another website 

              

Reprogram the 

data cleaning 

module 

              

Program the logic 

layer of the 

dashboard 

              

Figure 4.2 : Timeline of the FYP1 
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The main tasks to be completed in the starting timeline of FYP 2 include coding the 

web scraping script for Indeed, reprogram the data cleansing module, program the logic 

layer of the dashboard, and refactor code. Then, it is expected to spend a total of 6 

weeks to learn the Named Entity Recognition (NER) and the machine learning to code 

the training model for the data analysis. The training models and all functions in the 

proposed dashboard have to be completed in week 10. Later, the dashboard can be 

deployed for  web   testing. This is followed by the FYP 2 report write up. Finally, the 

FYP 2 presentation and demonstration are to be conducted in between week 13 and 14.  

Refactor code that 

program in FYP1 

              

Study NER and 

Machine Learning 

for data analysis 

              

Program the 

training model 

              

Completed the 

NER and 

classification 

model  

              

Testing final 

analysis result 

              

Finalize all 

function in 

dashboard 

              

Deploy dashboard 

and system testing 

 

              

Write report               

Complete and 

submit final report 

              

Presentation               

Figure 4.3 : Timeline of the FYP2 
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CHAPTER 5: SYSTEM IMPLEMENTATION 

5.1 WayScript 

WayScript is a platform that provides visual programming to help developers to build 

software tools and automate workflows. This project will use WayScript to implement 

a backend that can automatically scrape data from a specified online recruitment 

platform within a certain period of time. Not only that, but the scraped data cleaning 

and analysis also will also be done on this platform. This is for the dashboard can 

provide the latest analytics to job seekers. The project will take a total of about 3 hours 

and 40 minutes to scrape for computer science and Information Technology (IT) data 

on JobStreet and Indeed. The data cleaning and analysis modules will complete all 

processes within 10 minutes. Therefore, WayScript's offer of 100 free hours a month of 

automation services was perfect for this project. 

The following are the steps to WayScript setup: 

 

 

 

 

 

 

 

 

 

 

 

 

 

The WayScript team has launched a new development environment called Liar, which 

offers a flexible and containerized development environment. Futhermore, the 

development environment comes with a variety of convenience tools such as an 

Integrated Development Dnvironment (IDE), cron scheduler and endpoint 

configuration. The latest version of WayScript also provides Liar owners able to invite 

1. Click the “New Lair” button 

2. Create a name for the Liar 

Figure 5.1 : Create Liar in the WayScript 
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other developers to contribute to the project. The first step is to click the “New Liar” 

button and create a name for the Liar as shown in Figure 5.1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

The following steps will be used as an example of deploying web scraping, which is 

the same as the deployment steps for the data cleaning and analysis module. Once Liar 

has been successfully created, the user will navigate to the development environment. 

The user needs to click on the second button named "Develop" in the left sidebar to 

start developing the project. After that, create a new py file named “py 

webScraping_JobStreet.py” and paste the programmed web scraping script into it. 

Figure 5.2 shows the steps mentioned above. 

 

 

 

 

 

 

 

 

 

 

  

Figure 5.2 : Steps to start development 
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Select cron in the "triggers" section, as shown in Figure 5.3. The "Command To Run" 

section requires a properly formatted input (file_type file_name) to ensure that the 

particular file is executed. In this example, "py webScraping_JobStreet.py" is filled in 

the input box. Next, select “custom” to execute the script every time. The project plans 

that this data scraping script will be executed every two weeks. Therefore, insert "0 1 

12,26 * *" in the crontab line. At the end of the setup, select UTC for the time zone 

option. 

 

Figure 5.3 : Configuration of Cron 

Figure 5.4 : Cron schedule expression 
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The command of "0 1 12,26 * *" is the cron schedule expression which means the script 

will be triggered at 1am on the 12th and 26th dates of each month. Figure 5.4 shows 

the meaning of this command. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fill out the code shown in Figure 5.5 in the terminal to automatically generate 

requirements.txt. Requirements.txt will list all the packages required for this project. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.5 : Create requirements.txt 

1. Click the “Deploy” button 

Figure 5.6 : Deploy the script 
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Clicking on the fifth button named "Deploy" on the left sidebar and will navigate to the 

final deployment page. Lastly, click the "Deploy" button as shown in Figure 5.6 to 

deploy the project that needs to be executed automatically to the cloud. 

 

 

5.2 Azure Blob Storage 

Microsoft Azure is a cloud computing platform that offers a variety of cloud services, 

including computing, storage, networking, and analytics. Azure Blob Storage is a cloud 

storage service from Microsoft Azure. It mainly stores unstructured data, including text, 

images or binary data. The data scraped by this project on the target online recruitment 

platform is stored in csv format. Therefore, Azure Blob Storage is well suited as the 

back-end storage data platform for this project. 

The figure below shows the step to setup the Azure Blob Storage: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A storage account needs to be created. For example, the account created here is called 

fypproject. The purpose of creating a storage account is to allow the user to select 

different data stores, including containers, file shares, queues and tables. Figure 5.7 

shows the storage account has been deployed. 

 

 

 

 

 

  

Figure 5.7 : The storage account has been deployed 
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Navigate to the storage account that has been created and search for the data storage in 

the right sidebar and select containers. After that, create a new container to store the 

scraped data. The name of the container created here is webscraping. Figure 5.8 shows 

the steps for creating a new container. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Later, copy key 1 from the access key's page. The purpose of the access key is for the 

data scraping script to access the specified storage account and container to store the 

latest scraped data. Figure 4.10 shows the access key's page. 

 

  

1. Select the containers as the data storage 

2. Create a new container 
3. Give the new container a name 

Figure 5.8 : Create a new container 

Figure 5.9 : Access Key 
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Figure 5.10 shows placing the access key of the storage account in the web scraping 

script. The 140th line of code assigns parameters about the name and access key of the 

storage account to the built-in function of the BlockBlobService. This allows the 

specified Azure storage account to be connected. Then, line 142th line of the code is 

about stores the scraped data in a container named webscraping and the uploaded file 

name is jobStreet_Computer_Science.csv. While Figure 5.11 shows that the latest 

scraped data is uploaded to Azure Blob Storage. 

 

 

 

 

 

 

 

 

 

  

Figure 5.10: Placing the access key in the web scraping 

script 

Figure 5.11 : The scraped data stored in “webscraping” blob 

storage 
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5.3 Web Scraping  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.12 shows the flowchart of the web scraping. This project on the focus is to 

scrap JobStreet and Indeed data on computer science and IT. 

 

The entire web scraping program requires to import Beautifulsoup and request library. 

First of all, assign the link of the website that needs to be scraped to the “get” method 

of the request library. The get method will return a response object. Later, the html 

content in the response object is parsed as text to facilitate querying the targeted data. 

This project focuses on scraping 8 different types of data which include job title, 

company, location, salary, job requirements, qualifications, years of relevant job 

experience and application link. The data to be scraped above are embedded with the 

corresponding class IDs and HTML tags. Therefore, the web scraping program is 

required to query the class id and HTML tag of the data and store the targeted data into 

the corresponding variable. Then, the 8 different variables will be appended to a list 

which mean that the information of a job posting was successfully stored in the list. 

After that, the program will start querying the next page’s URL. 

Figure 5.12 : The flowchart of the web scraping 
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Next, the program will check if the 100th page is scraped. This project only scrapes the 

first 100 pages of JobStreet, because the information on the job posting after 100 pages 

are incomplete and outdated. If the program has not scraped 100 pages of job posting 

yet, it will start querying the next page’s URL and assign it back to the get method of 

the request library to scrape the next page of data. However, the web scaping process 

only will be terminated if the URL of the next page is not found in Indeed. This means 

that the Indeed's web scraping script has no restrictions for scraping pages. 

 

The scraped data stored in the list is converted into a DataFrame when the program has 

completed the process of scraping the data. As the final format to be stored is csv, the 

DataFrame is converted to csv format and uploaded to Azure Blob Storage. 

 

 

5.4 Data Cleaning 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

The scraped data was obtained from two different online job recruitment platforms. 

Therefore, data cleaning enables the standardization of scraped data, including the data 

type and the format in which the data is presented. Data cleaning is also responsible for 

filtering out noisy or invalid data in order to produce more accurate information during 

data analysis. 

 

Figure 5.13 shows the process of data cleaning. The first step in data cleaning is to drop 

the null values. The records will be dropped while has null values for job title, location, 

salary and job requirements. In addition, the salary attribute in the record does not 

Figure 5.13 : The process of the data cleaning 
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appear in "RM" as the currency unit will be removed, which is to ensure that the data 

scraped is in Malaysia. Since the salary in JobStreet has a lower and upper range, the 

data cleaning process will split this salary data format into two separate attributes. Also, 

convert the data type of salary and years of experience from character to float. 

 

The final data cleaning is according to the job location to classify to different state. The 

backend has a total 3891 records about different location and its state to classify the job 

location attribute in scraped data. The purpose to classify the location to different state 

is because the state as a filter options in dashboard. Besides that, the program will sort 

and group the references data and the job location data by the first letter of the alphabet. 

For example, “C” is the first letter of Cyberjaya, so the searching algorithm only search 

the reference group that first letter is “C”. This proposed search method will improve 

the efficiency of classifying the job location into different states instead of searching 

sequentially. 
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5.5 Data Analysis 

There are two parts of this project that needed further analysis to generate meaningful 

insights. The first is to categorize all the job postings into 10 different computing jobs 

categorizes so that users could search for the job postings they are interested in by jobs 

categorizes on the dashboard. Furthermore, the program needs to identify the 

Information and Communications Technology (ICT) skills mentioned in each job 

description to analysis the ICT skills needed by the job seeker for the specific job. The 

classification of computing job will implement the machine learning. Since identifying 

ICT skills in job description texts is a natural language processing, the Named-Entity 

Recognition ( NER ) techniques will be implemented in this project . 

5.5.1 Multiclass Classification 

5.5.1.1 Pre-Processing 

 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

Figure 5.14 shows the preprocessing of the training model. There are two attributes in 

the training data, including the job title and its computing job category. The job 

category including manager, information systems engineer, developer/programmer, IT 

analyst, IT support, internship/trainee, others, IT quality control/asurance, IT architect, 

IT educator. 

 

Figure 5.14 : The preprocessing of the training model 
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The first step of the preprocessing is the text cleaning of the job title, which includes 

filtering symbols, numbers, and lowercase letters. This is because text cleaning is very 

helpful to improve the accuracy of the training model. Since the training model cannot 

directly classify job titles in string format, it is necessary to map 10 different computer 

job categories as integers from 0 to 9, such as ''0'' for managers and ''9'' for IT educators. 

Besides that, the data will be divided into 80% for training and 20% for testing. 

 

The training data has severe data imbalance, such as the manager sample has 1803 

records, while the IT educator has only 43 records. Therefore, the class_weight function 

is used to solve the data imbalance problem. Classes with fewer records will be assigned 

more weight, which means the training model must focus more on these classes. Figure 

5.15 shows the weights for each class, such as label 9 indicates that the IT Educator 

class received a weight of 11.45. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Figure 5.15 : The weights for each class 
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5.5.1.2 Training Model 

 

This project will use different training models and compare the accuracy of their results 

on predictive testing and evaluation datasets. The training model include Logistic 

Regression [20], Naïve Bayes Classifier [21], XGBoost [23] and Support Vector 

Machines (SVM) [25] algorithms. In addition, a total of 5153 training data were used 

to for training using the models mentioned above. 

 

The following is the overview of each training model: 

 

5.5.1.2.1 Logistic Regression 

A multi-class Logistic Regression method is proposed to transform the multi-

classification problem into a binary classification problem [20]. Multi-class Logistic 

Regression method is proposed to identify all kinds of faults accurately [20]. 

 

5.5.1.2.2 Naïve Bayes Classifier 

A Naïve Bayes classifier is a simple probabilistic based method, which can predict the 

class membership probabilities [21]. Naïve Bayes classifier can easily handle missing 

attribute values by simply omitting the corresponding probabilities for those attributes 

when calculating the likelihood of membership for each class [22]. 

 

5.5.1.2.3 XGBoost 

XGBoost is an ensemble machine learning system combining a series of decision trees 

of which each learns from the prior one and influences the next one [23]. It improves 

the traditional gradient boosting decision tree (GBDT) algorithm with respect to 

computing speed, generalization performance, and scalability [24].  

 

5.5.1.2.4 Support Vector Machines (SVM) 

SVMs are classification prediction tools that use Machine Learning theory as a 

principled and very robust method to maximize predictive accuracy for detection and 

classification [25]. SVM classification is based on the idea of decision hyperplanes that 

determine decision boundaries in input space or high dimensional feature space [25]. 
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Grid search will be used for all training models to tune the accuracy of the model. The 

grid search loops over all the candidate hyperparameters and returns the best 

performing hyperparameters for the model. Table 5.1 shows the description of each 

candidate hyperparameter. Table 5.2 shows the hyperparameters used and final 

accuracy of each training model in the test data, with Logistic Regression achieves the 

highest accuracy as compared to other mentioned models. 

 

While Figure 5.16 shows the hyperparameters returned by the grid search for the 

logistic regression model. Moreover, Figure 5.17 shows that the accuracy of Logistic 

Regression is 0.989 after using the hyperparameters returned by the grid search, while 

the accuracy of the original model is only 0.945. 

 

 

Hyperparameter Description 

C value C value  is the inverse of regularization strength. The larger 

value of C specify lower regularization, which means that the 

algorithm of the training model is more prone to overfit. 

 

Alpha Alpha is a vector weights of training instances. The higher 

value of alpha, which means the training instance are more 

importance for the model. 

 

Penalty L1 and L2 will be candidate hyperparameter in the 

penalization. The penalty is to deduce the weights or 

coefficients of unimportant variables. This is to ensure that the 

training model is not complicated and solve the overfitting 

problem, which is also the method of regularization. 

 

L1: The regularization method called Lasso Regression,    

        penalizes the total of the weights' absolute values. 

L2: The regularization method called Ridge Regression,         

        penalizes the sum of squares of the weights. 

 

Solver The solver is to find the weight of parameter that minimize the 

cost function. There has 3 solvers have been proposed, 

including newton-cg, lbfgs and liblinear. 

 

newton-cg: This is the newton method which implement the  

                    Hessian matrix. 

          lbfgs: Limited memory Broyden Fletcher Goldfarb  

                    Shanno (lbfgs), which uses the gradient              

                    evaluations to approximate the second derivative      

                    matrix updates. 

Table 5.1 The Description of Each Hyperparameter 
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liblinear: Library for Large Linear Classification  

                    (liblinear), which implement the coordinate  

                    decent algorithm. 

 

vect_ngram_range The ngram will extract the words in the data based on the lower 

bound and the boundary of the n-value range. For example, 

ngram_range(1,1) means unigrams. 

 

tfidf__use_idf Inverse Document Frequency (IDF) is used to identify the 

common words in the data, minimizing the weight of 

frequently occurring words such as "of", "as", and "the". 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Model Name Hyperparameter Accuracy 

Logistic Regression c : 1000.0 

penalty: l1 

clf_slover: liblinear 

vect_ngram_range: (1,1) 

tfidf_use_idf: True 

0.989 

Naïve Bayes Classifier alpha: 0.01 

vect_ngram_range: (1,2) 

tfidf_use_idf: False 

0.872 

XGBoost alpha: 0.01 

vect_ngram_range: (1,1) 

tfidf_use_idf: False 

0.966 

Support Vector Machines 

(SVM) 

alpha: 0.001 

clf_penalty: l2 

clf_slover: liblinear 

vect_ngram_range: (1,1) 

tfidf_use_idf: False 

0.982 

Table 5.2 The Hyperparameter used and Accuracy of Each Training Model 
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Figure 5.17 : The accuracy of  Logistic Regression 

 
Figure 5.16 : Grid search returns well-performed hyperparameters  
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5.5.1.3 Evaluation 

In the final stage, the accuracy of all training models in the evaluation data will be 

compared. The evaluation data has a total of 666 different jobs and is a completely new 

data to test the accuracy of the training models to detect whether the training models 

will be overfitted and underfitted. Figure 5.18 shows the accuracy of each training 

model in the evaluation data. The accuracy of Logistic Regression is 0.985, which is 

the best performance among all training models. 

 

There are several reasons why Logistic Regression has the best performance compared 

to other above mentioned models. First, Logistic Regression is less prone to overfitting 

when training low-dimensional datasets. Low-dimensional datasets are specified by a 

small number of classes in the data. For example, the training data in this model has 

only 10 computing jobs categories for job classification. In addition, the penalized 

hyperparameters mentioned above also can avoid overfitting. Logistic Regression 

allows the training model to be easily updated where the classification of unknown data 

is performed fast.  

 

Therefore, in this work, Logistic Regression will be used as a model for multiclass 

classification. 
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Figure 5.18 : The accuracy of each training model in the evaluation data 
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5.5.2 Named-Entity Recognition (NER) 

Named Entity Recognition (NER) is one of the fundamental tasks in Natural Language 

Processing (NLP) [26]. The main goal of NER is to process the unstructured text and 

classify it into relevant entities such as people, organizations, currencies, etc. For 

example, UTAR is classified as an organization rather than people or other entity. The 

NER model is trained in supervised machine learning approach and is trained on an 

annotated dataset. At the end, a trained statistical NER model will be delivered to 

predict and assign the exact entity to any unannotated datasets. The spaCy is an open-

source software library for advanced natural language processing and will used to train 

a custom entity recognition model to identify all ICT skills. 

 

5.5.2.1 Pre-Processing 

The source of the training dataset is from Kaggle and the dataset named ""StackSample: 

10% Stack Overflow quizzes"", which contains 10% questions and answers from the 

Stack Overflow website. The "Question.csv" will be selected as the training data from 

this dataset, which has 1.3 million data. The “Title” attribute of the training data has 

listed different ICT skills, which very appropriate for training this NER model. 

After data cleaning, a total of 46,508 records were used as the final training data, with 

20% of the data used for testing and the rest for training. Then, the ICT skills of each 

record were annotated using the Matcher() function. The following is the annotation 

format that all records should follow: 

(data, {“entities”:[(initial position of the entity, end position of the entity, entity 

name)]}) 

Figure 5.19 shows an example of such a data annotation. 

 

 

 

 

 

 

 

 

 

 

Figure 5.19 : Data annotation 
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5.5.2.2 Training NER Model 

The latest version of spaCy provides developers to train the NER models through the 

spaCy command line interface (CLI) rather than program complex module for training. 

Developers simply provide the CLI with a configuration file, training data and a test 

dataset to start training the model. It improves training efficiency and reduces 

development costs.  

 

There are several parameter’s values were changed in the configuration file to fine tune 

the hyperparameter, including dropout, learning rate and the evaluation’s frequency. 

The dropout was set to 0.2 to discard a portion of the neural network units which can 

reduces overfitting. In this [27] it mentioned that, using smaller dropout value of 0.2 is 

a good starting point to build a training model [27]. In addition, in this work, the NER 

model has a learning rate of 0.001 and the default optimizer used is Adam optimizer. 

According to [28], the Adam optimizer with learning rates of  0.001 performed well in 

observing the relationship between training time and model size for multiple learning 

rates [28]. Moreover, the learning rate is one of the key hyperparameters to determines 

whether the neural network will converge to a global minimum. Furthermore, 

developers shall adjust the desired evaluation frequency for viewing the evaluation 

results earlier or later. The evaluation frequency is  set to 128 which specifies the CLI 

should display the evaluation’s result every 128 steps , as shown by the "#" attribute in 

Figure 5.20. 

 

The spaCy will keep training the NER model until the loss is minimized and have a 

high accuracy. As shown in Figure 5.20, the loss of the training model is decreasing at 

each epoch, which is a good sign that the model is learning from the data. 

 

Precision, recall and f-score were used as evaluation measures. The precision reflects 

the ability of the model to identify negative samples, while recall is to identify the 

positive samples [29]. The f1-score is the combination of the precision and recall. The 

higher the f-score, the more robust the model is [29]. .Figure 5.21 shows the results of 

this trained NER model on the testing data with a precision of 99.82, a recall of 99.83, 

and an f1-score of 99.82. 
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Note: 

1) E : Epoch 

2) # : Steps in the training model 

3) LOSS TOK2VEC: The loss values for the token-to-vector 

4) LOSS NER: The loss values for the named entity recognition 

5) ENTS_F: F1-Score 

6) ENTS_P: Precision 

7) ENTS_R: Recall 

8) SCORE: The overall source of the pipeline 

 

 

Figure 5.20 : NER training pipeline 
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5.5.2.3 Evaluation of the NER Model 

A total of 3000 newly records in evaluation data were used to evaluate the NER training 

model. The evaluations results of the model was also satisfactory, with Figure 5.22 

showing a precision of 97.85, a recall of 98.85, and an f1-score of 98.35. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 5.21 : The precision, recall and f1-score of the NER model 

Figure 5.22 : The precision, recall and f1-score of the NER model in the evaluation data 
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5.6 Dashboard 

5.6.1 Overview of Dashboard 

The dashboard for this project was built from the Dash framework and utilizes Plotly 

to visualize the data. Figure 5.23 and Figure 5.24 show the user interface of the 

dashboard. The entire user interface of dashboard consists of 3 components, which are 

the navigation bar, the data summary, and the data visualization. The analysis of the 

data is distinguished by two tabs for data summary and data visualization, which are 

designed for users to have different viewpoint to analyze the data. The navigation bar 

has provided a modal called “About Dashboard” and settings. Figure 5.25 shows the 

modal named “About Dashboard”, which is designed to provide the user with more 

information based on a description of the purpose and function of the dashboard. In 

addition, the settings are to allow the user to select multiple filtering options to analyze 

the interested data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 5.23 : Overview of the dashboard (1) 
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Figure 5.24 : Overview of the dashboard (2) 
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Figure 5.25 : The modal named About Dashboard 
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5.6.2 Data Summary in the Dashboard 

The user interface of the data summary can be referred to Figure 5.23. The data 

summary is to enable the user to understand the data in a superficial way. The data 

summary includes the number of companies on the market, the number of jobs offered, 

and the date of the data was scraped. In addition, the data table is also provided in the 

data summary. The data table gives the user a more intuitive view of the information 

they want to know. Furthermore, the data table provides only five attributes that most 

job seekers are interested to know, including job title, company, location, salary and 

application link. The data table also provides users with the ability to filter and sort in 

order to view jobs of interest. The jobs in the data table can be further filtered by 10 

different computing job categories. Apart from this, the sorting of the job details 

displayed in the data table can be sorted by salary range, such as high to low salary or 

low to high salary to view job information. Figure 5.26 shows that the user can 

download data from the data table. Finally, all the statistical data in the data summary 

and the data in the data table will change according to the filtering options selected by 

the user in the settings. 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Figure 5.26 : Download data from the data table 
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5.6.3  Data Visualization in the Dashboard  

Figure 5.24 also shows the user interface of the data visualization. Data visualization 

means using graphs such as bar charts, pie charts or maps etc. to present the data. The 

benefit of data visualization is that it is easier for users to identify strongly relevant 

parameters visually and graphically. The final dashboard will use 7 different charts to 

show the analyzed data and other valuable and meaningful information. These 7 

different charts are choropleth maps, pie chart, bar chart, WordCloud, funnel chart, tree 

map and bubble chart. Each chart is carefully selected before being applied to ensure 

that the chart fits certain data and conveys information to the user in an intuitive and 

understandable way. Besides that, these charts will be regenerated based on information 

of interest to the user and can be downloaded. 

 

5.6.3.1  Choropleth Map - Job Opportunities in Malaysia 

The choropleth map is a map with areas filled in with colors to show its density and 

other statistical measures, and the map will be applied to show the job opportunities in 

Malaysia. The dashboard’s backend will calculate the number of computing jobs 

available in each state to generate a choropleth map. The states shown on the map with 

brighter colors mean that more jobs are available in that area. Conversely, those areas 

filled with darker colors mean that only few jobs are available. hus, the statistics on the 

map can be clearly defined by the color range. When the user hovers over a specific 

state, the name of the state, the number of jobs available, and the minimum and 

maximum wages are displayed. The figure below shows the choropleth map. 

 

 

 

 

 

 

 

 

 

  Figure 5.27 : Choropleth Map 
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5.6.3.2 Pie Chart- Computing Jobs Market 

Figure 5.28 shows a pie chart of the computer jobs market. The pie chart is divided into 

10 different computing jobs categories by percentage share in the market. The job 

categories are all included manager, information systems engineer, 

developer/programmer, IT analyst, IT support, internship/trainee, others, IT quality 

control/asurance, IT architect, IT educator. Hovering over a particular portion of the pie 

chart will display the job categories and the total number of available jobs. Users can 

learn more about current market trends for each computer job category, including which 

types of computing jobs are in high demand. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 5.28 : Pie Chart 
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5.6.3.3 Bar Chart and WordCloud – ICT Skills 

This dashboard will provide two different data visualizations to present ICT skills in 

demand in the market, which are bar chart and WordCloud. Bar chart can display 

relative numbers or ratios for multiple categories, so that users can get a good overview 

of that frequency distribution. Therefore, bar chart is a good choice for presenting 

multiple types of ICT skills. Furthermore, users able to scroll the horizontal axis of the 

bar chart when there are too many ICT skills required to plot. WordCloud is another 

way of presenting frequency distributions, using a collection of words to form a picture. 

In WordCloud, a large font size for an ICT skill means that the skill appears frequently, 

which allows users to quickly understand which ICT skills are important. Users can 

also view the ICT skills required for different job categories by selecting the filtering 

options provided. Thus, both bar chart and WordCloud will update the data 

simultaneously. Besides that, the number of ICT skills queried in the backend is also 

displayed in the upper right corner of the chart. Figures 5.29 and 5.30 show the ICT 

skills displayed by bar chart and WordCloud, respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  Figure 5.30 : WordCloud 

Figure 5.29 : Bar Chart 
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5.6.3.4 Funnel Chart – Computing Job’s Qualification 

Figure 5.31 shows the funnel chart for the qualification of each computing jobs. The 

funnel chart’s characteristic is hierarchical arrangement of the categories of interest 

from highest to lowest frequencies, which will eventually form a funnel shape. This 

characteristic gives the chart a clear frequency distribution, allowing users to quickly 

understand what level of education a job seeker needs to land a specific job in the 

market. The education level and the number of jobs requiring that level of education be 

displayed when the user hovers over the funnel chart. Apart from that, the funnel chart 

can be regenerated when the user needs further information about the level of education 

required for each job category. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 5.31 : Funnel Chart 
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5.6.3.5 Tree Map – Years of Experience Required in Each Computing Jobs 

Category 

The tree map’s characteristic is the data is represented as rectangle, the branches and 

sub-branches of the data are displayed. Furthermore, the area of the rectangles in the 

tree diagram is proportional to the number of each category. In this project, the tree 

diagram shows the years of experience for each computing jobs categories, as shown 

in Figure 5.32. When the area of rectangles for showing certain of years of experience 

is large, it means that there are more jobs available for that job category for those years 

of experience. Figure 5.33 shows that when the user clicks on the corresponding job 

category, the image expands to show more data. As with the other charts, the user can 

hover over the funnel chart to view the number of jobs available in each job category 

or years of experience. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 5.32 : Tree Map 
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Figure 5.33 : Expand the Tree Map 
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5.6.3.6 Bubble Chart – Year of Experience vs Median Salary 

Figure 5.34 shows the relationship between years of experience and median salary using 

a bubble chart. The main purpose of this chart is to determine whether years of 

experience have a positive effect on salary, since the common perception is that salary 

increases with years of experience. When the area of the bubble is large, it means that 

a high salary is offered for the corresponding number of years of experience. Years of 

experience, median salary and the number of computing jobs offered in that experience 

will be displayed when hovering over a bubble. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 5.34 : Bubble Chart 
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5.6.4 Filtering in the Dashboard 

As shown in Figure 5.35, the settings provide a number of filter options to the user, 

including job field, states and expected salary. The backend will query the appropriate 

data and update the data in the dashboard through multiple filtering options selected by 

the user. In addition, the system must also ensure that the data in both tabs of the data 

summary and data visualization must be updated simultaneously. If the backend cannot 

find any data based on the filtering options selected by the user, then an alert message 

is prompted to the user informing that no results were returned. Besides, all data and 

graphs are displayed blank. Figure 5.36 shows the dashboard interface appears an alert 

message when the backend does not query any corresponding data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.35 : Settings in dashboard 

Figure 5.36 : Alert message 
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Figure 5.37 shows the filtering module for the dashboard, using callbacks provided by 

the Dash framework to filter and update the data on the dashboard. 835 to 840 lines of 

code are used to define which html components will be used for the callbacks, as well 

as to define the output, input, and state of the callbacks. The state that allows additional 

values to be passed without triggering the callback. The input of this callback is the 

submit button that need user to click it for triggering the filter module. Besides that, the 

output is return the filtered result in JSON format and stored it to user’s browser. The 

reason for storing it the in the browser is to ensure that both the "Data Summary" and 

"Data Visualization" pages have the same data as a reference so that the data on each 

page can be synchronized and updated. 

 

The code on lines 843 to 850 is the function named value_job_categories. It is 

responsible for returning data on the computer science or IT that the user has chosen to 

view. The code on line 858 will use this function and assign it to a parameter named 

jobCopy. Furthermore, line 852 code will detect if the submit button has been clicked. 

If it is not clicked, then it will raise dash.exeptions.PreventUpdate and not perform any 

data updates. 

 

When the callback detects that the submit button has been clicked, lines 858 to 872 

codes will be executed. Its main purpose is to filter the data by executing the filter 

option selected by the user. Eventually, the final filtered data will be parsed DataFrame 

to dictionary and returned it to a HTML component with the ID “update-dataframe”. 

Also, an error handling added to lines 874 to 876 codes so that this callback will not 

perform any updates when an error occurs. 

  



CHAPTER 5: SYSTEM IMPLEMENTATION 

Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    83 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.37 : The code for filtering data in dashboard 
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CHAPTER 6: CONCLSION  

6.1 Project Review  

Web Scraping is one of the methods that many companies will use to collect the 

required data and further analyze it into useful information. Currently, there is no 

platform or software on the market to analyze the computing jobs market in Malaysia 

in real time. Although systems or platforms with similar functionality may exist, they 

are used internally and not shared with the public due to the high value of the data being 

analyzed. The value of analyzing computing job postings is also mentioned in the 

contribution section in Chapter 1, such as the ICT skills required in the market or 

choosing the suitable computing job with their respective qualifications. Certainly, the 

beneficiary group of this project is large, including students, programmers, educational 

institutions or market analysts. 

 

Therefore, this project will display analyzed job postings on a dashboard that will be 

shared to the public for free, and users can browse on the Internet at any time. Most 

importantly, users can get real-time analysis of computing jobs market in Malaysia 

without having to spend more time for browsing job postings on online job recruitment 

platforms to get the analysis. 

 

Apart from that, all the objectives mentioned in Chapter 1 have been achieved. The 

dashboard provides users with different filtering options to further select job postings 

of interest, such as filtering data by job field, computing jobs categories, states, and 

expected salary. Not only that, but the filters provided also increases the interactivity 

of the dashboard with the user. The user is able to autonomous select the information 

to be viewed to generate quick and multiple insights. At the same time, the system's 

backend will automatically collect the data needed from the target site to ensure that all 

data is up to date. 
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6.2 Novelties 

The novelty of this project is mainly in the web scraping and data analysis process. 

During the planning stage of development, various software or platforms were tried to 

scrape data from the online job recruitment platform, but most of them did not perform 

as well as expected. The main problems were unable to scrape the specified data 

accurately and unstable performance. Besides that, some web scraping software does 

not provide task scheduling, which means that the systems cannot automatically 

scraping data at a given time, which is unfulfilled the requirements of the project. 

 

Therefore, this project is to program a custom web scraping to scrape the real time job 

posting form different targeted website such as JobStreet and Indeed to build the 

proposed dashboard. The advantage of this approach is that developer can 

autonomously decide which data to scrape and keep optimize the code and performance 

of the web scraping script. The programmed web scraping scripts will be deployed to 

WayScript to execute automatically and store the latest scraped data in a database. 

 

Furthermore, the project implemented machine learning and NER in the data analysis 

part. The main task of machine learning was to classify job postings into 10 different 

computing jobs categories by job title. Logistic regression was chosen as the 

classification technique because it achieved highest accuracy as compared to other 

machine learning techniques used. NER was used to extract ICT skills from the 

descriptive text of the job requirements. This project is not interested in the details of 

each job requirement, but in the listed ICT skills. The extracted ICT skills will be used 

to analyze which ICT skills are in high demand in the market. 

 

In this project, there is no development cost for both front-end and back-end 

development. The proposed dashboard is deployed in Heroku for free and there is no 

charge for Azure Blob storage if the storage is small. Apart from that, WayScript offers 

100 hours of free runtime per month, which is sufficient for web scraping. Therefore, 

the project can continue to run and serve users without any other costs. 
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6.3 Future Work 

There are many improvements that could be made, including scraping other online job 

recruitment platforms, not just JobStreet and Indeed. This improvement could provide 

users with more job posting on the dashboard. Another benefit is that the data imbalance 

can be effectively addressed by providing comprehensive training data for classification 

and NER models to improve accuracy. 

 

Error handling can be added to the web scraping script so that appropriate actions can 

be taken in case of any errors occurs. This is because any possible error can occur during 

web scraping that causes it to not perform properly, such as website updates anti web 

scraping mechanism, server failure, and etc. At this point, error handling in the script 

can notify the administrator or developer of the error and make changes or concerns 

about it. 

 

Finally, improvement on the file structure in dashboard development is required instead 

of writing all the code in one PY file. This makes it challenging for developers perform 

maintenance as the whole program code looks messy. Therefore, the file structure must 

be hierarchical, and code or modules for different purposes must be developed in 

different files. 
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The accuracy of classify the computing jobs by using word similarity is poor. 

Therefore, more times needed to study and learn other methods for multiclass 

classification. 
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• Keep improving the accuracy of the NER model. 
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Training the NER model is time consuming, taking almost two hours to complete 

the process. Even when running this process with Goggle Colab’s GPU, there was 

no significant reduction in training time. 
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Training the NER model is time consuming, so it requires me to make sure that 
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• Keep improving the accuracy of the training model. 
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• The initial training models for each method perform well, but still require 
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• Start programming the user interface of the dashboard 

• Start plotting different charts and applying them to the dashboard 

• Study Heroku's documentation to deploy the dashboard 
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jobs. 
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other. 
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