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ABSTRACT 

Throughout the years, hematology, which is the study of blood and its disorders, has played a 

big part in the health sector of Malaysia. Various diseases which could not be diagnosed 

physically could be overcame through analyzing blood samples of patients with the help of a 

microscope. However, the process was time-consuming and tedious as huge amounts of blood 

samples were needed to be manually checked by experts to achieve results which might not be 

clearly accurate due to human errors. The advancement of Artificial Intelligence (AI) has 

introduced complex methods such as deep learning that would automate the classification of 

blood cells in a fast and accurate manner 

Thus, the study of White Blood Cells (WBCs) classification using deep learning techniques 

is proposed in this research. The sole objective of the continuation of this project II is to define 

an efficient WBC classification model from scratch. The motivation was gotten from the 

literature review section where various researchers developed their own methods manually 

through experimenting such as ensemble methods, learning algorithms, combined 

methodologies, etc. Therefore, two ResNet models, ResNet-18 and ResNet-50 were built from 

scratch as the building blocks were studied and coded into the whole architecture which will 

run through several experiments of different configurations (batch size, learning rate, pooling 

layer, number of classes and number of dense layers). The learning rate was fine-tuned using 

the Tuner library from Keras to find the optimal value that generates a well-established model. 

As a result, the finalized model which consists of batch size of 16, learning rate of 0.0009, 

global pooling layer, 4 number of classes dropped to 3 number of classes and 3 dense layers 

achieved a testing accuracy of approximately 63% and validation accuracy of 99%. 
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Chapter 1: Introduction 

1.1 Problem Statement and Motivation 

 Blood cell classification tasks especially White Blood Cells (WBC) are critical in the 

analysis of blood samples. Traditional techniques which include specialists taking precious 

time to visualize each WBC from their shape, size, type, and cell count through the lens of a 

microscope is tedious as a great amount of time and effort is needed [1]. The results may also 

be inaccurate too due to human errors and exhaustion from over-analyzing numerous samples. 

Besides that, different researchers will have their own point of view on classifying WBC into 

their subcategories. Hence, the results may differ. This is not the ideal scenario as doctors often 

use these data as deciding factors for type and severity of a certain disease [2]. Furthermore, 

by being able to maintain the consistency of this task, various diseases could be diagnosed 

beforehand to avoid complications. Abnormalities in cell shape, texture, size, and count that 

are seen in the blood may provide significant results of a personôs health condition or a new 

discovery of a reoccurring diseases that was hidden from plain sight.  

 The adaptation of AI such as image processing and deep learning methods will benefit the 

medical field as time-consuming, and error prone tasks would be automated by machines to 

reduce overall time and effort needed yet obtaining remarkably good results in a short period. 

Thus, the delivery of fast results may save the life of patients or even mankind from a deadly 

disease. For instance, a vaccine could be rolled out in short period of time before the outrage 

of the disease begins to take a toll on human lives. 

1.2 Project Scope 

In the previous project, research of Blood Cell Classification (BCC) emphasized on 

White Blood Cells (WBC) into 4 types (Eosinophil, Lymphocyte, Monocyte and Neutrophil) 

are carried out by applying Deep Learning (DL) approach mainly using the pre-trained model, 

ResNet. The purpose of choosing a pre-trained model was due to its capabilities to resolve the 

problem of having small dataset of medical images which would affect Convolutional Neural 

Network (CNN) performance by training the model first on a big universal dataset, ImageNet 

before classification on this projectôs blood cell dataset [3]. The weights trained on the large 

dataset will be retained for the training on our smaller dataset which is also known as transfer 

learning. The ResNet model is chosen because of its great accuracy in classification as proven 

by Kutlu et al. [4] where ResNet-50 with transfer learning has been clarified as one of the best 
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performing CNN architectures. Besides that, recently, Zhu et al. [5] utilized ResNet-18 model 

as its backbone for its 7 classification models due to its robustness. 

In this continuation of the project, ResNet-50 model is built from scratch through 

building the network manually instead of pre-loading the models from the library. Several 

experiments are done to help improve the performance of the model on the data as well as 

hyperparameter tuning on the learning rate to generalize an efficient model.  

1.3 Project Objectives 

1. To propose a method for classification of WBCs using ResNet models from 

scratch 

Instead of having the analysis and classifying be done manually, the process could be 

automated by having machines as alternatives for a much convenient approach as 

implementation of DL enables these machines to operate automatically without 

assistance due to their self-learning capabilities. Thus, this will lower the workload of 

experts as well as providing them with more time to carry out other important tasks. 

The self-defined ResNet model itself provides better control over the modelôs settings 

which aids in building more resilient models for classification. 

 

2. To determine an efficient model for WBC diseases classification through 

hyperparameter tuning  

ResNet50 and ResNet18 models would be built from scratch and evaluated for Phase 1 

training and Phase 2 training would solely focus on ResNet-50 where hyperparameter 

fine-tuning of the learning rate would be done to achieve the most efficient model. The 

model itself would act as the foundation model where classification of WBC diseases 

would be done. 

1.4 Impact, Significance and Contribution 

 The project aims to provide aid to the medical experts especially hematologists in clinical 

trials of classifying blood cell types. By implementing deep learning methods, the process can 

be automated instead of manually done which saves experts from extreme exhaustion due to 

the amount of work needed if the dataset is large. In addition, the results will be as accurate as 

manually done or better since humans tend to make mistakes and faster in comparison. Thus, 

accurate blood analysis results computed in a short amount of time could act as a health 

indication for patients before itôs too late or even saving patients on the verge of death.   
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1.5 Background Information 

Humans are made up of a rigid structure of various components consisting of the brain, 

heart, etc. which are interconnected by veins and nerves. The veins play a big role in the 

circulation system due to the presence of a body fluid called blood. Blood is defined as a 

circulating fluid made mostly of plasma which contains three distinct types of cells namely red 

blood cell (RBC), white blood cell (WBC) and platelets. Each of these cells have their own 

functions which are highly important in maintaining the state of optimal human health. For 

instance, red blood cells transport oxygen to other body parts, white blood cells fight off 

infections and platelets which aid in blood clotting process. 

Throughout the decades, medical studies especially on hematology has gained wide 

attention. The reason is because certain signs of upcoming diseases could be diagnosed through 

the analysis of distinct blood samples such as peripheral blood smears, microscopic blood 

images, and so on. However, prior to performing this, the classification of blood cells must be 

carried out first to differentiate RBC, WBC, and platelets for categorical analysis. The 

procedure requires hematologists where blood cell count and morphological analysis would be 

done manually or using the power of Artificial Intelligence (AI). 

The introduction to AI has bring wonders to humans especially those who are in the medical 

field. Medical imaging processing is one of the applications that brought opportunities for 

researchers to get a clear picture of the desired component and proceed towards deeper analysis. 

Image processing for blood is classified into segmentation, features extraction and 

classification. Each phase is equally important for the accuracy of great results. Firstly, 

segmentation phase focuses on separation of image into several parts. Secondly, feature 

extraction phase determines the vital parts needed for the recognition. Finally, the classification 

phase utilizes the features selected to identify its target. This proves that AI could automate 

human tasks but is there more to it besides image processing? 

Deep Learning (DL) is a type of AI function that is capable of imitating human capabilities 

through self-learning and analysis of features through raw data. To illustrate the idea of DL, 

imagine a child learning to recognize a cat. The child would be aware of all the features present 

in the cat and builds a general concept around it as the child continues to recognize cats 

spontaneously without any help. Hence, this approach shows great potential in the 

classification of blood cells due to its robustness and efficiency. Examples of DL methods are 

Convolutional Neural Networks (CNN), Artificial Neural Networks (ANN), autoencoders, and 

many more. 
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1.6 Report Organization 

 Chapter 1 of the project, which was emphasized in previous sections, gave a detailed 

introduction that included the problem statement and motivation, project scope, objectives, and 

significances.  Relevant background information was presented to give more insights regarding 

the foundation of this project. 

 Chapter 2 focused on the literature review of previous studies regarding classification 

methods such as Support Vector Machines (SVM), Artificial Neural Network (ANN) and 

Convolutional Neural Network (CNN) on blood cells. Each method was elaborated thoroughly, 

and a summary diagram was provided along with the motivation gotten from the research 

papers to implement the second half of this project. 

 Chapter 3 gave detailed explanation on the proposed model which included methodologies, 

system design, implementation issues and timeline of the project. On the system design, the 

fundamental steps of the project are constructed as a flowchart and explained thoroughly for 

all sections. 

 Chapter 4 emphasized on the experiment and discussion of the ResNet-50 model built from 

scratch alongside the various experimentation and hyperparameter tuning done to determine 

the optimal settings to build the finalized model for WBC classification. 

 Chapter 5 rounded up the project by concluding on the projectôs findings and closing 

remarks/recommendation for the future of the project. 
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CHAPTER 2: Literature Review 

2.1 Overview 

Image Classification is the categorization and labelling of images into distinct 

classes based on specific characteristics and rules. It could be classified into two types 

which are supervised and unsupervised. In this case, the classification would be on 

types of blood cells and their sub-types (Red Blood Cell (RBC), White Blood Cell 

(WBC), and platelets).  

Three different approaches that will be reviewed are Support Vector Machine 

(SVM), Artificial Neural Network (ANN) and Convolutional Neural Network (CNN). 

2.2 Image Classification Methods 

2.2.1 Support Vector Machine (SVM) 

 Support Vector Machine (SVM) is a supervised learning algorithm that is statistics-

based. It is widely used for both classification and regression problems but significantly 

used more on the classification side.  

 The main goal of the algorithm is to plot a hyperplane that would act as a decision 

boundary for creation of classes into an n-dimensional space (n signifies the number of 

features). The decision boundary is formed through extreme data points which are 

known as support vectors with maximal margin. The support vectors are the nearest 

data points to the boundary. New data points will be added subsequently based on which 

side of the hyperplane the data falls into. Hence, the hyperplane helps in segregation of 

data points into respective classes. Figure 2.1 shows the flowchart of SVM 

methodology. 
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Figure 2. 1  Flowchart of SVM procedure 

 Ushizima et al. [6] investigated the implementation of SVM classifier for better 

WBC recognition compared to Naµve Bayes classifier in a clinical decision support 

system named Leuko. The system is mainly used to transform medical data into clinical 

information. Further investigation on different multiclass SVM algorithms is carried 

out and it is found that hierarchical tree based SVM yields the best results among the 

other multiclass strategies and Bayes classifier. Siroiĺ et al. [7] proposed a efficient 

blood cell recognition on bone marrow aspirate through the use of Genetic Algorithm 

(GA) for selection of best blood cell features and SVM for classification. The paper 

mentions that extraction of features such as size, shape, color intensity, etc. would affect 

the SVM classifiers performance. So, it emphasises on determining the best selection 

of features through GA by ranking and deciding the optimal number of features needed. 

The method is compared along with SVM based ranking of blood cell featues and no 

ranking of blood cell features. Classification with ranking of GA outperforms by 

scoring recognition error rate of 13.52%. Similarily, Osowski et al. [8] further extended 

the list of blood cells features for testing from 9 to 11 classes and still proved that GA 

ranking is superior in increase SVM classification but with te cost of high computation 

time for model training. It also states that SVM has very good generalization ability and 
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great powerful learning procedure which leads to global minimum of defined error 

function.  

 Tai et al. [9] also described a hierarchical SVM method for blood cell identification 

and classification.The paper focuses on RBC, WBC and platelets classification and 

compares single-stage SVM with hierarchical SVM in terms of recall and precision 

rates. The hierarchical method works by separating features such as area, histogram, 

circularity, cytoplasmôs color and ratio accordingly to train the SVM. The outcomes 

show that hierarchical SVM displays great performance comparing to single-class SVM 

as shown in figure 2.2 below. 

 
Figure 2. 2  Performance comparison between hierarchical strategy and single-stage 

SVM [9] 

 Habibzadeh et al. [10] emphasized on WBC classification using SVM and wavelet 

features using the Dual-Tree Complex Wavelet Transform (DT-CWT). It concludes 

that this approach is much more reliable and accurate even with the presence of 

similarity between distinct cell classes and yields better results in comparison to CNN 

and SVM alone. Wang et al. [11] proposed to imitate traditional identification methods 

by automation of WBC segmentation based on spectral and spatial analysis to be 

combined and learned by SVM. Morpholocial processing is utilized to perform spatial 

analysis meanwhile spectrum analysis for spectral feature extraction from the input of 

hyperspectral blood images. The existence of both spatial and spectral features brings 

drastic changes to SVM classification accuraries for five types of WBC by 20% 

compared to only using spatial features. However, the spectral range used was too 

narrow which may not cover the all spectral signatures of the WBCs and the method 

focused on samples with single WBCs rather than multiple ones.  
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  Aliyu et al. [12] compared the approach of SVM and Deep Learning (DL) in RBC 

classification between normal and abnormal cells. The paper summarized that SVM 

performs fairly better in comparison to DL due to the small data set used. Thus, DL 

needs large amount of clear datasets for optimal performance which is relatively hard 

to acquire. For the downside of SVM, the predefined features act as a driving factor for 

good classification results. DL on the other hand learns to gather information 

automatically for further classification. Furthermore, Zheng et al. [13] also mentioned 

that deep convolutional networks would require large number of samples which are 

hard to acquire. In addition, supervised approaches like SVM would also degrade in 

performance when there are significant variations between training and testing samples 

applied on. The paper introduces a self-supervised learning approach as shown in figure 

2.3 that could provide quick and robust segementation of WBC. SVM is used in the 

supervised section to classify each pixel of the image for a more precise segmentation 

result. This approach would greatly improve the classification rates.  

  

 
Figure 2. 3  Overview of self-supervised method [13] 

Furthermore, Divina et al. [14] aims to provide an approach of RBC 

classfication using SVM through image processing techniques for preprocessing. One 

of the processes include Sobel Edge Detection for filtering noises or unwanted regions 

from the image, then highlighting boundary of the cell. Watershed segmentation is 



Chapter 2: Literature Review 

9 
Bachelor of Computer Science (Honours) 
Faculty of Information and Communication Technology (Kampar Campus), UTAR 

utilized for marking of foreground objects (overlapping images) and background 

objects. The results are used for training the SVM. The approach  yield an outstanding 

accuracy with an average accuracy of 98% for all classes of RBC. However, the system 

would require further trials and improvements due to its constrainted testing 

enviroments. On the other hand,  Kien et al. [15] implemented a multi-stage SVM 

method for the classfication of WBCs into 4 distinct classes. It aims to reduce 

overfitting results of other methods and achieve optimal accuracy rates. The multi-stage 

SVM works by bisecting the dataset into two categories, ñeasy-to-classifyò as accepted 

subset and ñdifficuly-to-classifyò as rejected subset. The rejected subset is passed on 

for further processing while the accepted subset would be used to train a second SVM 

model. The classifcation is quite similar to that in hierarchical SVM from [9]. In 

comparison, the average accuracy is 93% when compared to SVM with Random forest 

and Naµve Bayes, which are 81.8% and 79% respectively.  

The advantages of SVM: 

• Strong generalization ability (prevents overfitting).

• Handles non-linear data efficiently.

• Works relatively well with high dimensional data and wide number of features.

The disadvantages of SVM: 

• Relies heavily on predefined features and segmentation for good classification.

• Would not work as well if testing data has significant difference with training

data.

• Requires long training periods if training set is large.

2.2.2 Artificial Neural Network (ANN) 

Artificial Neural Network (ANN) also known as Neural Network (NN) is 

supervised algorithm that follows the concept of imitating the network of neurons of a 

human brain to enable learning and decision making in a humanlike manner.  

It works by having a great number of processors or processor nodes lined up in 

different tiers and operating in parallel. The first tier will be the one to receive raw input 

data. Each successive tier will receive the output from the precedent tiers until it reaches 

the last tier where the output desired will be presented. Every processing node has its 

own small sphere of knowledge which would be applied to the input data. The nodes in 
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each tier are highly interconnected meaning each node in tier n will be connected to 

many nodes in tier n-1 or n+1. On top of that, the input nodes will be weighted 

accordingly to their importance in getting the right outcome. Large amounts of data will 

be fed for the training process along with initializing the network for the desired output. 

Figure 2.4 below illustrates a simple ANN structure. 

 
Figure 2. 4  Simple structure of ANN 

 
 Theera-Umpon [16] proposed an automatic segmentation technique for microscopic 

bone marrow WBC images. Fuzzy C-means and mathematical morphology are applied 

to segment out the cell into three regions (nucleus, cytoplasm, and background) and it 

is compared with manually segmented images by experts. On the classification part, a 

NN consisting of one hidden layer of ten neurons is used and five-fold cross validation 

is performed due to absence of training and test set. The comparison of results is on the 

manually segmented images and automatically segmented images from this approach. 

The results are quite promising with rates of 65.69% for automated and 69.68% for 

manual which shows that it could imitate the work segmentation of experts. Theera-

Umpon and Dhompongsa [17] introduced a better approach in bone marrow WBC 

classification through the extraction of only morphological granulometries from the 

nucleus to handle problems regarding on segmenting overlapping cells. Bayes classifier 

and NN classifier are tested using traditional classification rate (total correct 

classifications over total number of samples classified) and classwise classification rate 

(average of classification rate of all classes). It concluded that, NN trained with bias 
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suppression (suppressing the effects of number of training samples in a class) 

performed well for both traditional and classwise approaches. 

 Khashman [18] presented an efficient blood cell identification system as shown in 

figure 2.5 using global pattern averaging for feature extraction and NN for 

classification. Two neural networks (namely NN 1 and NN 2) are designed which 

differs according to number of input layer neurons. The number of neurons used is 

determined by the segment size obtained from the feature extraction phase where NN 

1 with segment size (5x5) using 196 neurons and NN 2 with segment size (7x7) using 

100 neurons.  Surprisingly, both NNs got a similar overall classification rate of 99.17%, 

However, NN 2 is better in terms of shorter run time and consistency. Figure 2.5 shows 

the overall flow of the proposed method. 

 
Figure 2. 5  Overall flow of proposed method [18] 

 Other than that, Khashman [19] also introduced an emotional neural network 

(EmNN) which is based on the emotional back propagation (EmBP) learning algorithm. 

Its touches on investigation of modelling human emotional responses towards AI 

systems. The approach incorporates two emotional parameters (anxiety and confidence) 

and two emotional neurons with associated emotional weights. When a new task is 

learned, the anxiety level is high but gradually decreases over time. Confidence level 

increases as anxiety levels drop. These parameters are capable in minimizing error rates 

as it affects weight updating on important decisions. To prove this, two EmNNs are 

compared with two Conventional NNs. The EmNNs outperforms the conventional NNs 

by a big margin in identification rate and shorter time measures (97% in 0.0002 seconds 

compared to 66.33% in 0.00036 seconds). Despite the good results, the computational 

time that it needs for training is more for EmNN due to the extra emotional weight sets. 
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 Rezatofighi and Soltanian-Zadeh [20] proposed a new algorithm based on image 

processing methods to classify WBC into five major types. The segmentation phase 

consists of Gram-Schmidt method for nucleus segmentation and snake algorithm for 

cytoplasm segmentation. The features of color, morphological and textural are elicited 

from the nucleus and cytoplasm. For classification, SVM and Multi-Layer Perceptron 

(MLP) (a type of ANN) are compared using distinct number of features. As a result, 

SVM obtains more stability in accuracy when the number of features varies. NN 

fluctuates too often according to the number of features used. Thus, SVM is more 

superior compared to NN. Figure 2.6 illustrates the comparison between them. 

 
Figure 2. 6  Comparison of SVM classifier and ANN classifier in terms of accuracy 

and number of features (Rezatofighi and Soltanian-Zadeh [20]) 

 Furthermore, Veluchamy et al. [21] also proposed an approach using back 

propagation NN (similar to EmBP algorithm in [19]) for classification of normal and 

abnormal blood cells acquired from sickle cell anemia, sickle cell disease and normal 

volunteers. The images are preprocessed first using statistical and moment invariant 

analysis to find significant features. It concludes that some specific features are highly 

significant in classification rates. The accuracy results computed are 80% for normal 

blood cells and 66% for abnormal blood cells. This signifies that integration of 

emotional components by [19] could boost classification performance. 

   Nazlibilek et al. [22] came up with a completely new system for counting, 

segmenting, and classification for WBCs. The images are preprocessed beforehand by 

enhancing them (eliminate noise, fill up holes), segmenting them using Otsuôs method 

to be placed in empty sub-matrices, counting the cells, and determining the sizes of 

cells.  After that, the two NN classifiers are trained with similar samples but with 

different orientations as well as applying gaussian white noise for standardization. An 
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extra feature of Principle Component Analysis (PCA) is utilized on the training set for 

extraction of vital features. The two classifiers are MLPs which differs in input layer 

where one classifier has 14400 (120x120) input size and another with only 242 (features 

specified using PCA). The results proved that with incorporation of PCA, the accuracy 

rate increased from 65% (for normal approach) to 95%. Manik et al. [23] showed a 

similar approach in counting and classification of WBCs using ANN. Cell segmentation 

and nucleus segmentation by Otsu method are performed accordingly before extracting 

morphological features (nucleus area, eccentricity, major axis, etc.) for identification of 

WBC later. Neural Network Pattern Recognition tool (nprtool) is used to classify the 

WBCs into three outputs. The overall accuracy is 98.9%. Both authors have engaged 

their work using MATLAB software. 

¢elebi and Burkay ¢ºteli [24] emphasized on the generation of a CV application 

that would aid doctors in blood cell classification, counting and abnormalities detection. 

It focuses on the analysis of peripheral blood cells (RBCs and WBCs) to classify into 6 

types before further classification is done for detection of abnormalities using ANN. 

The ANN utilized contains 5 CNNs connected where pooling and local response 

normalization layers are included in between them. Intersection over Union rule 

threshold is applied for the determination of different cell types. The outcome of this 

approach showed promising results with overall precision of 0.9 when compared with 

the results of hematology experts. For the abnormality detection phase, labeled images 

of erythrocyte from different experts are used for testing and training data for ANN. 

The results are concluded as having 0.79 in accuracy which is due to the differing of 

labelled samples between various experts.  

Hegde et al. [25] mentioned on the comparison of traditional image processing 

methods (segmentation, feature extraction and classification) with deep learning 

approaches. The NN classifier is represented as the traditional method along with CNN 

and autoencoders for deep learning approaches. The main goal of classification is on 

WBCs subtypes and abnormalities from extracted features. NN achieves a great overall 

accuracy of 99.8% with 5-fold cross validation and it outperforms SVM and ensemble 

classifiers having 92.5% and 97.2% accuracy respectively. CNN from scratch also yield 

similar accuracy rate with NN but CNN shows the capabilities of self-learning on 

datasets without having to implement traditional methods which include phases of 

segmentation and feature extraction that highly affects classification results. NN 

counterbalances this by having lower resource requirements and number of images for 
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training. So, it concludes that traditional approaches could yield similar results 

compared to deep learning approaches with the benefits of simpler implementation and 

less computational resources. 

The advantages of ANN: 

• Information is kept within the entire network (does not prevent complications if

there is absence in data)

• Able to perform task parallelly (multi-tasking)

• Ability to work under the consequences of insufficient data

The disadvantages of ANN: 

• High hardware dependence due to the requirement of parallel processing by

processors.

• Uncertainty in functioning works of ANN

- Does not give insights on how and why the solution is computed like

this.

• No fixed architecture in ANN (needs more trial and error to get appropriate

structure)

2.2.3 Convolutional Neural Network (CNN) 

Convolutional Neural Network (CNN) also known as ConvNet is one of the deep 

learning algorithms that is heavily utilized for classification and computer vision (CV) 

related tasks. It is introduced due to the inspiration of their connectivity patterns 

between neurons that mimics the organization of the visual cortex. The main goal is to 

reduce input images into a simpler form that it is relatively easy to process while 

maintaining vital features [26]. Figure 2.7 shows a simple architecture of CNN. 

Figure 2. 7  Simple architecture of CNN [26] 



Chapter 2: Literature Review 

15 
Bachelor of Computer Science (Honours) 
Faculty of Information and Communication Technology (Kampar Campus), UTAR 

 
 CNN is made up of three distinct layers which are convolutional layer, pooling 

layer, and fully connected layer. Each of these layers have their own specific role. For 

the convolutional layer, its objective is to extract features from the images. The layer 

performs a dot product between two matrices, the input image matrix and the kernel or 

filter matrix (usually a 3x3 matrix) to compute the convoluted feature matrix. The 

process involves the kernel traversing along the portion of the image matrix according 

to the stride length (sliding size) until the entire image is traversed. Moving on to the 

pooling layer, it is responsible for the reduction of spatial size of the convolved feature 

matrix. This helps in lowering the computational power required for processing as well 

as extracting dominant features from the image. It consists of two approaches which 

are max pooling (taking maximum value) and average pooling (taking average of all 

values) from the convoluted matrix. After that, the final output will be flattening out 

into a column vector for the implementation by the fully connected layer for 

classification. The following authors mainly focuses on classifying WBCs subtypes and 

RBCs subtypes. 

 Zhao et al. [1] addressed the issue of traditional methods creating a highly effective 

system for WBCs classification from peripheral blood images using SVM as pre-

classifier, CNN as a feature extractor and random forests for better classification.  After 

pre-processing the images for their features, the SVM classifier is used to classify 

WBCs into three classes which are eosinophil, basophil, and others. Then, CNN with 5 

convolutional layers and 2 pooling layers is utilized for extracting features in high level 

before using random forest to classify them into other WBCs such as neutrophil, 

monocyte, and lymphocyte. This approach was compared with previous works 

mentioned which are Seyed method [20] and hierarchical SVM [9]. The classification 

accuracy is significantly better and faster computation time compared to both traditional 

methods (92.8% compared to 76.8% and 76.3% respectively). The reason is because 

the mixed database used by the author proved that the previous methods do not cope 

well with it. It concludes that CNN does well with the presence of large data and 

mixture of classifiers could outperform individual classifiers. 

 Shahin et al. [3] investigated three different approaches for optimizing WBCs 

identification system which are Deep Convolutional Activation (DeCA), a transfer 

learning method to process limited datasets, fine-tuned network approach and the first 

pre-trained CNN network, WBCsNet, for WBCs classification.  Firstly, for DeCA 
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approach, it consists of 4 steps: pre-processing (resizing images), features extraction, 

features selection (chi squared or Principal Component Analysis (PCA)), and 

classification (SVM). For fine-tuning, two pre-trained networks which are AlexNet and 

LENet-5 are fined-tuned. Lastly, the WBCsNet architecture proposed consists of 3 main 

convolutional layers, two pooling layers, four activation rectified linear unit (ReLU), 

two fully connected layers and a softmax (classification) layer.  Three distinct datasets 

as well as the combination of the three datasets (Dataset_ALL) are utilized for testing 

and training. In the first approach, AlexNet achieves the highest accuracy of 79.8% 

compared to OverfeatNet and VGGNet (76.6% and 72.3%). Meanwhile, on the second 

experiment, fine-tuned AlexNet scored 91.2% in accuracy which proves feature 

selection could boost accuracy rates. On the proposed WBCsNet system, the 

classification accuracy varies according to datasets (the smaller the dataset, the lower 

the accuracy). However, WBCsNet outperforms both traditional systems and fine-tuned 

AlexNet. The performance of WBCsNet further improves with feature selection (chi-

squared method) from 93.4% to 94.6 compared to AlexNet which is the complete 

opposite (drop to 75.2% from 77.6% after feature selection). 

 Xu et al. [27] developed a RBC based deep CNN for the classification of a RBC 

disorder called sickle cell disease. Sickle cell diseases causes RBC to have irregular 

shapes which affects the transport of oxygen that would bring great risks to the patient. 

Four steps are gone through for the RBC deep CNN training which are hierarchical, 

RBC path extraction, size-invariant RBC patch normalization, RBC pattern 

classification and automated RBC shape factor calculation. On the classification phase, 

a deep CNN with 10 layers consisting of 3 convolutional layers, 3 pooling layers, 2 

dropout layers and a fully connected layer is adopted.  A dataset of 434 microscopy 

images of 8 different sickle cell diseases is used along with 5 k-fold cross validation 

and the accuracies gotten are 91.01% for classifying 5 types of RBC and 89.69% for 

classifying 8 types of RBC. In addition, the classification of deoxygenated blood 

comparing to oxygenated blood is tested and it could achieve high recall (93.8%) but 

much lower precision (60%) due to the high similarities of both cells. Macawile et al. 

[28] proposed a WBC classification approach using a new segmentation method using 

Hue, Saturation and Value (HSV) components with blob analysis as well as 

incorporating three pretrained CNNs namely ResNet-101, GoogLeNet and AlexNet for 

comparison. Similar to [3] deductions, AlexNet is much more superior compared to the 

other two CNN models 
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 Liang et al. [2] introduced an innovative approach of combining Recursive Neural 

Network (RNN) with CNN (Xception model) that would deepen the understanding of 

image contents while aiming for more accurate results. The RNN type utilized here 

called bi-directional Long Short-Term Memory (LSTM) where it can filter useful 

information according to the algorithmôs rules. On the other hand. The CNN model 

consists of a pre-trained CNN layer (retrieve weight parameters from ImageNet dataset 

pre-training for initialization), convolutional and pooling layers, RNN layer, merge 

layer (combine features extracted from both CNN and RNN), and fully connected layer 

(Softmax). The model is tested along with other similar approaches to classify cells into 

4 types (eosinophil, lymphocyte, monocyte, and neutrophil). The proposed method 

scored the highest accuracy of 90.79% among all models as it can effectively learn 

structural characteristics of blood cell images. However, the downside of this approach 

is the slow computational time (taking 3.8 seconds for a single cell classification) and 

the testing was mainly on single cell images rather than overlapping ones. Table 2.1 

shows the comparison results of each model. 

Table 2. 1  Comparison of classification results of distinct models (CNN and CNN-

RNN) [2] 

 
 Tiwari et al. [29] emphasized on WBC classification using double convolution layer 

neural network (DCLNN) which is more efficient and time saving compared to 

traditional methods. The DCLNN architecture contains two convolutional layers and 

one pooling layer with implements forward pass and backward propagation algorithms. 

A dataset of 13,000 pictures of 5 distinct categories of WBCs are taken into 

consideration to train and test the DCLNN along with two other classifiers SVM and 

Naµve Bayes as competitors. As a result, DCLNN outperforms the other two classifiers 

with a F1 score of 0.83 which is almost triple to that of SVM and Bayes F1 scores. 

Other than that, the comparison of max pooling and average pooling is focused on. 
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Average pooling yields better performance at some points (precision and recall of a 

certain type of cell) but max pooling outperforms it in general. Hegde et al. [25] also 

touched on the comparison of traditional image processing methods with deep learning 

approaches for WBCs classification which was mentioned in the ANN section (2.3). A 

full trained from scratch CNN and a transfer learning method (AlexNet) is 

implemented. Investigation on the impact of varying number of layers was considered 

in the full trained CNN. Table 2.2 shows the architecture of the full trained CNN. 

Table 2. 2  Architecture details of full trained CNN [25] 

 
 According to the results, the full training CNN achieved 99% accuracy with four 

convolutional layers and two fully connected layers (6 layered network) among all other 

number of layers. It also performed better than AlexNet, having only 95% accuracy. It 

concludes that changing of filter size or image size and availability of datasets highly 

affect CNNôs performance.  Wang and Cao [30] addressed the issue of CNN on scarcity 

and imbalance of datasets by data augmentation and resampling method. Since CNN is 

affect by availability of datasets, datasets that lack resources will overfit the CNN 

model thus degrade its classifying ability. To resolve this, a new data augmentation 

method of segmenting leukocytes from their original surroundings into different frames 

of surroundings could guide the CNN for better feature concentration. Besides that, the 

author also implements a resampling method to generate more samples by applying 

rotation, flipping vertically and horizontally, and adding noise to address the imbalance 

amount of data for certain cell types. A CNN model with 6 convolutional layers, 3 

pooling layers, 3 fully connected layers and a Softmax layer is introduced. This model 
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is compared with other fine-tuned models (VGG-16, ResNet, MobileNet V1, Inception 

V3). Inception V3 obtains the highest accuracy among the fine-tuned models (94.1) but 

was beaten by the proposed CNN by a 3.7% gap (97.6%). The absence of data 

augmentation and resampling method on the dataset (only 2300 images compared to 

27900) lowers the accuracy from 97.6 % to 94.5%.  

Kutlu et al. [4] emphasized on the robustness of CNN-based system by having 

Regional Based CNN (R-CNN) and transfer learning methods as their approach for 

WBCs classification. The author explains on the architecture of different detectors (R-

CNN, Fast R-CNN, faster R-CNN, Single Shot Multibox Detector (SSD) and You Only 

Look Once Version 3 (YOLO V3)) with faster R-CNN being the most accurate. The 

effect of distinct CNN architectures and transfer learning is also carried out with 

Resnet50 CNN and architectures trained with transfer learning yielded highest 

performance. It concludes that the superiority of CNN in overcoming the challenge of 

overlapping or low visibility of cells in images which would hinder high accuracies. 

Furthermore, Sahlol et al. [31] proposed a hybrid approach by combining CNN for 

feature extraction with Salp Swarm Algorithm (SESSA) for feature optimization on 

WBCs classification. VGGNet architecture is utilized for being reckoned as the best 

pre-trained feature extractor and SESSA is responsible to filter the relevant features 

from the extractorôs output (narrowing 25K features to 1K). This method achieves great 

accuracy rates (96.11% and 83.3% for two datasets respectively) when compared with 

previous authorôs approaches as well as having lower computational time and resource 

consumption due to the decrement of features that SESSA produces. 

Recently, Yao et al. [32] proposed a dual-module weight optimized deformable 

CNN (TWO-DCNN) to increase the robustness of WBC classification. The process 

starts with the presence of two modules where image characteristic weights of 

ImageNet is used to initialize the weights of the first module and a high-quality WBC 

dataset is inputted to train it. Next, the output of optimized weight from the first module 

is transferred to the second module where it would be classifying low-quality WBC 

data sets. Deformable convolutional layers introduced by the author helps in retrieving 

more detailed features from low quality data sets (low resolution and noisy). The 

optimized weights aid in the fast convergence speeds. This approach is compared with 

other machine learning methods (VGG19, VGG16, Inception-V3, ResNet-50, SVM, 

MLP, Decision Tree and Random Forests on two different datasets (low quality and 

BCCD datasets). The results signify that TWO-DCNN to be superior in both datasets 
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especially for low quality datasets. Figure 2.8 describes the overall architecture of this 

approach.  

 
Figure 2. 8  Network Architecture of Two-DCNN [32] 

 
Zhu et al. [5] proposed seven models for automatic classification of blood cells 

which are BCARENet (AlexNet-RNNs-En), BCR5RENet (ResNet-50-RNNs-En), 

BCMV2RENet (MobileNet-V2-RNNs-En), BCRRNet (ResNet-18-RVFL), BCRENet 

(Resnet-18-ELM), BCRSNet (Resnet-18-SNN), and BCNet. The best proposed model, 

BCNet, utilized ResNet-18 as its backbone and further improved its performance by 

replacing its last four layers with three randomized neural networks (RNNs) which are 

Random Vector Functional Link (RVFL), Schmidt Neural Network (SNN) and 

Extreme Learning Machine (ELM). These RNNs would prevent overfitting issues and 

shorten training time since the number of parameters involved are drastically lowered. 

The model achieved 96.78% accuracy, making it better than other state-of-the-art 

methods from previous authors. 

 

The advantages of CNN: 

• Capabilities in learning and extracting features automatically. 

• Fairly high accuracy rates in image recognition or feature detector systems. 
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• Insensitive to poor image quality (low resolution, noise, etc)  

 

The disadvantages of CNN: 

• Requires a huge amount of dataset to perform well (higher complexity, higher 

amount of data). 

• High computational cost and requirements for training and testing. 

• Inability to retain the long-term dependency relationship between key features 

of image 

 

2.3 Summary 

 Three approaches have been investigated (SVM, ANN and CNN) along with 

reviewing previous works which came up with different techniques for better 

classification results. Table 2.3 shows the overview of the existing approaches that have 

been reviewed by type of classification method and in chronological order. 

 

After analyzing further into the researchersô papers, different variants of CNN were 

utilized for the classification purposes. Majority of them include the study of transfer 

learning, by using the pre-trained models such as ResNet, VGG net, Inception, etc. as 

feature extractors (freezing all layers except Fully Connected (FC) layer). In addition, 

these models were modified manually by having additional configurations (ensemble 

methods, special algorithms, data augmentation techniques, etc.) to further improve 

their robustness. Therefore, in this project, the motivation is to re-implement ResNet 

models from scratch, mainly ResNet-18 and ResNet 50 due their performances shown 

in recent papers [5] and [4]. By having full control over the model built, the 

performance could be fine-tuned accordingly. 
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Table 2. 3  Summary of previous classification methods 

Author (Year) Method / Technique Used Short Description 
2.2.1 Support Vector Machine (SVM) 
Ushizima et al. (2005) [6] Hierarchical tree based SVM 

multiclass 
• Utilized SVM classifier over Naµve Bayes classifier for better 

recognition 
• Different multiclass SVM algorithms were investigated, and 

hierarchical tree based SVM has the best results 
Siroiĺ et al. (2007) [7] and  
Osowski et al. (2009) [8] 

Genetic Algorithm with SVM • Used Genetic Algorithm for selection of best features and 
ranked them accordingly 

• The method helped to improve SVMôs performance but high 
computational time for training is needed 

Tai et al. (2011) [9] Hierarchical SVM vs single-stage 
SVM 

• Separation of features such as area, cytoplasmôs color, 
circularity, etc. accordingly to train SVM 

• Compared to single-class SVM (trained with only one class of 
feature), hierarchical SVM yield far better results 

Habibzadeh et al. (2013) [10] Dual-Tree Complex Wavelet 
Transform with SVM 

• Dual-Tree Complex Wavelet Transform (DT-CWT) was used 
alongside SVM which helped increase accuracy and reliability 

Wang et al. (2016) [11] Spectral and spatial analysis with 
SVM 

• Combination of spatial and spectral features to train SVM 
drastically improved SVMôs accuracy 

• However, the method was focused on single blood cells rather 
than multiple ones 

Aliyu et al. (2018) [12] SVM vs DL • Concluded that SVM works better than DL when small 
datasets were used. DL required large datasets that would be 
hard to acquire. 
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• SVM heavily depended on predefined features for good results 
Zheng et al. (2018) [13] Self-supervised learning with 

SVM 
• Emphasized that supervised approach such as SVM would 

degrade in performance if samples have significant variations 
• Proposed a self-supervised approach for SVM that improved 

classification rates 
Divina et al. (2020) [14] Image processing techniques with 

SVM 
• Applied various image processing techniques for 

preprocessing of data before SVM training 
• Produced outstanding results but further improvements needed 

since it was carried out in a constrained testing environment 
Kien et al. (2020) [15] Multi-stage SVM • Aimed to reduce overfitting results by categorizing the dataset 

into two categories, ñeasy-to-classifyò and ñhard-to-classifyò 
• The ñhard-to-classifyò subset would pass through another 

SVM for training 
2.2.2 Artificial Neural Network (ANN) 
Theera-Umpon  
(2006) [16] 

Fuzzy C-means and mathematical 
morphology with NN 

• Fuzzy C-means and math morphology was applied for 
segmenting the cell into different parts compared to manually 
segmented by experts 

• NN classification was carried out on both automated and 
manual segmented images. The results show that automated 
segmenting could mimic that of manually segmented 

Theera-Umpon and Dhompongsa 
(2007) [17] 

Morphological granulometries 
with NN 

• Focused on extracting features from the nucleus to handle 
problems of segmenting overlapping cells 

• NN performed well when in comparison with Bayes 
classification 
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Khashman (2008) [18] Global pattern averaging with NN • Utilized global pattern averaging for feature extraction and NN 
for classification 

• Two distinct NNs were designed, and it differs according to 
number of input layer. Both yielded similar results but NN with 
smaller input layers was better in terms of shorter run time 

Khashman (2009) [19] Emotional Neural Network 
(EmNN) 

• Incorporated emotional back propagation learning algorithm 
into NN to simulate ñemotional decision makingò in humans 

• EmNN outperformed normal NNs but required more training 
time as extra emotional weight sets were added 

Rezatofighi and Soltanian-Zadeh 
(2011) [20] 

Gram-Schmidt method and snake 
algorithm with NN 

• Used Gram-Schmidt method for nucleus segmentation and 
snake algorithm for cytoplasm segmentation 

• During classification, NN was compared with SVM but failed 
to outperform SVM due to varying number of features used 

Veluchamy et al. (2012) [21] Back Propagation NN • Classification of abnormal and normal blood cells using back 
propagation NN (similar to EmNN by Khashman [7]) 

• Used statistical and moment invariant analysis to find 
significant features 

Nazlibilek et al. (2014) [22] Principle component analysis with 
NN 

• Principle component analysis was used for extraction of vital 
features which boosted NN classification rates 

Manik et al. (2016) [23] NN with Neural Network Pattern 
Recognition tool (nprtool) 

• Similar to Nazlibilek et al. [14] method, morphological 
features were extracted before classification with nprtool 

¢elebi and Burkay ¢ºteli (2018) 
[24] 

Application of Computer Vision 
with ANN 

• Classification, counting and detection of abnormalities in 
blood cells using ANN 

Hegde et al. (2019) [25] Traditional image processing 
methods vs DL 

• Traditional image processing methods (SVM, NN) were 
compared with DL methods 
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• CNN classifier had great performance and benefitted in self-
learning capabilities when compared with NN. However, NN 
required lower number of training images and resource 
requirements 

2.2.3 Convolutional Neural Network (CNN) 
Zhao et al. (2016) [1] SVM, CNN and Random Forest 

approach 
• Utilized SVM as a pre-classifier, CNN as a feature extractor 

and Random Forests for better classification 
• In comparison with previous authorsô methods, the 

classification results were significantly better as CNN did well 
with presence of large data and mixture of classifiers 
outperformed single classifiers  

Shahin et al. (2017) [3] Optimization of WBC CNN 
classification models 

• Used three distinct approaches for optimization which were 
Deep Convolutional Activation, transfer learning and pre-
trained CNN, WBCsNet 

Xu et al. (2017) [27] Deep CNN for sickle cell 
classification 

• Proposed a RBC based deep CNN that classified abnormal and 
normal RBC as well as deoxygenated or oxygenated cells 

Macawile et al. (2018) [28] HSV with blob analysis and pre-
trained CNNs 

• Carried out Hue, Saturation and Value (HSV) segmentation 
method with blob analysis alongside pre-trained CNNs 
(ResNet-101, GoogLeNet and AlexNet) 

• Concluded that AlexNet outperforms the other two CNNs 
Liang et al. (2018) [2] RNN with CNN (Xception-

LSTM) 
• Combination of RNN with CNN (Xception-LSTM model) to 

yield better classification results 
Tiwari et al. (2018) [29] Double Convolution Layer neural 

network (DCLNN) 
• Emphasized DCLNN for more efficient and faster 

classification results 
• Outperformed SVM and Naµve Bayes classifiers 
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Hegde et al. (2019) [25] Traditional image processing 
methods vs DL 

• A full trained CNN from scratch was compared with pre-
trained model, AlexNet 

• Concluded that the change in filter size and availability of 
datasets highly affected CNNôs performance 

Wang and Cao (2019) [30] Data augmentation and 
resampling methods for CNN 

• Addressed the issue of scarcity and imbalance in datasets 
through augmentation and resampling of data 

• The absence of data augmentation and resampling lowered 
classification accuracy 

Kutlu et al. (2020) [4] Regional based CNN (R-CNN) 
and transfer learning methods 

• Effect of distinct CNN architectures and transfer learning was 
discussed and concluded that ResNet50 obtained the highest 
performance 

Sahlol et al. (2020) [31] CNN with Salp Swarm Algorithm 
(SESSA) 

• Combination of CNN for feature extraction with Salp Swarm 
Algorithm (SESSA) for feature optimization 

• Lower computational time due to less but vital features 
optimized through SESSA 

Yao et al. (2021) [32] Dual module weight optimized 
deformable CNN 

• Introduced deformable convolutional layers which helped in 
retrieving detailed features from low quality data sets 

• Achieved superior results when compared with other models 
Zhu et al. (2022) [5] Seven variations of deep learning 

models  
• Seven models were proposed where ResNet-18 was used as the 

backbone with BCNet (ResNet-18 with last four layers 
replaced by RVFL, SNN and ELM) chosen as the best model 
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Chapter 3: Research Model and Design 

3.1 Design Specifications 

3.1.1 Methodologies and General Work Procedures 

The research is carried out in sequentially as shown in the flow diagram in Figure 3.1 

 

 
 

Figure 3. 1 Overview flowchart of the proposed research project 

The images from the dataset are loaded and pre-processed accordingly to ResNet-50ôs 

model requirements.  Data augmentation is also applied in the image generator to yield more 

batches of various distinct images. This could prevent the model from overfitting and built a 

more robust model through training with diverse images as mentioned in [30]. The settings for 

the augmentation would be explained thoroughly later in the sub-chapter. After that, the model 

is constructed by specifying each convolutional block layer and identity block layer functions. 

As mentioned in the Project I, ResNet models implements residual blocks that help to 

mitigate vanishing gradient problem [33]. Two layers mainly the convolutional layer and 

identity layer is needed to build the modelôs architecture. Figure 3.2 and Figure 3.3 shows the 

architecture of convolutional block and identity block, respectively. 
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Figure 3. 2 Identity blockôs architecture  

 

 
 

Figure 3. 3 Convolutional blockôs architecture 

 
The identity block is utilized when the input activation has the same dimension with the 

output activation. The X(shortcut) defines the skip connection where the result computed from 

the main path will be added with the skip connection (X + X(shortcut)) before having another 

activation layer. On the other hand, the convolutional block acts as the opposite case where the 

input and output dimensions do not match. An additional convolutional layer is added at the 

shortcut phase. The batch normalization layer helps in standardizing the inputs for a layer 

which optimizes the learning process and accelerates the training phase of the model. The 

repeated combinations of these two crucial blocks would make up to 50 layers thus giving the 

name ResNet-50. For deeper models such as ResNet-50, special configuration of ñbottleneckò 

building blocks is utilized in comparison to shallower ResNets such as ResNet-34. Figure 3.4 

below describes a part of the building block in ResNet-34 and ResNet-50, respectively. 

 
Figure 3. 4 ResNet-34 building block (on the left) and ResNet-50 bottleneck building block 

(on the right) [34] 
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With the bottleneck block, computational time would be reduced as the number of 

parameters and matrix multiplications are drastically lowered. With this concept in mind, 

deeper networks could be built (with less parameters) to solve complex tasks. For this research, 

the base ResNet model is built according to the architecture guidelines before defining the Fully 

Connected (FC) layers, assigning pre-trained ImageNet weights and compiling the model with 

its optimizer, loss function and metrics to monitor. The complete ResNet-50 model is discussed 

later in this chapter. 

 The model is then used for training phase through a set number of epochs where the 

accuracy and loss are computed alongside callbacks function, which is an object in the Keras 

library that aids in generating actions during training periods. Further information about 

callbacks will be discussed in the chapters below. After successfully training the model, 

inference will be done to get the test accuracy and statistics such as validation loss, training 

loss, etc. will be analysed to evaluate modelôs performance and find further improvements by 

tuning the hyperparameters accordingly. 
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3.1.2 Tools Utilized 

Table 3.1 below shows the hardware utilized for the course of this research. 
 

Table 3. 1  Hardware used in this project 

HP Pavilion 15 Laptop 
Operating System Windows 10 64-bit 
Graphic Card Nvidia GeForce MX150 4GB  

CPU Intel Core i5 @ 1.6GHz 
Memory (RAM) 12.0 GB 

Storage 1 TB HDD 
 
 
Software utilized for this project are listed below: 
 

• Google Drive 

Google Drive is a file storage and synchronization service developed by Google. The 

dataset was uploaded to the cloud platform for backup and to be used by Google Colab 

for data loading and processing purposes.  

 

• Google Colaboratory 

Google Colaboratory or Colab for short, was used to execute Python codes for the 

project as it is a free Jupyter notebook environment running entirely on cloud. It 

supports many popular machine learning libraries that could be loaded instantly into 

the notebook. It also provides free high-end GPUs access which was utilized for this 

project. 

 

• Software Libraries 

o Tensorflow 

Tensorflow is a Python based open-source library that specializes on machine 

learning and deep learning developments. Itôs rich library of tools and resources 

aid in building deep learning models and numerical computations. 

o Keras 

Keras is a Python based deep learning API designed solely for the smooth 

implementation of neural networks which helps support as an interface for 

Tensorflow framework. 
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3.2 System Model 

3.2.1 Initial ResNet-50 Model Architecture 

Figure 3.5 below shows the overall architecture diagram of ResNet-50 model. 
 

 
Figure 3. 5 ResNet-50 model architectural diagram 

Referring to the figure above, the modelôs architecture consists of the input, Stage 1 to 5 of 

combinations of layers with mainly convolutional layers and batch normalization layers and 

ending with the fully connected layer for output. The architecture will be discussed thoroughly. 

Firstly, the model takes in an input shape of (224,224) which defines the width and height of 

the image with 3 color channels (Red, Green, and Blue, RGB for short). A size of (3,3) zero 

padding is applied to the input to maintain the spatial dimensions of the image as filters in the 
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convolutional layers will shrink the spatial resolution, making it harder to dive deeper into the 

network (as the image shrinks drastically).  

 At stage 1 of convolutional block, a convolution block with filter size of 64 and shape of 

(7.7) with stride 2 is placed to generate the feature map that concludes the detected features of 

the input image. The stride, or how far does the filter transverse through the image, is of value 

2 which in return shrinks the input size by half from (224,224) to (112,112). Moving on, 

Rectified Linear Activation Function (ReLU) is chosen as the activation function as deep 

networks converge well for gradient descent and its more computational-friendly using this 

activation. Max pooling of size 3 by 3 and stride of value 2 is utilized to further reduce 

computational cost by resolving the dimensions of feature maps, thus lowering number of 

parameters needed to learn by the model. The output size at the end is reduced from (112,112) 

to (56,56) which is halved. 

For the second stage, one bottleneck convolutional block and two bottleneck identity blocks 

are used with each having a set of three filters with sizes 64x64x256, respectively. Therefore, 

the second stage adds up in having 9 layers since three blocks (one conv block and two identity 

block) multiply with a set of three filters (3 values). Similarly, from stage 3 to 5, convolutional 

and identity blocks are implemented with distinct filter sizes and number of identity blocks. 

Reaching the end of the model, average pooling of size (2,2) and flatten of the vector to a 1-

Dimensional (1D) vector are applied before feeding it to the FC layer, also known as a dense 

layer for final classification into 4 different classes of WBC. 
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3.2.2 Modified ResNet-50 Model 

Figure 3.6 below shows the modified ResNet-50 model for this research project. 
 

 
Figure 3. 6 Modified ResNet-50 model architecture diagram 

The modified ResNet-model is similar in terms of the hidden layers but differs in the 

classification layer where global average pooling is used instead of average pooling and flatten 

layers. This is because the flatten layer will produce a larger dense layer which is more 

computationally expensive and leads to overfitting. This scenario would be beneficial for large 

dataset. However, this setting is not suitable for the current WBC dataset which is smaller in 

size. Global average pooling on the other hand, aids in mitigating overfitting issues by reduce 

number of parameters needed for training. Besides that, 2 additional dense layers of sizes 256 

and 128 are attached before the last Softmax layer. The job of dense layers is to act as feature 
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selectors and classify accordingly to the number of output classes. By having more than a single 

dense layer, the classification power of the model increases thus giving better performance. 

Lastly, the layer weight initializers for each layer which by default was using glorot_uniform 

is replaced with he_uniform instead as this form of initialization is more suitable towards 

ReLU activations [35]. The result of this model was computed, and further analysis was done 

in the upcoming chapters. 

3.3 System Design 

Figure 3.7 below shows the overview flowchart of the proposed research. 

 

 
Figure 3. 7 Overview flowchart of proposed research 
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3.3.1 Data Pre-processing 

Instead of using the pre-defined pre-processing in Keras, a self-defined function was 

created to normalize the pixel values in the image to a range between -1 and 1 as the model 

favors this range. Figure 3.8 shows the defined function for pre-processing the input. 

 

 
Figure 3. 8 Pre-processing function 

This function was applied in the image data generators where two image generators were 

defined, train_gen and test_gen, used to load the image data from the disk efficiently. A 

validation_split of 0.2 was applied to split the dataset into 80% training data and 20% validation 

data. Figure 3.9 shows the generators with the self-defined function. 

 

 
Figure 3. 9 Image data generators, train_gen and test_gen 

Alternatively, for images involving ImageNet, the pre-processing function, tensorflow. 

keras.applications.resnet50.preprocess_input(), was used. Table 3.2 below shows the 

description of the pre-processing function provided in the Keras library. 

 

Table 3. 2 Pre-processing function and its function description 

Pre-processing function Description of function 

tensorflow.keras.applications.resnet.preprocess_input() The images are converted from 

RGB to BGR. Each color channel 

is zero-centered with respect to the 

ImageNet dataset without scaling. 
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The images were then loaded into the system environment with the generators defined 

(Google Colab) using the flow_from_directory() function. The variables such as image size, 

seed and batch size were defined beforehand instead of hard coded into function with respective 

values. Figure 3.10 shows the pre-defined variable values for image size, seed, and batch size 

while Figure 3.11 shows the coding to load train, validation, and test data with additional 

settings such as image dimensions, batch size, shuffle, etc.  

 

 
Figure 3. 10 Pre-defined variable values 

 

 
 

Figure 3. 11 Loading train, validation, and test images into the Google Colab environment 
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A target size of (224,224) was set to resize the image to the size of 224 (width) x 224 

(height) as the ResNet modelôs requirement. The color mode was RGB which stands for Red, 

Green and Blue. Class mode is set to categorical as the final output of the classification contains 

4 types of WBCs. The shuffle was set to True for the training and validation to generate data 

samples which are distinct. The seed was set to 42 to ensure that the shuffle sequence is always 

maintained the same for every run. The test images were not shuffled to avoid messing up the 

labelling of the images itself.  

3.3.2 Model Building 

As mentioned in the previous chapters in this report, the ResNet model was built from 

scratch rather than pre-loaded using the Keras library. ResNet-50 and ResNet-18 models were 

built in this phase. Before starting to build the whole architecture, the two main blocks, identity 

block and convolutional blocks were needed. Figure 3.12 and Figure 3.13 shows the coding for 

the identity block and convolutional block of ResNet-18, respectively. 

Figure 3. 12 Identity block function 
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Figure 3. 13 Convolutional block function 

For ResNet-18, the identity block consists of two convolutional layers and a skip 

connection where each layer was given a name according to its stage and block type. For 

instance, the first convolutional block has the name of res2a_branch2a. This gives easy 

identification of each layer in the model. For the convolutional block, it consists of also two 

convolutional layers and a skip connection, but the skip connection has a convolutional block 

(residue) that will be added together with the output X (X + X_shortcut). 

In comparison, ResNet-50 utilized a different set of identity and convolutional block 

function which has bottleneck architecture as mentioned in the previous chapter. Instead of 

having two convolutional layers (3x3 size to 3x3 size), it contains three convolutional layers 

(1x1 size to 3x3 size to 1x1 size). Figure 3.14 and Figure 3.15 shows the coding for these 

respective blocks. 

 
Figure 3. 14 Identity block function (with bottleneck architecture) 
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Figure 3. 15 Convolutional block function (with bottleneck architecture) 

For the weight initialization, the kernel_initializer was coded with the he_uniform instead 

of the default (glorot_uniform) as it was mentioned that it works better with ReLU in the 

previous chapter. With these building blocks, the ResNet-18 and ResNet-50 functions were 

made to build the entire model. Figure 3.16 and Figure 3.17 shows the complete code for 

constructing the model. 

Figure 3. 16 ResNet-18 model construction code 
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Figure 3. 17 ResNet-50 model construction code 

Finally, the classification layers were added to the end of the model separately. These layers 

were used to as feature selectors for the model and classify them into 4 classes at the end under 

the softmax activation. The model was then compiled with the Adam optimizer (with default 

learning rate of 0.001), loss function of categorical cross entropy, and metrics on óaccuracyô 

attribute. Number of epochs for training was also configured for the preparation of training 

phase. Figure 3.18 shows the code for appending the classification layers. 

Figure 3. 18 Adding classification layers code 
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Figure 3.19 shows the model compilation for training phase. 
 

 
 

Figure 3. 19 Model compiling code 

3.3.3 Phase 1 Training 

Figure 3.20 shows the overview process on the phase 1 training. 
 

 
 

Figure 3. 20 Overview process of Phase 1 training 

 
The first phase involved the training of both ResNet-18 and ResNet-50 models which have 

no modifications on the dataset and the modelôs architecture. This was done to assess which 

model fits well with the dataset itself before focusing on one architecture fully for further 

tuning. The overall models training is summarized as shown in Table 3.3 below. 
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Table 3. 3 Overview of Phase 1 training 

Model Version Training Settings Epochs Steps per epoch / Validation steps 

A. Training on Original dataset 

ResNet-18 Optimizer: Adam 

(learning rate: 1e-3) 

Batch size: 32 

20 249 / 62 
ResNet-50 

B. Training on Augmented dataset 

ResNet-18 Optimizer: Adam 

(learning rate: 1e-3) 

Batch size: 32 

20 249 / 62 
ResNet-50 

 

The dataset augmentation was done to generate more diverse batches of data to the training 

phase as a more robust model could be generalized if done so. Figure 3.21 below shows the 

changes made to the image generators where an additional validation generator is created.  

 
Figure 3. 21 Changes made to apply data augmentation 

By having this code, each iteration of batches for training will randomly apply the 

transformation settings provided in the train generator to produce more diverse images and 

avoids duplication of similar batches in the validation set. Besides that, several callbacks were 

written for the training to get insights from the training as well as additional actions to be 

handled during computation. Firstly, a TimeHistory() was defined to compute the overall 

training time for the model. Figure 3.22 shows the function code for TimeHistory(). 
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Figure 3. 22 TimeHistory() function code 

Secondly, the early stopping function was defined to prevent overfitting by monitoring the 

validation loss. The patience level is set at 5 epochs, which means if after 5 epochs, the 

validation loss remains unchanged or not lowered, the training will be halted, and the best 

weights of the epochs will be saved. Lastly, the model checkpoint function was called to save 

the best weights according to the validation accuracy after training. Figure 3.23 shows the 

definition of the early stopping and model checkpoint callback functions alongside Figure 3.24 

which shows the model training code and its example training log. The loss and accuracy values 

were used to plot graphs for evaluation and the model was also used to do predictions on test 

set and validation set for its accuracy. These results would be further discussed in Chapter 4. 

 

 
Figure 3. 23 Early stopping and Model checkpoint callback functions 

 
 

Figure 3. 24 Model training code and its training log 



Chapter 3: Research Model and Design 

44 
Bachelor of Computer Science (Honours) 
Faculty of Information and Communication Technology (Kampar Campus), UTAR 

3.3.4 Phase 2 Training 

Figure 3.25 shows the overall process for phase 2 training of this research. 
 

 
 

Figure 3. 25 Overall process for phase 2 training 

For phase 2 of training, the ResNet-50 model was focused solely and experimentation was 

done on the hyperparameters of the model to conclude an optimal model through evaluation of 

the results. The data augmentation in Phase 1 was remained in this phase.  

First and foremost, transfer learning was applied to the model as it was seen that it aids in 

improving the modelôs performance on several papers such as [4], [5] and [28]. After 

constructing the model and appending the dense layers, the model is loaded with the trained 

weights on the ImageNet which is in a h5 file format. The model was then set óFalseô for all 

trainable layers except the FC layers. This method of freezing is generalized as making the 

model as a feature extractor. Each layer was printed out to check if the configuration was done 

right. Figure 3.26 below shows the coding done to achieve this configuration and Figure 3.27 

shows the ótrainableô state of each layer. 

 
Figure 3. 26 Coding for loading pre-trained weights and freezing model layers 
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Figure 3. 27 Code result snippet for checking ótrainableô status of each layer 

 
To further improve the modelôs performance, experimentation was done on the parameter 

settings such as pooling layers, dense layers, learning rate, and batch size as well as minor data 

set modifications. Table 3.4 below summarizes the experiments done on the model to find the 

most optimal settings to improve model performance.  

 

Table 3. 4 Overview of Phase 2 experiments 

Model 

Version 

Comparison Aspects Epochs Steps per epoch / 

Validation steps 

A. Comparison of Global Average Pooling and Average Pooling with Flatten layers 

1 Using Global Average Pooling 
5 249 / 62 

2 Using Average Pooling + Flatten 

B. Modification on Data set 

1 Remain 4 WBC classes 
5 249 / 62 

2 Dropped Neutrophils class 

C. Comparison in terms of number of dense layers with different number of neurons 

1 1 dense layer (softmax) 

5 186 / 46 
2 2 dense layers (128 + softmax) 

3 3 dense layers (256 + 128 + softmax) 

4 4 dense layers (512 + 256 + 128 + softmax) 

D. Comparison in terms of batch size 

1 Size of 8 
5 

746 / 186 

2 Size of 16 373 / 93 
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3 Size of 32 186 / 46 

4 Size of 64 93 / 23 

E. Comparison in terms of learning rate (lr) values 

1 lr = 0.01 

5 

373 / 93 

2 lr = 0.001 373 / 93 

3 lr = 0.0001 373 / 93 

 

Each of these experiments shown in the table 3.4 above were evaluated according to 

modelôs accuracy and loss before deciding on the best setting to use for the concurrent 

experiments from A to E. To conclude, the modified model will have the overall best settings 

accordingly from the results of the experiments and passed to the next phase for 

hyperparameter tuning. 

3.3.5 Hyperparameter Tuning 

Figure 3.28 below shows the Hyperband tuner initialization for fine-tuning stage. 
 

 
 

Figure 3. 28 Definition of hyperparameter tuner 

Utilizing the Keras libraryôs Hyperband tuner, hyperparameter tuning was done. The 

function was chosen because it allowed the use of early stopping during searching of optimal 

hyperparameter values to speed up the modelôs convergence and prevent overfitting issues. The 

monitored value is validation loss of the model as a more robust model would have a lower 

loss rate. Figure 3.29 below described model_builder function which initiates the modified 

ResNet model from Phase 2 training and the learning rate search space for the tuner to traverse 

and find the optimal value. 
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Figure 3. 29 model_builder function code 

The learning rate was set to traverse between 0.0001 and 0.001 with a step of 0.00005 

during each search iteration. With everything fully prepared, the tuner.search function was 

called for the searching process to start and the best hyperparameters, which in this case, the 

best learning rate, was stored and used to build the hypertuned model for final evaluation on 

the data set. Figure 3.30 shows the tuner.search initialization with early stopping and training 

log of the search. 

 
Figure 3. 30 Tuner.search coding and its training log 
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3.4 Implementation Issues and Challenges 

There were several challenges faced during the implementation of this project. 
 

• Limited hardware resources and unstable application performance 

The training of deep learning models in this project required a high dedicated GPU to 

reduce the training and prediction time needed. However, the self-owned hardware did 

not meet the requirements of optimum resources needed for training. Running on CPU 

memory for training had lengthened the time needed for completion which delayed the 

projectôs workflow. Thus, Google Colabôs cloud dedicated GPU was utilized to 

overcome this issue. The high-end GPU from Google Colab had its limitation of usage, 

where only 12 hours of computational time on GPU per Google account is allowed. 

This was resolved by having multiple Google account instances for parallel 

computation. However, this raised the issue of performance as strong internet 

connection is vital to utilize these GPU services without interruptions. In addition, the 

performance of Google Colab is questionable as the service runs smoothly sometimes 

but sometimes it flatters to a point where it gets stuck at certain operations and the 

assigned GPU is given at random so the optimal GPU might not be in use all the time. 

 

• Uncertainty on the datasetôs generation 

The dataset was acquired from a public repository and the dataset itself contains 410 

original images before pre-augmentation of the images into a larger dataset of 

approximately 12,500 images. This resolved the small dataset problem, but the 

augmentation process of the dataset was not described. This would cause uncertainty 

as the augmentation process might have affected the accuracy of classification. If the 

data augmentation settings were known, further analysis would be done.  
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3.5 Timeline 

 Figure 3.31 and Figure 3.32 below showed Gantt chart of the Project Iôs and Project IIôs timeline respectively, starting from background 

research to data selection, data analysis, model building and testing, experimenting, documentation then finally the completion of the report and 

its presentation. The duration of the project I was 12 weeks starting from end of January 2022 to the middle of April 2022 and similarly Project II 

is spanned across 12 weeks from middle of June to the second week of September 2022. Project IIôs time was mainly used on the understanding 

the ResNet modelôs architecture to start building it from scratch and experimentation on distinct settings to achieve a more robust model. 

 

 
Figure 3. 31  Overall process timeline of proposed Project I 
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Figure 3. 32 Overall process timeline of proposed Project II 
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3.6 Summary 

 For this chapter, the researchôs model and design was discussed deeply starting from the 

general methodologies and flow of the research. The model architecture is understood through 

the visualizations and further insights are provided regarding the building blocks of the ResNet 

model. The system design was documented in detail starting from the data pre-processing to 

phases of training and parameter tuning before ending up with the finalized model which is 

tested for its accuracy. Besides that, the hardware/software utilized in this project as well as 

the researchôs timeline is shown to provide more depth regarding the whole course of the 

research and its operations. 

 

 



Chapter 4: Experiment Results and Discussion 

52 
Bachelor of Computer Science (Honours) 
Faculty of Information and Communication Technology (Kampar Campus), UTAR 

Chapter 4: Experiment Results and Discussion 

4.1 Data Explanation 

The microscopic images of WBCs were obtained through on a public repository, 

Kaggle.com from the publisher, Paul Mooney [36]. The dataset contains two folders, dataset-

master and dataset2-master. Dataset-master contains 410 original images of blood cells with 

its labels while dataset2-master contains the 12500 images of blood cells divided into 4 distinct 

WBC subtypes (Eosinophil, Lymphocyte, Monocyte, and Neutrophil). Each subtype had a 

balanced distribution of approximately 3000 images in JPEG format. Figure 4.1 shows the 

example images of each WBC subtype. 

 
Figure 4. 1  WBC subtypes and their respective images [36] 

Looking at the images on Figure 4.1 above, each of the WBCôs subtype have their own 

characteristics and could be distinguished as followed: 

• Lymphocytes: the cell looks like a perfectly like a round purple colored potato. 

• Monocytes: the cell looks roundish with the purple content inhabiting in the cell but 

not the whole cell completely. The purple content is always in a continuous piece. 

• Neutrophils: the cell is also roundish with purple content staying in the cell. However, 

the purple content in the cell has multiple globs that may be disjointed or linked. 

• Eosinophils: the cellôs characteristics are alike to Neutrophils. 
 



Chapter 4: Experiment Results and Discussion 

53 
Bachelor of Computer Science (Honours) 
Faculty of Information and Communication Technology (Kampar Campus), UTAR 

4.2 Model Performance Definition 

The following equations below would be using these values to derive their results which 

are True Positive (TP), False Positive (FP), False Negative (FN), and True Negative (TN). Each 

of these values have their own special function. TN signifies blood cells correctly classified as 

not its actual cell type. TP signifies blood cells correctly classified as its actual cell type. FP 

signifies blood cells falsely classified as other cell types instead of its actual cell type. FN 

signifies blood cells falsely classified as not its actual cell type when it is supposed to be. 

 

1. Accuracy 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
                    (1) 

 
To evaluate a modelôs performance, the accuracy values were considered [27]. 

For instance, validation accuracy, test accuracy and training accuracy were deciding 

factors for selecting the best model. The number of correctly classified predictions over 

the total number of predictions would be the value of accuracy. 

 
2. Confusion Matrix 

 
Table 4. 1 Confusion Matrix table 

 
Based on [29], the confusion matrix would be generated to determine the four 

values (TN, FP, FN, TP) as shown in Table 3.2. Using confusion matrix, insights on 

how well each individual class was classified by the model would be known. 

 

3. Precision, Recall and F1 Score 

        𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                             (2) 

             𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                              (3) 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  
2 (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
         (4)
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Based on equations (2), (3) and (4) from [29], Precision looks at the accuracy of the positive predictions. On the other hand, recall is the ratio 

of positive samples that were correctly detected. Lastly, the F1 score is the combination of precision and recall by taking the mean of both scores. 

4.3 Phase 1 Training Results and Analysis 

During this phase of training, two ResNet models were built mainly ResNet-18 and ResNet-50 model from scratch and trained on the data set 

without any modifications in terms of model architecture or any other settings. Table 4.2 below shows the overall results in terms of time computed 

in minutes, test accuracy, validation accuracy and graphs for loss and accuracy for better visualization of the training. The highlighted part shows 

the optimal model in terms of time and performance. 

Table 4. 2 Phase 1 training results on original dataset 

Phase 1 Training Results: Original vs Augmented dataset 

A. Testing on original dataset 

Model 
Computational 

time  

Test 

Accuracy 

Validation 

Accuracy 
Graphs 

ResNet-18 57.53 minutes 0.8814 0.9633 

Loss in terms of epochs (Train and Validation loss) 
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Accuracy in terms of epochs (Train and Validation accuracy) 

 

ResNet-50 71.82 minutes 0.8624 0.9673 

Loss in terms of epochs (Train and Validation loss) 

 
Accuracy in terms of epochs (Train and Validation accuracy) 
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B. Testing on augmented dataset 

Model 
Computational 

time  

Test 

Accuracy 

Validation 

Accuracy 
Graphs 

ResNet-18 142.21 minutes 0.8621 0.9733 

Loss in terms of epochs (Train and Validation loss) 

 

 
 

 

Accuracy in terms of epochs (Train and Validation accuracy) 
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ResNet-50 79.84 minutes 0.7881 0.8854 

Loss in terms of epochs (Train and Validation loss) 

 

 
Accuracy in terms of epochs (Train and Validation accuracy) 

 

 
 

Based on the table 4.2 above, both models tend to overfit very soon as the training starts where the training loss and validation loss drastically 

sinks to a value approximately zero. The spikes that occur in the validation loss strengthens this statement as the model ñmemorizedò the training 

data and could not classify well when the validation set fetches a new batch of data for validation thus the insignificantly high loss values. ResNet-

18 generalized well with a smaller dataset as it takes much shorter time than ResNet-50 for training with higher accuracy values (regardless of 

overfitting issues). On the other hand, ResNet-50 fitted well with larger datasets as proven from the training on augmented data where it achieved 
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higher accuracy values in a period of an hour when compared to ResNet-18 which took double the time needed for training completion and yet 

overfitted more in comparison to ResNet-50 where spikes in validation loss and accuracy were more often. Thus, moving on to Phase 2, the 

ResNet-50 was chosen due to its accuracy in predicting larger datasets (with no severe overfitting issues in comparison to ResNet-18) and lower 

computational time needed. 

4.4 Phase 2 Training Results and Analysis 

After concluding that ResNet-50 was chosen for further training, this phase focused on the experimental values for the model where training 

was done with distinct settings to find the optimal option for improving the modelôs accuracy. The model was loaded with pre-trained ImageNet 

weights before each experiment as transfer learning models tend to work better without further explanation as the model was exposed to a 

universally large dataset so its more robust.  

4.4.1 Analysis in terms of Pooling Layer 

Table 4.3 below shows the overall results for using Global Average Pooling layer in comparison to using Average Pooling layer with flatten layer 

for the reduction of dimensions from the feature map generated by the last convolutional layer of the model. 

 

Table 4. 3 Results table of using distinct pooling layers 

Phase 2 Training Results: Pooling layer aspect 

1. Using Average Pooling layer with Flatten layer 

Model 

Computational 

time (5 

epochs) 

Accuracy 
Validation 

Accuracy 
Training Log 
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Pre-

trained 

ResNet-

50 

126.74 

minutes 
0.4862 0.5217 

 

2. Using Global Pooling layer 

Pre-

trained 

ResNet-

50 

49.57 

minutes 
0.7959 0.7293 

 

 

As seen on the result table above, the global pooling layers had a large performance gap in terms of time and accuracy in comparison with the 

usage of Average Pooling with Flatten layers. This could be due to the techniques used by both settings where Flatten layer squeezes a feature 

map into a single long size vector which was not desirable as the number of parameters generated was higher in comparison to using global pooling 

layer (27 million vs 23 million). Global pooling eased this by having lower computational time as number of parameters were remained lower and 

the model generalized better and not burdened it to excessive amounts of parameters which was not applicable for this dataset in this case. 

 

4.4.2 Analysis in terms of Dataset Modification 

Table 4.4 below shows the overall results for dropping the neutrophils class and not dropping the class for training. The dropping of the class 

occurred since neutrophils did not pay any significance for diseases classification as mentioned in [5].   
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Table 4. 4 Results table of dropping neutrophils class 

Phase 2 Training Results: Number of classes aspect 

1. Original dataset (4 classes)  

Model 
Computational 

time  
Test Accuracy 

Validation 

Accuracy 
Confusion Matrix 

Pre-trained 

ResNet-50 
49.57 minutes 0.5923 0.8879 

Test Set 
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Validation Set 
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2. Dropping the Neutrophils class (3 classes) 

Pre-trained 

ResNet-50 
32.63 minutes 0.6393 0.9651 

Test Set 
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Validation Set 

 
 

Analyzing thoroughly, by dropping the neutrophils class, the computational time was reduced, and performance of the model increased as the 

need to classify another class was removed, meaning there was lesser data to be trained on which explained the lower computational time. The 

performance boosted due to the removal of neutrophils as the class was producing high false positives where the 3 other classes were mistaken as 

neutrophils. This setting was kept as the need of classification for neutrophils were irrelevant and its absence had provided beneficial outcomes. 



Chapter 4: Experiment Results and Discussion 

64 
Bachelor of Computer Science (Honours) 
Faculty of Information and Communication Technology (Kampar Campus), UTAR 

4.4.3 Analysis in terms of Dense Layers 

Table 4.5 below shows the overall implementing various number of dense layers where the each incremental had higher number of neurons present 

starting from one softmax layer to having more dense layers with neurons of 128 to 512. 

 

 

Table 4. 5 Results table of using distinct pooling layers 

Phase 2 Training Results: Dense layers aspect 

1. Using softmax dense layer only 

Model 

Computational 

time (5 

epochs) 

Accuracy 
Validation 

Accuracy 
Training Log 

Pre-

trained 

ResNet-50 

44.4 minutes 0.8243 0.8791 

 

 
2. Using dense layer (128) + softmax 

Pre-

trained 

ResNet-50 

32.63 minutes 0.8560 0.8764 
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3. Using dense layer (256) + dense layer (128) + softmax 

Pre-trained 

ResNet-50 

29.39 

minutes 
0.8597 0.9280 

 

4. Using dense layer (512) + dense layer (256) + dense layer (128) + softmax 

Pre-trained 

ResNet-50 

39.93 

minutes 
0.8470 0.8770 

 

 
The number of dense layers in the model affects the overall classification state of the model. The additional dense layers added into the model 

acts as feature selectors from the feature maps generated from convolutional layers. For this experiment, the results table signified that using dense 

layers of neurons 256 with dense layer of 128 as well as last dense layer with softmax activation had served the best in terms of accuracy and 

validation accuracy in just approximately 30 minutes which is the lowest time of all settings. 
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4.4.4 Analysis in terms of Batch Size 

Table 4.6 below shows the use of distinct batch sizes for experimentation which ranged from 

the smallest size of 8 to 64, gradually increase in the increment of n + n.  

Table 4. 6 Results table of using different batch sizes 

Phase 2 Training: Batch size aspect 

Batch Size Computational Time Test Accuracy Loss 

8 27.60 minutes 0.6699 0.3260 

16 31.24 minutes 0.6919 0.3678 

32 44.40 minutes 0.6774 0.4542 

64 72.09 minutes 0.6570 0.4169 
 

According to the results table above, the smaller batch sizes resulted in lesser computational 

time for training as the number of steps per epochs was increased but each step required lower 

batch size. For instance, batch size of 8 will have 746 steps per epoch but each step passed only 

8 samples. In terms of accuracy, batch size of 16 scored the highest among all other batch sizes 

which made it seemed like the optimal choice even if the computational time was slightly 

higher than batch size of 8.  

4.4.5 Analysis in terms of Learning Rate 

Table 4.7 below shows the experiment on having various learning rates of 0.01, 0.001 and 

0.0001 for the Adam optimizer.  

Table 4. 7 Table results for distinct learning rate 

Phase 2 Training: Learning rate aspect 

Learning Rate Computational Time Test Accuracy Validation Accuracy 

0.01  70.10 minutes 0.6833 0.9094 

0.001  69.05 minutes 0.6956 0.8987 

0.0001 31.25 minutes 0.6919 0.9107 
 

The learning rate is defined as the measure of how quickly the model gets adapted to a 

certain task given. As shown above, the optimal learning rate for the model is between the 

range of 0.001 and 0.0001 as the test accuracy between these two regions were roughly alike. 
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Therefore, this was used as a reference for the hyperparameter tuning, to define the optimal 

learning rate of the model. 

4.5 Hyperparameter Tuning Results 

The hyperparameter focused for fine-tuning was the learning rate of the model. As mentioned 

in the previous chapter, the optimum learning rate was between the range of 0.001 to 0.0001. 

Thus, the tuner was initialized, and the results were computed as shown below in figure 4.2. 

 

 
 

Figure 4. 2 Best learning rate value after running tuner 

The hyperparameter searching took roughly 3 hours and concluded with the learning rate 

of 0.0009 for 10 epochs. This value was utilized to re-initialize the model to create the finalized 

model for evaluation. 

4.6 Finalized Model Results and Discussion 

Table 4.8 below summarizes the configurations which was used for the constructing the final 

model which will be used for training and evaluation to access its capabilities.  

Table 4. 8 Summarized configurations for final model 

Model Configurations Selection / Configurations 

Phase 1 Training 

Model Type ResNet-50 model 

Data Augmentation Yes, with following augmentation techniques: 

    rotation_range=20, 

    width_shift_range=0.2, 

    height_shift_range=0.2, 

    shear_range=0.2, 

    zoom_range=0.2, 

    horizontal_flip=True, 

    vertical_flip=True, 
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    fill_mode='nearest' 

Phase 2 Training 

Transfer Learning Yes, by loading pre-trained ImageNet weights. 

Pooling layer Global Average Pooling layer. 

Dataset Modification Dropped Neutrophils class. 

Dense layers 

Three dense layers: 

• Dense layer (neurons: 256) 

• Dense layer (neurons: 128) 

• Dense layer (Activation: Softmax) 

Batch size 16 

Learning rate Between 0.001 and 0.0001 

Hyperparameter Tuning 

Tuned Learning Rate 9e-4 (0.0009) 

 

Using the settings in the table above, the model was re-constructed and re-initialized for 

the training phase for the final evaluation. A total of 30 epochs was trained on the model and 

the results were recorded as shown in the table 4.9 below. 

 

Table 4. 9 Results table for finalized model 

Finalized 
ResNet-50 
Model 

Epochs Computational Time 
(in minutes) 

Testing 
Accuracy 

Validation 
Accuracy 

30 103.38 0.6377 0.9946 

 
Figure 4.3 and Figure 4.4 below shows the loss graph and accuracy graph, respectively. 
 

 
Figure 4. 3 Training loss and validation loss graph 
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Figure 4. 4 Training accuracy and validation accuracy graph 

 
From the results above, it can be concluded that the selected settings brought improvements 

to the model in terms of accuracy rates with 63% for test accuracy and 99% for validation 

accuracy. As mentioned in Project I, the uncertainty in test set generation caused the drop in 

test accuracy even after adjusting the model to enhance its performance. However, the 

validation accuracy increased drastically well, and the graphs above did not signify any 

overfitting issues and the training was done well but fell back on computational time which 

was lengthened. Figure 4.5 below shows the confusion matrix and classification report for test 

set and validation set. 

 

 
 
 

 

 

Figure 4. 5 Confusion matrix and classification report of finalized model 
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 As seen in the confusion matrix, in the test set, most of the monocytes were mis-classified 

as Eosinophils which resulted in a low recall value of 0.33. The validation set on the other 

hand, classified the data set with ease as all f1-scores were 0.99 and above.  

4.7 Summary 

 This chapter explained on the datasetôs origin and its details, results computed from Phase 

1 and 2 of training alongside its discussion which ended up with the configuration of the 

finalized model for evaluation after hyperparameter tuning was done which focused on tuning 

the learning rate of the model. During Phase 1 of training, it is seen that ResNet models 18 and 

50 are overfitting on the original dataset and augmented dataset, but ResNet-50 suffered less 

severe effects. Therefore, the model carried on into phase 2 of training, which involved 

application of transfer learning (loading pre-trained weights) before carrying out a series of 

distinct settings which consisted of pooling layers, dropping a class from the dataset, dense 

layers, batch sizes and learning rates. Regarding on the learning rate, it is seen that its optimal 

value lied between 0.001 and 0.0001. Thus, further hyperparameter tuning is started and ended 

up with the best value of 0.0009. The finalized model is created using the best settings from 

each experiment and it achieved a testing accuracy of 63.77% and validation accuracy of 

99.46% which is a significant improvement. 
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Chapter 5: Conclusion and Future Work 

Blood cell identification has always been done by experts manually by spending time on 

the microscope and documenting the results after proper justifications. The process is time-

consuming as there are millions of cells to be inspected and humans are not perfect, hence 

mistakes on labelling these cells would happen. To resolve this issue, an automated blood cell 

classification using deep learning was proposed. 

The sole focus in the second part of this research was implementing ResNet models from 

scratch and understanding its architecture and performance capabilities before jumping into the 

deeper phase of training a single ResNet model, which was ResNet-50. Similarly, to Project I, 

transfer learning was applied to the ResNet model through the application of weights trained 

on ImageNet. Moving on from here, the model was run through several rounds of 

experimentation involving the change of use in pooling layers, dense layers, batch sizes, 

learning rates as well as dropping a WBC class due to its irrelevance in diseases classification. 

Each categoryôs best setting was recorded and taken in consideration for constructing the 

finalized model. Hyperparameter tuning was applied on the learning rate as the range was found 

to be between 0.001 and 0.0001 and this information was fed into the tuner with a search step 

count to traverse between the range to compute the optimal learning rate value. To conclude, 

the finalized model utilized a learning rate of 0.0009, batch size of 16, three dense layers, global 

average pooling layer and dropped neutrophils class to achieve a testing accuracy of 63.77% 

and validation accuracy of 99.46%. 

Looking at the future works of the research, the ResNet model would be trained and 

evaluated on different datasets as this dataset utilized has some uncertainty on the test set 

generation which resulted in unclear accuracy results. Alternatively, the model could be 

improved in terms of performance through other deep learning methods such as ensemble 

classifiers, decision algorithms, etc. A more robust and lightweight model that can achieve high 

accuracy with any test data and lower training periods is a desired goal to complete in the 

future.  
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