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ABSTRACT 

 

This proposal is a project of a mobile assistant app for visually impaired people. Visually 

impaired peoples have risk when crossing road and they are no pedestrian around to assist 

them. In addition, most of the traffic light in Malaysia is didn’t install pedestrian signal system 

and for those installed is lack of maintenance. Hence this project is aims to develop an 

application to assists visually impaired to cross the road with safe condition. Since currently 

most of the people own their smartphone included visually impaired people, hence this project 

will fully implement in smartphone. Object detection is one of the functions will included in 

this project, it uses for recognize the surrounding object to assists the user cross the road. 

Besides, implement media as the output of application. By the experiment finding, TensorFlow 

is the suitable open source for create machine learning on object detection. In conclusion, this 

project will be using TensorFlow to train detection custom model and implement in mobile 

application to assist visually impaired crossing road. 

  



Bachelor of Information Systems (Honours) Information Systems Engineering  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    vii 
  

TABLE OF CONTENTS 

 

TITLE PAGE i 

REPORT STATUS DECLARATION FORM ii 

FYP THESIS SUBMISSION FORM iii 

DECLARATION OF ORIGINALITY iv 

ACKNOWLEDGEMENTS v 

ABSTRACT vi 

TABLE OF CONTENTS vii 

LIST OF FIGURES x 

LIST OF TABLES xi 

LIST OF SYMBOLS xii 

LIST OF ABBREVIATIONS xiii 

  

CHAPTER 1 INTRODUCTION 1 

1.1 Problem Statement and Motivation 2 

1.2 Objectives 2 

1.3 Project Scope and Direction 3 

1.4 Contributions 3 

1.5 Report Organization 4 

  

CHAPTER 2 LITERATURE REVIEW 5 

2.1 Review of Existing Application and System 5 

2.1.1 SeeLight 5 

2.1.2 Previous Application – Identify pedestrian crossing 6 

2.1.3 Pedestrian Crossing Aid Device 7 

2.1.4 Supersence 8 

2.2 Comparison Analysis on usage of object detection 9 

2.2.1 Usage of Object Detection 9 

2.2.2 Analysis on Table 2.1 10 

  

  



Bachelor of Information Systems (Honours) Information Systems Engineering  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    viii 
  

CHAPTER 3 SYSTEM DESIGN  11 

3.1 Overall System Flow 11 

3.2 Training image detection method 12 

3.3 Decision Schema (Flow Diagram) 12 

3.4 System Activity Diagram 13 

  

CHAPTER 4 SYSTEM IMPLEMENTATION 15 

          4.1   Methodologies and General Work Procedures 15 

4.1.1 Tools to use 15 

4.1.2 User Requirements 17 

          4.2   Object Detection Model 17 

4.2.1 Training and Test image Dataset 18 

4.2.2 Label Image Object on training dataset 19 

4.2.3 Run Training on Object Detection Model with Anaconda 20 

4.2.4 Convert to TensorFlow Lite Model 20 

          4.3   Mobile Development 21 

4.3.1 Rebuild on TensorFlow Lite Application 21 

4.3.2 Modify on the Detect Image Function 22 

4.3.3 Application input and output 23 

4.3.4 Decision Making Function 24 

4.3.5 Guiding to Correct Direction 25 

4.3.6 Detect surrounding traffic 26 

4.3.7 Start Crossing Road 27 

4.3.8 Auto Increase Volume 27 

          4.4   Application Design 28 

4.4.1 User Interface 28 

4.4.2 Application Logo Design 29 

          4.5   Implementation Issues and Challenges 29 

  

CHAPTER 5 SYSTEM TESTING AND EVALUATION 30 

         5.1    Testing Case Without Pedestrian Crossing and Pedestrian Bridge 30 



Bachelor of Information Systems (Honours) Information Systems Engineering  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    ix 
  

5.2 Testing Case for Pedestrian Crossing Available 31 

5.3 Testing Case for Frequent Flashlight and Alarm Media 32 

  

CHAPTER 6 CONCLUSION 33 

7.1 Project Review and Discussion 33 

7.2 Contributions 33 

7.3 Future Work 33 

  

REFERENCES 34 

 WEEKLY LOG                           36 

 POSTER                             41 

 PLAGIARISM CHECK RESULT                     42 

 FYP2 CHECKLIST                          44 



Bachelor of Information Systems (Honours) Information Systems Engineering  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    x 
  

LIST OF FIGURES 

 

Figure Number Title Page 

   

Figure 1.1 Pedestrian Signal Push Button 1 

Figure 1.2 Blind Crossing Track 1 

Figure 2.1 SeeLight Application 5 

Figure 2.2 Pedestrian crossing aid device illustration and flowchart 7 

Figure 2.3 Supersence 8 

Figure 3.1 System Flow Chart 11 

Figure 3.2 Decision Schema flow diagram 12 

Figure 3.3 Activity diagram 13 

Figure 4.1 Image Dataset 18 

Figure 4.2 Labellmg 19 

Figure 4.3 Output xml file 19 

Figure 4.4 Training Model 20 

Figure 4.5 TensorFlow Lite example application 21 

Figure 4.6 Process Image 22 

Figure 4.7 Code of Onclick Function 23 

Figure 4.8 Code in decision_making() 24 

Figure 4.9 Code to Guiding User Direction 25 

Figure 4.10 Code to Detect Car 26 

Figure 4.11 Code of crossing road function 27 

Figure 4.12 Function of turn flash on and off 27 

Figure 4.13 Auto Increase Device’s Volume 27 

Figure 4.14 Application Interface 28 

Figure 4.15 Splash Interface 29 

Figure 4.16 Application Icon 29 

Figure 5.1 Test Case 1 30 

Figure 5.2 Test Case 2 Detection 31 

Figure 5.3 Test Case 2 flashlight 32 

   

 



Bachelor of Information Systems (Honours) Information Systems Engineering  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    xi 
  

   

LIST OF TABLES 

 

Table Number Title Page 

   

Table 2.1 Comparison on usage of object detection   9 

Table 3.1 Specifications of laptop  16 

Table 3.2 Specifications of Smartphone  16 

   

 

 

 

 

 

  



Bachelor of Information Systems (Honours) Information Systems Engineering  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    1 
  

Chapter 1 

Introduction 

 

Until 2017, 253 million people were visually impaired [1]."Visually impaired" refers to a 

person who is partially or completely blind. Some activities may be difficult for people who 

are visually impaired. One of the most difficult or dangerous activities they will face is crossing 

the road. From the word "safe crossing" in the title, the main purpose of this project is to make 

sure that the visual impairer’s users are in a safe condition when crossing the road. Therefore, 

this project is used to design and develop an application for the visually impaired and assist 

them so that they can cross the road safely. 

Referring to one of Watanabe's surveys comparing the usability of smartphones and feature 

phones, the results are divided into two categories: one for people who are blind, with 43 

respondents, and the other for people with low vision, with 38 respondents. In the resulting 

blind category result, 8 respondents believe the smartphone is more advantageous (18.6%), 

while 29 believe it is both advantageous and inconvenient (64.45%). On the other hand, the 

result of low vision categories has 17 respondents answering that smartphones were better than 

feature phones (44.7%), which means it can be shown that smartphones can be acceptable to 

most of the people who are visually impaired [2]. Hence, in this project, a good interface will 

be developed to help users easily use the application on a smartphone. 

  

Figure 1.1 Pedestrian Signal Push Button Figure 1.2 Blind Crossing Track 
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1.1 Problem Statement and Motivation 

Most countries now provide technology on the pedestrian crossing traffic light, as in Figure 

1.1, to assist the visually impaired. The technology is referred to as pedestrian signal. One of 

the most common pedestrian signals is turning the information into sound. It provides a high-

pitched sound to notify the visually impaired that they can cross the road safely. Besides that, 

the blind crossing track in Figure 1.2 is very useful for conveying the message to visually 

impaired people with the cane. However, most of the pedestrian crossings in Malaysia are not 

installed with those pedestrian signals, and unfortunately, most of the installed pedestrian 

signals also lack maintenance. Therefore, it will be more difficult for visually impaired people 

to recognize the road situation or surroundings. Moreover, visually impaired people need 

assistance when crossing a road. This is because they are unable to recognize the surroundings 

and road situation. Without assistance from others, it may put them in a dangerous situation. 

This project aims to greatly reduce the danger of visually impaired people when they are 

crossing the road and to overcome the lack of electronic travel aids at pedestrian crossings. As 

stated currently, visually impaired people prefer to use a smartphone to assist them. Therefore, 

the project is being developed so that it could be an application that could assist the function 

of their eyes and help them recognize the road and cars so that it could greatly reduce the danger 

of visually impaired people when they are crossing the road and overcome the lack of electronic 

travel aids at pedestrian crossings. 

 

1.2 Objectives 

• Aims to develop an application that assists the visually impaired to cross the 

road safely as the title "Safe Crossing" 

In order to help the visually impaired, the application recognizes the surrounding traffic 

situation when they cross the road. Machine learning is the system that will be used to develop 

this project. Furthermore, machine learning will be able to recognize pedestrian bridges, 

pedestrian crossings, and so on. 

 

• Decrease the interaction time with the application when the application is assisting 

visually impaired users.  
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For the purpose of helping visually impaired people understand the application output, media 

speech will be used to interact with visually impaired people. The required input from the user 

will be designed to be simple, such as double tapping and long tapping. 

 

1.3  Project Scope and Direction  

The scope of the project is to develop an application that can recognize pedestrian crossings, 

crossing directions, and coming traffic with a smartphone camera. Therefore, visually impaired 

people only need to open the application on a smartphone, and the smartphone will recognize 

the environment automatically. Users could cross the road by following the instructions given 

by the application. To make a system able to recognize these things, more training data is 

needed in this application to analyze it. Consequently, the application can be processed and a 

more accurate route for the user could be generated. "We train the machine learning system 

before we launch it." It means the system will be able to recognize the surroundings correctly, 

so the user can cross the road safely even if there is no internet access. 

Besides the output of the application. The smartphone flashlight would also be used to 

notify incoming traffic. Drivers normally face difficulty and have low vision when driving at 

night. With the help of the smartphone flashlight, the driver will be able to see the pedestrian. 

A smartphone flashlight plays an important role, especially during the night time, so that the 

driver is able to notice it earlier. Moreover, a sound effect will be played when the user is 

crossing the road, and thus it could play a role in notifying other pedestrians who are around 

the user. Therefore, those pedestrians could assist or make way for the user. 

Every touchscreen on the smartphone is an input and output, but the touchscreen is probably 

just an input for the person who is visually impaired. Additionally, the application display on 

a smartphone screen is dynamic, and hence, the users need to rely on text-to-speech voice to 

recognize the applications that are currently on the screen. As a result, the application includes 

media voice generation to assist users in crossing the street and provides a simpler input 

method, such as a single tap or double tap, to perform on the application. 

 

1.4  Contributions 

By using this application, our visually impaired users are able to cross the road in safe 

conditions. Besides, the flashlight function plays an important role in the application. It warns 

oncoming traffic, especially in low-light areas or at night, to avoid an unwanted incident. 
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1.5  Report Organization 

The following chapters build on this project: Chapter 1 is an introduction, Chapter 2 is a 

literature review, Chapter 3 is a system design, Chapter 4 is a system implementation, Chapter 

5 is a system testing and evaluation, and Chapter 6 is a conclusion. The problem statement and 

motivation, project background, objectives, project scope and direction, project contribution, 

and report organization all included in the first chapter of this project. The second chapter is a 

literature review of numerous existing visually impaired assistant applications in the segment 

in order to assess each product's strengths and drawbacks. The third chapter is about the design 

of the whole project and discusses the way to achieve the objective. The fourth chapter is the 

implementation of the application by following the system design. The fifth chapter is testing 

the application with a demo and evaluation of the application after testing. Last chapter is the 

conclusion, which has the project review and future work. 
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Chapter 2 

Literature Review 

 

2.1 Review of Existing Application and System 

People who are visually impaired did not give up their lives due to their shortcomings, 

conversely, they lived harder and cherish their life. Hence, there are a few of application and 

research was developed to assist them in their daily life. Three of the similar applications are 

taken for review. 

 

2.1.1 SeeLight  

 

Figure 2.1 SeeLight Application 

 

The idea of this application is to assist visually impaired people by informing them about 

the length between the crosswalk destination and the time in seconds it will take for them to 

cross the road [3]. On the other hand, it also provided the correct direction for users to cross 

the pedestrian crossing. One of the strengths of this application is that data for streets can be 

retrieved from the database and calculated by using GPS. However, it is very dependent on 

internet access and database. For example, it will not function when used in areas or streets that 

don’t have data in its database. Furthermore, network latency will cause issues for the 

application when retrieving data from its database. Last but not least, the application could not 

function on an unsignalized pedestrian crossing as it was not equipped with the traffic light. 

The big difference between signalized and unsignalized pedestrian crossings is that the 

signalized pedestrian crossing is equipped with a traffic light to stop the vehicle and it is also 
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equipped with sound on the traffic light. The use of sound is to notify the pedestrian to cross 

the road and the sound frequency will change when the crossing period almost ends. This sound 

function brings more benefits, especially to visually impaired people. They can differentiate 

between the surrounding situation and the traffic light by sound. Arman claimed that a statistic 

shows that Malaysia’s accidents in road traffic among pedestrians is rising from 24.4 percent 

in 2006 to 44.2 percent in 2013. He also stated that the Malaysian Institute of Road Safety 

Research (MIROS) recommended equipping the traffic signal on the pedestrian crossing due 

to the fact that most drivers in Malaysia will not slow down or stop at a non-signalized 

pedestrian crossing [4]. In this situation, visually impaired people will be exposed to a 

dangerous situation when they are crossing the unsignalized pedestrian crossings. Another 

problem is that the number of hybrid and electric vehicles on road is increasing. As a result, 

because those vehicles produce less noise or are quieter than traditional fuel-engine vehicles 

[5], it is a limitation of this application as well as another shortcoming that is brought to the 

visually impaired people. 

    Therefore, the project should utilize the current technologies to overcome the 

limitations. The applications need to recognize the pedestrian bridge, incoming traffic, and 

pedestrian crossing. Moreover, the application could function in both online and offline 

situations to avoid the latency. Furthermore, the application is able to convey the message to 

the driver when visually impaired people are crossing, so the driver is able to slow down earlier 

and so that the visually impaired user can cross the road safely. 

 

 

2.1.2  Previous Application – Identify pedestrian crossing  

According to the article, they are developing an application that could identify and recognize a 

pedestrian crossing using computer vision [6]. It directly solves the problem of visually 

impaired people crossing the road by directing them to the pedestrian crossing. However, the 

weaknesses of the application are that it cannot recognize incoming traffic. Moreover, it will 

face a problem when the user’s living area does not provide any pedestrian crossings. This is 

because the application provides good assistance to visually impaired people in some areas 

where it provides the complete pedestrian crossing system. So, it may be a limitation in other 

countries or areas that do not have a good pedestrian crossing system. This system should 

recognize incoming traffic and recognize the crossing destination so that it is able to overcome 

those problems with this application. 
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2.1.3 Pedestrian Crossing Aid Device 

 

Figure 2.2 Pedestrian crossing aid device illustration and flowchart 

According to the system, crossing aid devices use object detection to recognize the pedestrian 

signal as the flowchart of Figure 2.2 [7]. The system flow is used to detect all possible 

pedestrian signals and send them to the pedestrian signal verifier. The pedestrian signal verifier 

validates existent pedestrian signals. Next, the system will process the speech output to the 

visually impaired pedestrian. This device can detect pedestrian signals and output speech, 

allowing it to guide a visually impaired pedestrian in front of a pedestrian crossing. 

Unfortunately, the shortcoming of the device is that it does not have a decision schema on a 

pedestrian crossing that does not have a pedestrian signal. The object detection method that 

will be used in the project that will be carried out and will be the same as the proposed idea 

mentioned above. Additionally, the object detection in this project will increase, which means 

it could detect more objects. As a result, it could overcome those problems caused by the 

pedestrian crossing with no pedestrian signal. 
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2.1.4 Supersence  

 

Figure 2.3 Supersence 

This application was developed by a group of teams, and the team members are based in 

multiple countries. The application can be downloaded from the Google Play Store [8]. This 

application's vision is to allow visually impaired people who use technology to experience this 

new generation of experience-based applications. 

Supersence is an application that assists blind and visually impaired users to read, detect the 

surrounding objects, and find a specific object (see Figure 2.3). Supersense is using AI to train 

their applications to recognize objects that we interact with every day, such as seats, doors, 

bathrooms, and so on. Besides, this application could also scan plain text and convert it to 

speech output. Moreover, this application has a feature for finding objects. In this feature, users 

have to select the object that wanted to find, and then the application will start scanning. This 

feature will notify the user by vibrating when a selected item is detected. 

Overall, the application is good at solving the common problem that the visually impaired face 

in daily life. However, the find feature in this application has an option which is find the traffic 

object. The application does not have any other actions after the traffic object is detected. The 

only actions from this application are to vibrate and notify the user by output speech. Hence, if 
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the visually impaired know that the traffic is around but there is no direction and no other 

assistance to cross the road, they will be in a dangerous situation. Nevertheless, the application 

is good enough for simple usage for the visually impaired. 

 

2.2 Comparison Analysis on usage of object detection 

Computer vision and image processing technology are becoming mature as time flies. Most of 

the review applications and systems in 2.1 have implemented computer vision. Compared to 

the previous system and application, gaining a thorough understanding of each system and 

application's flaws. 

 

2.2.1 Usage of Object Detection 

 

              Features 

 

Application 

And System 

 

Usage of Object detection 

 

Action after get object 

detection 

Application - 

Identify 

pedestrian 

crossing  

Detect the nearest pedestrian 

crossing 

Lead visually impaired to the 

detected pedestrian crossing 

by speech after detected a 

pedestrian crossing. 

Pedestrian 

crossing aid 

device 

Detect the pedestrian signal Validate pedestrian signal 

light color then lead user to 

cross the road when the 

pedestrian light is green. 

 

Supersence 

Detect the surrounding object Convert output speech to user 

about the surrounding object 

name when detected specific 

object. 

Table 2.1 Comparison on usage of object detection 

 

 

 



Bachelor of Information Systems (Honours) Information Systems Engineering  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    10 
  

2.2.2 Analysis on Table 2.1 

By analysis of Table 2.1, those applications using computer vision technology produce 

different usages to assist the visually impaired. Besides, those reviewed applications are good 

at solving their problem statements through object detection. However, there is some shortage 

of action after getting output from object detection. For, Application - Identify pedestrian 

crossing is using object detection to find the pedestrian crossing. Hence, the shortage of this 

application is that no assistance is offered to the visually impaired after leading the visually 

impaired to a pedestrian crossing. This shortage also applied to the Supersence app. Supersence 

provided a feature to find a specific object like traffic, but no other action after notifying the 

visually impaired that traffic is in the area. In conclusion, this project will overcome those 

shortages. Computer vision technology will also be used. Furthermore, the action when visually 

impaired users cross roads will be emphasised in this project. 
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Chapter 3 

System Design 

 

3.1 Overall System Flow 

 

Figure 3.1 System Flow Chart 

 

The overall application system design is represented by Figure 3.1 flow chart. The application 

gets a live image from the device's camera. The live image will then act as the input to the 

object detection model to recognize the object. Next, the object detection model will generate 

the output by returning the result percentage of the detected object. After that, the system will 

make the decision by using the output from the object-detection model. The decision-making 

system is discussed in 3.3.2 as a decision schema. Later, the application will convert the output 

to speech-based. Lastly, the speech output will convey the message to the users, and this system 

flow will be repeated until the users finish crossing the road. 
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3.2 Training image detection method 

Image classification and object detection are the methods under consideration in this project. 

Object detection has been chosen as the project detection method. The reason for choosing 

object detection in this project is that it requires real-time detection and it could detect more 

than one object in an image. 

 

3.3 Decision Schema (Flow Diagram) 

 

Figure 3.2 Decision Schema flow diagram 

 

Figure 3.2 is a decision flowchart diagram of the application. The trained object detection 

model starts working when the users are ready to cross the road. In the first step, the object 

detection model will detect the environment around the user. If there are pedestrian bridges, 

the application will inform the user to cross the pedestrian bridge. Next, guide the direction of 

the pedestrian bridge to the user. On the other hand, if there is a pedestrian crossing, the 

application will also inform the user to cross at the pedestrian crossing and guide the direction 

of the pedestrian crossing. When the user is heading toward the direction of the pedestrian 

crossing, the application will start to detect the availability of the vehicles before the user 
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crosses the road. The application will inform the user to cross the road once the vehicle has 

gone away. In the meantime, the application will display a frequent flashing light to notify the 

incoming traffic. The conditions will be divided into two categories: those with pedestrian 

crossings and those without. 

 

3.4 System Activity Diagram 

 

Figure 3.3 Activity diagram 

 

In Figure 3.3, an activity diagram of the system is shown. There is a user, a SafeCrossing 

application system, and an object detection model. The activity starts when the user opens the 

application. The system captures the image from the device when the user starts the detection. 

The captured image will be processed in an object detection model. Thus, the model returns 

the detection result to the system. The system processes the returned result of the image and 

makes the decision. If detected, a pedestrian bridge or pedestrian crossing will guide the user 

to that object's direction. Continue capturing the image and letting the model process it if no 

pedestrian crossing or pedestrian bridge is detected. Moving on, checking the traffic. If the 

traffic is detected, it will repeat the capture image until no traffic is detected. In the following, 
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the system will guide the user to cross the road when there is no traffic detected, and then the 

activity will end.  
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Chapter 4 

System Implementation 

 

4.1 Methodologies and General Work Procedures 

The development of this proposal will be divided into two categories. One of the categories is 

the training of the model for the detection. Besides that, the other category is mobile application 

program development. The object detection model would be used when the application is 

developing. Hence, this project will train the object detection model first. 

 

4.1.1 Tools to use 

Software: 

1. Anaconda 

 

Anaconda is software that creates a virtual environment for Python and is compatible 

with the Windows operating system. Besides, the Python libraries that only work on 

Linux systems can also be run in Anaconda. 

 

2. TensorFlow 

 

TensorFlow is an open-source software to create machine learning models for multiple 

devices and platforms such as mobile, desktop, cloud, and so on. 

 

3. Android Studio 

 

Android Studio IDE is used for developing mobile applications. Object detection will 

be implemented in the mobile application. Android Studio IDE will be used to write a 

program to get the output of object detection by following the system flow. Besides, 

program for open torch light and text-to-speech function will be written and 

implemented in this tool. 

 

4. TensorFlow Lite 
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TensorFlow Lite is a software library designed for devices with limited memory and 

able to fit on mobile GPU 

 

Hardware: 

 

1. Laptop 

Table 3.1 Specifications of laptop 

Description Specifications 

Model Asus TUF FA506IU 

Processor AMD Ryzen 7 4800H 

Operating System Windows 10 

Graphic Card GeForce GTX 1660Ti 6GB 

Memory 8GB RAM 

Storage 512GB SSD 

 

The hardware used to train the object detection model is a local laptop. TensorFlow requires a 

powerful CPU in order to process the image and train the model. Table 3.1 contains the 

specifications for training the object-detection model. 

 

2. Smartphone 

Table 3.2 Specifications of Smartphone 

Description Specifications 

Model Oppo Reno 10x Zoom 

Processor Snapdragon 855 (7 nm) 

Operating System Android 11 

Main Camera 48 MP, f/1.7 

Memory 8GB RAM 

Storage 256GB 

 

The smartphone used in this project is Android operating system. The smartphone must be 

having rear camera in order to capture the image in front of user. Besides, the processor of the 

smartphone is need to be powerful in aiming to process the image in background. 
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4.1.2 User Requirements 

User Requirements: 

• The user able to open the application on the smartphone. 

• The user shall be at outdoor when using the application. 

• The user able to hear clearly the output media from application 

• The user able to moving their device toward on different direction 

 

Non-Functional Requirements: 

• The system is required to return the detection results within 2 seconds. 

• The system is required to run on Android Platform. 

 

 

 

4.2 Object Detection Model 

A custom object detection model is required to be trained in this project before developing the 

mobile application. Object detection model is a model that able to identify the object trained in 

this model. This stage can be done several times in the future by increasing the training image 

dataset and training time. Thus, the result of the custom object detection model will be more 

accurate on object detection. To train a custom model, this project will follow the tutorial 

provided by Evan, 2018 on GitHub [9]. The tutorial is about guiding the methods for training 

the custom object-detection model, and the software used is TensorFlow version 1.13. An 

object detection API repository will be downloaded from the TensorFlow official GitHub. 

However, the TensorFlow object detection API is only compatible with the Linux operating 

system. He is guiding by using Anaconda in his tutorial. Lastly, TensorFlow will be set up and 

installed in the Anaconda environment.  
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4.2.1 Training and Test image Dataset 

 

 

Figure 4.1 Image Dataset 

 

The related images of traffic roads, as in Figure 4.1, will be collected. It is one of the junctions 

in Malaysia with pedestrian crossings. A total of 360 images have been collected to train the 

model. 80 percent of the collected images will be used for training. The other 20 percent of the 

collected images will be used for testing after the model is trained. Thus, 300 images will be 

allocated for training while 60 images are for testing. This project is planned to have 3 object 

classes, which are pedestrian crossing, pedestrian bridge, and a class of vehicles, which 

includes cars and motors. 
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4.2.2 Label Image Object on training dataset 

 

Figure 4.2 Labellmg 

 

 

Figure 4.3 Output xml file 

 

The training and testing images have to be labelled in order to let TensorFlow understand where 

the object is when training the model. As shown in Figure 4.2, the open source software 

Labellmg is used to manually plot the object in the training and testing image dataset. The 

image can be plotted easily with this software. However, TensorFlow is still unable to 

understand the plotting in this step. So, this software will generate an XML file for each training 

and testing image that is plotted with object label information as in Figure 4.3. Those XML 
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files will be generated as a TFRecords file to serve as the input when training a model in 

TensorFlow. 

 

4.2.3 Run Training on Object Detection Model with Anaconda 

 

Figure 4.4 Training Model 

The training started after all the TensorFlow environment was setup and installed in Anaconda. 

Figure 4.4 is the output of Anaconda when training the custom object detection with 

TensorFlow. The training loss will start higher and become lower and lower as training 

progresses. In this project, it takes eight hours to get the lower loss. Manually stop the training 

when the loss becomes lower and will not drop anymore. TensorFlow will generate the last 

step of the train as the model. 

 

4.2.4 Convert to TensorFlow Lite Model 

The custom model will be trained successfully with the correct method and be ready to be used 

to detect the object. However, the model could not be implemented and run on mobile 

platforms. This is because the model training is only compatible with devices with large 

memory. As a result, the model must be converted to TFLite file format and can only be 

implemented in TensorFlow Lite. In order to achieve that, the model will be converted into the 

TensorFlow Lite method with the API provided by TensorFlow. Next, the mobile application 

will be developed, and the converted model will be implemented into the mobile application. 

Once the object detection custom model in TFLite file format is ready, the application will 

load the model by coding in the Android Studio IDE. Moving on to the next, the application 

will then transform the input data. This is because the input data from the android camera 

generally does not match the raw input data for the model. Thus, resizing the input image in 

the function is necessary to progress. After that, the application will run the custom object 
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detection model. Lastly, the application will interpret the output of the model which is the 

object that trained in that model. 

 

4.3 Mobile Development 

4.3.1 Rebuild on TensorFlow Lite Application 

 

  

Figure 4.5 TensorFlow Lite example application 

 

TensorFlow provided an example application for running the TensorFlow Lite model on 

Android, which is a TensorFlow Lite application. The application is able to keep detecting the 

object and the model keeps returning the detected result in front of the device’s camera once it 

opens. It provides an example of a pre-trained model that can detect the things that we 

commonly see in our daily life, such as laptops, keyboards, tables, and so on. However, trained 

custom object detection model will implemented in this application. The example of the 

application is shown in Figure 4.5. The example application has the function for preview 

camera, process the detected image from the preview camera and a camera connection 

fragment to display the live camera on the application activity. Besides, the application also 

included request user permission for camera. This project will rebuild this application by 
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modifying the detection mode and changing the example model to the custom model that plan 

to train in this project. 

 

4.3.2 Modify on the Detect Image Function 

 

Figure 4.6 Process Image 

 

The existing application provided a function for detection. In this project, the detection works 

only when the user wants to cross the road. Hence, a function was created for detection and 

returns a list of the results of the detection. This function is called detect_image(). This 

application will call this function if needed to get the result of detection from a live image. The 

list of results includes the label of the object and the score percentage of the detected object. 

Once this function is called, it will process the current image that is captured from the live 

image and return the object detection result to the function. Figure 4.6 is one of the codes for 

the detection function. The ‘List<detector.Recognition>’ is the array list from the TensorFlow 

API and it is also the output of ‘recognizeImage’ function from the TensorFlow API. The list 

includes ID, title, confidence (a score for how good the recognition is) and location (a rectangle 

box results on where the object is in the image bitmap). ‘CroppedBitmap’ is the resized capture 

image from the live image in order to be read by the custom object detection model. 
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4.3.3 Application input and output 

 

Figure 4.7 Code of Onclick Function 

 

The targeted user of this application is visually impaired. Hence, this application provided input 

and feedback to the user. The input of the application is only double click and hold click. 

Figure 4.7 is the code for the click listener. A double click starts the detection. The detection 

is halted by a long press. Furthermore, the vibrate feedback is for the user. The device will 

vibrate when the user long presses or double clicks the application using the function 

‘getSystemService (Context.VIBRATOR_SERVICE). Besides, when the application is 

detecting around it will also trigger a small vibration. The user could receive their feedback 

when the detection starts or stops. Besides, a pre-set media sound will play when the detection 

stops or starts. The media speech when the user double clicks: “Detection Start Working, Please 

Moving Your Device Around. Long Press To Stop Detection.”. In the meantime, two small 

vibration will be triggered. The reason for letting the user move around the device is to let the 

camera capture the surroundings when the detection starts. If the detection is running and the 

user long press the media speech, it will play: “The Detection Was Stopped.” and it occur 

together with a long device vibration.  
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4.3.4 Decision Making Function 

 

Figure 4.8 Code in decision_making() 

 

The decision was made when the detection started. When the detection starts, it will call the 

decision_making() function. Figure 4.8 is the main code that gets the object detection result 

from the live image. A timer was created for repeating detecting the environment and getting 

the output of the detection results. The timer will repeat every 1 second. Furthermore, the 

function inside the timer will check if there is any pedestrian bridge or pedestrian crossing 

detected by getting the output from the ‘detect_image()’ function. If detected on a pedestrian 

bridge or pedestrian crossing and the confidence is more than or equal to 50 percent, the 

boolean will become true. Besides, the device will vibrate when this application is detected to 

let the user know the device is working on detecting it. Furthermore, the ‘pb_degree_direction’ 

will be assigned to get the detected direction by getting the data from the device’s 

‘SensorManager’ system. The sensor system in Android is powered by the accelerometer 

hardware. It is frequently used as a device compass.  

A scheduled function will run after 10 seconds to check if there is any detected pedestrian 

bridge or pedestrian crossing. If there is a pedestrian bridge or pedestrian crossing, the detected 

direction will be passed to another function that leads the user to the correct direction for a 

pedestrian bridge or pedestrian crossing. However, it will detect surrounding incoming traffic 

if both of them are not detected. 
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4.3.5 Guiding to Correct Direction 

 

Figure 4.9 Code to Guiding User Direction 

 

This is a function to calculate which direction the user should move when a pedestrian bridge 

or a pedestrian crossing is detected. The ‘direction_result’ is the value that determines whether 

the user should turn left or right. ‘item_degree’ is the desirable direction, ‘degree_direction’ is 

the current direction. Both of these values are between 0 and 360. Hence, subtracting 

"degree_direction’ from ‘item_degree’ and adding 180. However, it is required to do a modulus 

and the modulus (%) does not support on negative value. To overcome it, add 720. Next, 

modulus 360. After modulus, the result will be between 0 and 360. Lastly, minus 180 will get 

the result. (desired_direction – current_direction +180 + 720) % 360-180 is the final 

calculation. If the value is positive, it indicates that it is on the right; if it is negative, it indicates 

that it is on the left. The do-while loop will keep looping and playing the media about moving 

right or moving left, and it will break the loop when the current direction matches the desired 

direction. If the desired direction is for pedestrian crossing, the applications will start detect 

surrounding traffic. 

 

 

  



Bachelor of Information Systems (Honours) Information Systems Engineering  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    26 
  

4.3.6 Detect surrounding traffic 

  

Figure 4.10 Code to Detect Car 

 

This function will be called when the user is in the direction of a pedestrian bridge or there is 

a situation in the user’s surroundings that does not have both a pedestrian crossing and a 

pedestrian bridge. Figure 4.10 is the main code of this function. This function keeps detecting 

the incoming traffic. If there is any car or motorcycle, the media will be there to inform the 

user. Moreover, there is a ‘count_second' that keeps counting down, and its default initial value 

is 10 seconds. The application will inform users there is no traffic and instruct users to cross 

the road when the ‘count_second’ value becomes zero. Despite this, when a car or motorcycle 

is detected, the 'count_second' value increases by 5 seconds. Besides, there is a condition to 

avoid the ‘count_second’ more than 15 seconds. 
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4.3.7 Start Crossing Road 

 

Figure 4.11 Code of crossing road function 

 

Figure 4.12 Function of turn flash on and off 

 

This function will only be triggered when there is no traffic around the user. Figure 4.11 shows 

two scheduled timers. The timers are to turn on and off the device’s flash light with frequency 

to notify incoming traffic if there is any. The flash is along with the camera class in Android, 

and the camera class is in use with a live camera. The device’s camera cannot be opened again 

because the camera is in use. Therefore, the open flash light function should be written in 

another Java class in order to open the flash light. Figure 4.12 shows the function of turning 

the flash on and off by using ‘CaptureRequest.FLASH_MODE_TORCH’. It is a function of 

the open torch light when the camera is previewing (live image). Additionally, a media alert 

sound will play and loop until the user stops the detection. 

 

4.3.8 Auto Increase Volume 

 

Figure 4.13 Auto Increase Device’s Volume 
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The media play is the important output of this application. When the user’s device volume is 

low, they might difficult to hear the device media output especially the application is using at 

outdoor. Therefore, when this application is opened, the volume will be increase to 12. The 

function is implemented by ‘AudioManager’ as Figure 4.13. 

 

4.4 Application Design 

4.4.1 User Interface 

 
 

Figure 4.14 Application Interface 

 

The user interface in this project was not important. The reason is that the target user of this 

application is visually impaired. However, only the compass and the camera preview (live 

image) are shown in this application. Camera preview and compass can let the other user, or a 

user that is only partially blind, look at the screen for a guidance. 
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4.4.2 Application Logo Design 

 

 

 

Figure 4.15 Splash Interface Figure 4.16 Application Icon 

 

The design of the application logo is wanted to represent the application is for visually impaired 

using at outdoor. The logo has two people which both are visually impaired. They right hands 

are holding the cane and left hands is holding the smartphones. For the splash screen is using 

the logo and added some city background.  

 

4.5 Implementation Issues and Challenges 

The development of object detection models has faced a challenge in collecting the training 

images. In order to train a good model, the training image is required to get the image that is in 

the point of view of the user toward the pedestrian crossing or pedestrian bridge. However, it 

is difficult to collect a huge number of training images in a period of development time. 

Therefore, most of the training images are collected from Google Maps Street View. Hence, 

some of the collected images are not from the point of view of the user when carrying a 

smartphone. As a result, the object detection model for this project is not the perfect one.   
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Chapter 5 

System Testing and Evaluation 

 

5.1 Testing Case Without Pedestrian Crossing and Pedestrian Bridge 

 

  

Figure 5.1 Test Case 1 

 

Figure 5.1 depicts the first case of the testing, which takes place on an empty road on a day 

without pedestrian crossings and pedestrian bridges. There is one driver and one user involved 

in this case. Pedestrian crossings and pedestrian bridges were not detected by the application. 

Thus, the application will start detecting surrounding vehicles. When the application detects 

the car, it slightly delays due to the image processing time. However, the detection is still 

acceptable. In result, the application is able to detect the incoming traffic and avoid visually 

impaired explore in a danger road. It is one of the objectives of this project, assists visually 

impaired cross the road in safe condition. 
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5.2 Testing Case for Pedestrian Crossing Available 

 

  

Figure 5.2 Test Case 2 Detection 

 

Figure 5.2 is the test case 2. This test case 2 is a demo at night and involves a small road with 

a pedestrian crossing. One user will be involved in this demo. The demo is to test the situation 

where there is a pedestrian crossing but there is no traffic light and to test the functions of input 

and output of the application. The case is assuming the user wants to cross the road and doesn’t 

know whether there is a pedestrian crossing or pedestrian bridge around him. In this test case, 

the user opens the application and double-clicks for start detection. Next, the application detects 

pedestrian crossing and leads the user to the direction of the pedestrian crossing. When the user 

is facing the right direction of the pedestrian crossing, the system will vibrate. In following, it 

detects the surrounding traffic and informs the user to cross the road when there is no traffic 

detected. As a result, from the demo, the detection and the compass direction were working 

well. Furthermore, the input can work well by double-clicking and long-pressing the device’s 

screen. Besides, the output media of the application is audible because it automatically raises 

the system sound and is quiet around the user. However, users could wear earphones when in 

a noisy street. The only thing that is not perfect is the detection result, which might be delayed 

as mentioned in test case 1. Lastly, the application accomplishes the project's objective by 
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shortening interaction time and providing convenient interactions between the application and 

the user. 

 

5.3 Testing Case for Frequent Flashlight and Alarm Media 

 

  

Figure 5.3 Test Case 2 flashlight 

 

On the other hand, this test also tests the application’s frequent flashlight and the alarm sound 

when the user crosses the road. From Figure 5.3 it is shown that the flash light is able to notify 

others, such as incoming traffic. Besides, the alarm sound has the same function as the 

flashlight, which notifies others that the user is crossing a road. The objective of these functions 

is to decrease the danger of a user when he or she is crossing the road.  
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Chapter 6 

Conclusion 

 

6.1 Project Review and Discussion 

The aim of the project is to let the smartphone be the eyes of the visually impaired. Hence, the 

major aim of the project will be object detection and the function of the application. The 

application is able to recognize a pedestrian crossing and detect traffic. Besides, the application 

implemented the sensor to improve the accuracy of the direction. Furthermore, the application 

is equipped with pre-trained media speech to guide the user who is visually impaired. Even 

though, this project is not able perfectly avoid unwanted accidents in some cases. When 

crossing the street, the visually impaired must still use a cane. 

 

6.2 Contributions 

This project brings out the safety assistant for the visually impaired. Besides, it increases the 

confidence of the visually impaired when they are outdoors. This project tries to fully use the 

function of the device to increase the safety of the user. The smartphone can also be useful to 

them. 

 

6.3 Future Work  

In the future, the accuracy of detection can be further improved by increasing the number of 

training images. However, it is difficult to collect the huge training images. The reason is that 

the point of view on the traffic road in the image might affect the final object detection model. 

For a good object detection model, the training image dataset has to be at the same angle as the 

users when they hold the smartphone. Moreover in future work, the distance of travel of users 

with the pedestrian crossing can be calculated with a better algorithm in order to make the 

application perfect for bringing a safe environment for the visually impaired when they are 

outdoors and crossing the road.  
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FINAL YEAR PROJECT WEEKLY REPORT 
(Project II) 

 

Trimester, Year: Y3S3 Study week no.: 3 

Student Name & ID: Lok Jun Leong 18ACB04199 

Supervisor: Dr Ng Hui Fuang 

Project Title: SafeCrossing: Pedestrian crossing assistant app for visually impaired 

 

 

1. WORK DONE 
[Please write the details of the work done in the last fortnight.] 

 

20% of mobile application development and object detection model training  
 

 

 

2. WORK TO BE DONE 

 

Continue the mobile application development 

 

 

3. PROBLEMS ENCOUNTERED 

 

Hard to understand the existing TensorFlow application 

 

 

 

 

 

 

4. SELF EVALUATION OF THE PROGRESS 

 

The progress should be complete 40%. 

 

 

 

 

 

 

 _________________________      ______ _____ 

 Supervisor’s signature              Student’s signature 
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FINAL YEAR PROJECT WEEKLY REPORT 
(Project II) 

 

Trimester, Year: Y3S3 Study week no.: 5 

Student Name & ID: Lok Jun Leong 18ACB04199 

Supervisor: Dr Ng Hui Fuang 

Project Title: SafeCrossing: Pedestrian crossing assistant app for visually impaired 

 

 

1. WORK DONE 
[Please write the details of the work done in the last fortnight.] 

 

50% progress of the mobile application. Which include the flow of the mobile detection 

and media. 
 

 

 

2. WORK TO BE DONE 

 

Gather more training image data for train the third custom model. 

 

 

 

3. PROBLEMS ENCOUNTERED 

 

No problem encounters 

 

 

 

 

 

 

4. SELF EVALUATION OF THE PROGRESS 

 

Mobile develop progress is going good. 

 

 

 

 

 

 

 _________________________      _____ _____ 

 Supervisor’s signature              Student’s signature 
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FINAL YEAR PROJECT WEEKLY REPORT 
(Project II) 

 

Trimester, Year: Y3S3 Study week no.: 7 

Student Name & ID: Lok Jun Leong 18ACB04199 

Supervisor: Dr Ng Hui Fuang 

Project Title: SafeCrossing: Pedestrian crossing assistant app for visually impaired 

 

 

1. WORK DONE 
[Please write the details of the work done in the last fortnight.] 

 

Collected more than 300 training image and ready to be train. The application function 

program on the whole flow has been done. 
 

 

 

2. WORK TO BE DONE 

 

Implement on the compass on the application in order to know the direction. 

 

 

3. PROBLEMS ENCOUNTERED 

 

No problem encounters 

 

 

 

 

 

 

4. SELF EVALUATION OF THE PROGRESS 

 

The progress of the application is done before week 8. 

 

 

 

 

 

 

 _________________________      ______ _____ 

 Supervisor’s signature              Student’s signature 
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FINAL YEAR PROJECT WEEKLY REPORT 
(Project II) 

 

Trimester, Year: Y3S3 Study week no.: 9 

Student Name & ID: Lok Jun Leong 18ACB04199 

Supervisor: Dr Ng Hui Fuang 

Project Title: SafeCrossing: Pedestrian crossing assistant app for visually impaired 

 

 

1. WORK DONE 
[Please write the details of the work done in the last fortnight.] 

 

The compass is implemented and the new custom object detection model is trained 
 

 

 

2. WORK TO BE DONE 

 

Fixed the bug and add more media output for application 

 

 

3. PROBLEMS ENCOUNTERED 

 

The compass is implemented but the problem is the calculation for calculate the left or 

right of the degree direction. 

 

 

 

 

 

 

4. SELF EVALUATION OF THE PROGRESS 

 

The application can be fully completed on week 11. 

 

 

 

 

 

 

 _________________________      _____ ______ 

 Supervisor’s signature              Student’s signature 
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FINAL YEAR PROJECT WEEKLY REPORT 
(Project II) 

 

Trimester, Year: Y3S3 Study week no.: 11 

Student Name & ID: Lok Jun Leong 18ACB04199 

Supervisor: Dr Ng Hui Fuang 

Project Title: SafeCrossing: Pedestrian crossing assistant app for visually impaired 

 

 

1. WORK DONE 
[Please write the details of the work done in the last fortnight.] 

 

The application is ready and all function is done coding. 
 

 

 

2. WORK TO BE DONE 

 

Start to testing application and shooting the application demo video. 

 

 

3. PROBLEMS ENCOUNTERED 

 

Need to find a road with pedestrian crossing and less traffic in order to take the demo 

video on the road. 

 

 

 

 

 

 

4. SELF EVALUATION OF THE PROGRESS 

 

The application is complete and waiting for testing and fix bug. 

 

 

 

 

 

 

 _________________________      ______ _____ 

 Supervisor’s signature              Student’s signature 
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