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Abstract

The aim of this project is to develop a system that could predict the Dengue
outbreak. Thisis done by using the prediction variables such as climate and past data.
Two approaches will be used to develop the prediction models, which are Artificial
Neural Network (ANN) and Generalized Additive Models (GAMs). Then, the prediction
accuracy of the models will be compared. All methods can handle real life input to
simulate the situation of the area where we want to predict outbreak of Dengue. It is
believed that the accurate prediction of dengue outbreakcan reduce the dengue case and

prevent the dengue outbreak in Malaysia.
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Chapter 1: Introduction

Since the 21st century, fighting various diseases or viruses has become an
important part of human beings. The most common disease among them is dengue fever.
Dengue is a mosquito-borne viral infection. The symptoms of people got infected are high
fever, pain behind the eyes and in the joints, muscles, or boned, severe headache, rash,
bleeding from the nose or gums and bruising easily (Dowshen, 2017.) It is transmitted by
female mosquitoes mainly of the species Aedes aegypti. At the same time, these
mosquitoes are also vectors of other disease such as chikungunya, yellow fever and Zika
Viruses (WHO, 2020). Since the early 1970s, Dengue had spread to the whole Malaysia
and caused a significant health burden to the population in Malaysia (Balvinder, 2017)
dengue not only will affect human’s health, at the same time is will affect the economy. an
adjusted estimate of economic burden due to dengue illness is RM196 million per year,
which is approximately RM7.14 per capital (Shepard et al., 2012). In this project, we will
develop a system with high accuracy to predict Dengue outbreak which in turn help to
decrease the dengue case by taking necessary precaution the results from Artificial Neural
Network (ANN) and Generalized Additive Models (GAMs) will be compared. Both of the
models will using the same data set that had recorded the features that can affect outbreak
of dengue so it would not have the difference of input and making the prediction based on
the data set, then compare the predictions that generated by both model, the highest

accuracy of model will be selected as the main prediction model.

1.1 Problem Statement and motivation

Dengue fever is one of the serious diseases in Malaysia. So, dengue prevention is a
ngr challenge facing by Malaysia government. an effective prevention of dengue in
Malaysia needs the help from prediction based on past data and different condition of
mosquito breeding, So, it is important to develop a system that able to predict the
possibility of dengue outbreak in the Malaysia by using those data and conditions.
Therefore, this project will develop neural network models based on previous data to
predict the possibility of dengue outbreak in Malaysia. From many existing dengue

prediction systems, it is found that climate is the most used variables because it caused
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many potholes filled in the rainy season, which form a breeding ground for mosquitoes.
Although the climate is the one of the most critical reason to cause dengue outbreak, but
there may be others predictors variables that will cause dengue outbreak such as
socioeconomic factors, temperature, weather and past data. Combining others predictor
variables with the climate could make the resultof prediction more accurate. So in our
project, we will study the predictors variables and analysis those variables to find the

other significant variables that will be affect the result of prediction.

1.2 Project objective

1)To identify prediction variables that will impact dengue outbreak.

The First objective of this project is to identify prediction variable that will
impact dengue outbreak. The prediction variable will affect the accuracy of the
prediction if we using the critical variable as input of ANN then we could get the
higher accuracy. In other hand, if we using the wrong variable as input then we will
get lower accuracy of result. So, identify the prediction variable is needed as to avoid

the wrong input in ANN.

2) To develop neural network models to predict the number of dengue incidence

in Malaysia

The second objective of this project is to develop a neural network model to
predict the number of dengue incidence in Malaysia. The ANN and GAM that able to
predict number of dengue incidence could be decrease the dengue case as we take
precautionto  the area where consider highest number of dengue incidence in

prediction.
3) To compare the performance of ANN and GAM

The third objective is to compare the performance of ANN and GAM which
can us to find out the better prediction model. This is because the better performance
of prediction model can help the Malaysia Government to prepare well different
suitable strategic to handler the outbreak of dengue without wasted meaningless of

resources on the least effectively strategic such as implement those strategic on the



cities or states that are rarely occur outbreak of dengue, so high accuracy of
prediction is very important for Malaysia Government as they just have to implement
the strategic on those cities that had been predicted will occur outbreak of dengue to

prevent outbreak of dengue.

1.3 Project Scope

The expected output of this project is a prediction model of dengue fever
infections among Malaysians. More specifically, we will develop neural network models
by comparing the accuracy of prediction result of different prediction models. Thiswill in

turn help to effectively control the mosquito breeding grounds for effective actions.

1.4 Contribution

This project is very important to Malaysia as it can help to reduce the dengue
outbreak. With the help of an accurate prediction, the dengue fever infection rate could be
reduced and the economic burden of dengue illness will be decreased, so the Malaysia
government could have more budget to develop other economic project to improve
standard living of Malaysian in turn improve the environment to decrease breeding
ground of Aedes mosquito. Our Dengue prediction would be based on the existing
systems because those data collected by exiting system can help this project to have more
accuracy. So, by having this project we have to collect and analysis the data from exiting
data butat the same time we will include other data such as geographic data, temperature,

and others data that might improve the accuracy of forecast result.

1.5 Report Organization

This report is organized into 6 chapter such as, Chapter 1 Introduction, Chapter 2
Literature Review, Chapter 3 System Design, Chapter 4 Implementation Detail, Chapter
5 Model Evaluation, Chapter 6 Conclusion. The first chapter is the introduction of the
project which use to show the summarize of the project to the reader to help them can
easy to know the content of the project such as problem statement, project background

and motivation, project scope, project objectives, project contribution, highlights of
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project achievements and report organization. The second chapter is the literature review
which is to carry out some of the existing project is related to this project to learn the
strengths and weakness from those project. In the third chapter is to overall the system
design of the project which is the programming language, model and others that use in
the project. The fourth chapter is the implementation detail of the project. The Chapter 5
is the Model Evaluation which is showing how well the model working by a few of
technical such as R-squared, mean squared error and others. The last chapter is the
conclusion of the project which is make all the content in a nut shell and some of the

discussion of the project.
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Chapter 2: Literature Review

2.1 Review of the Technologies
2.1.1Generalized Additive Models (GAMs)

The first method we use in our project is Generalized Additive Models (GAMs).
This is because GAMs is a high level model system for mathematical programming and
optimization. It allows us to translate the real-world optimization problem into computer
code and it is flexibility as we are allowed change solvers used without model formulation

change. The Figure 1 is showing the example of GAM.
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Figure 1 Example of GAMs
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2.1.2 Artificial Neural Network (ANN)

Another model used in the project is Artificial Neural Network (ANN). ANN has
the ability to learn and model non-linear and complex relationship as the inputs and
output of most relationship in real life are non-linear and complex. The number of
neurons in the hidden layer will decrease layer by layer with the shape of the inverted
pyramid, and repeated attempts to determine the specific number of neurons and the
missing values of the hidden layer until no further prediction is possible. After ANN
learned inputand their relationship, it can also infer the unseen relationship on the unseen
data, so make the model can generalize and predict on the data. (Mahanta,2017) The
Figure 2 is showing the Example of Artificial Neural Network.

Hidden

Output

Figure 2 Example of Artificial Neural Network
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2.1.3 Data Collection

Data collection is an important part of developing the model. We will use
historical data as the input to the model. According to Bora (Bora, 2016), historical data
could enable forecast based on billions of calculation and data point in past event to
predict the event The first data to be used is the dengue outbreak or dengue incident from
the “https://data.mendeley.com/”. this website recorded the total case of dengue in different
state of Malaysia which named “Dataset Denggi Malaysia.xIsx”. Besides that, the data set have
recorded down the total cases of dengue in different state from 1999 until 2019. So, the data set are
very import data that to help us to train the ANN as the data provide by the data set are very detail.

Figure 3 Annually Dengue Fever Trend 1999-2019
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Besides that, another data which is very important in this project is the weather
data and we could get the weather data from “www.data.gov.my”, this website provides a
platform to connect government agencies as data owners with various types of open data
users. Increase the exposure, awareness and participation of government agencies,
companies, and communities related to the implementation of the Malaysian Open Data
Program, and its value inimproving the provision of government services to the people.
So, we could easily get the official climate data set from this website. For example, the
Figure 4 had shown the rainfall data in Johor. The dataset not only provide the rainfall
data in Johor, it also provides other rainfall data of other state from 2014 to 2020 and the
rainfall data is one of the important factors that could be significantly affect outbreak of
dengue. Besides that, this data also provides the population data of different state from
2016 to 2020. The population also is one of the important factors that could be
significantly affect the dengue outbreak. The Figure 5 shows the population that record in
the dataset.

. . . @ Download A DataAPI
2014-2020 :Daily Projected Rainfall CCSM3B1... -
URL: https:/iwww.data.gov.my/data/dataset/5dbe1e4c-506d-4260-b47 1-b11594679e4 2/resource/58df99fT-814b-4217-a946-93b904a2667 8/download/daily-pro

Daily Projected Rainfal SM3B1 for 2014-2020 by State in Peninsular Malaysia

&5 Data Explorer

% Fullscreen <> Embed

Grid Graph Map about 14000 records « 1 — 100 » g r 3 Go » Filters.

_id State Year Month Day Rainfall ...
1 Johor 2014 1 1 6.148008
2 Johor 2014 Y 2 4845438
3 Johor 2014 1 3 1.268451
4 Johor 2014 1 4 0.441532
5 Johor 2014 1 5 2.200269
6 Johor 2014 1 2.300741
7 Johor 2014 1 7 0.675724
8 Johor 2014 1 8 3.760135
9 Johor 2014 1 9 3.335825
10 Johor 2014 1 10 7.823872

Figure 4 The Rain fail Data of Different State of Malaysia
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http://www.data.gov.my/

dataset

URL: hitps://www.data.gov.my/data/dataset/f5ar 6co4-63c2-435¢-b08a-d6b04f08aase/resource/184aee01-8562-42bC-9b05-75e60 1244 50/download/m-20210226124509.

This dataset shows the Population by state, administrative district and sex, 2016-2020.Footnote The mid-year population estimate based on the Population and Housing
Census Malaysia 2010.Summation may differs due to rounding Source : DEPARTMENT OF STATISTICS MALAYSIA

& Data Explorer

¥ Fullscreen <> Embed

Grid | Graf | Peta 1480 records « 1 -[100 » O | Searchdata... Go» Filter
Year Country... Adminis... Sex Populati...

2016 Malaysia Female 15358.3
2016 Malaysia Male 16553.9
2016 Johor Batu pahat Female 2242
2016 Johor Batu pahat = Male 2382
2016 Johor Johor Ba... Female 7162
2016 Johor Johor Ba... - Male 820.7
2016 Johor Kiuang Female 1467
2016 Johor Kluang Male 186.4
2016 Johor Kotatinggi Female 103.1
2016 Johor Kotatinggi  Male 14.2
2016 Johor Kulai Female 129
2016 Johor Kulai Male 1505
2016 Johor Mersing Female 373
2016 Johor Mersing Male 428
2016 Johor Muar Female 1299
2016 Johor Muar Male 144
2016 Johor Pontian Female 822
2016 Johor Pontian Iale 90.8
2016 Johor Segamat  Female 103.2
2016 Johor Segamat  Male 106.8

Figure 5 The Population data of Different State of Malaysia

The temperature is one of the factors that could be significantly affect the
outbreak of dengue and we can get the temperature data from an organization which is
“Climate Change Knowledge Portal (CCKP)”. The organization provide an online
platform from which access and analyze comprehensive data related to climate change
and development. It provides all the annually temperature data of the world where
include the annually temperature data of different state in Malaysia and the provided data
are stored from 1901 until 2020 which is huge amount of data. The annually temperature
data of different state in Malaysia is provided on their official website and we can get the
data from the website. The Figure 6 is showing the temperature of different state in

Malaysia.
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Figure 6 The Temperature Data of Different State in Malaysia

To visualize the total cases of different state in Malaysia, we need to get
the latitude and longitude of each state. The “LatLong.net” could help use to get the
latitude and longitude of different state in Malaysia as this website provide the latitude
and longitude of any place of the world by clicked the map that provide by the
“LatLong.net”, and show the latitude and longitude of clicked place. The Figure 7 is

showing the latitude and longitude of different state in Malaysia.

Latitude and Longitude Finder

Latitude and Longitude ane the urts thal regresent the coordmales o geagrapte cotrdmste sesem T make o sasech

wse lhe rame of a place, oby. slate, or address. of cick the locaton on Te map fo find kg long coordinates

Ard she couniry code far betier remeils. Ex London LK

Latkuds LangFuds
1. TB4ETR LB S

Feor berttar accuracy pirasa typa Nama &ddmss Gy Stale Jipcode

R, ] -
LT - FIRE

re e B RERE S G i RS Vil | BT | S e

Figure 7 The Latitude and Longitude of Different State in Malaysia
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2.1.4 Jupyter Notebook

The software using in the project is the Jupyter notebook as our compiler. The
Jupyter Notebook is a web-based interactive development environment for notebook, code,
and data. The Jupyter Notebook are very flexible as it can import different useful library in
the project, so it is a very convenience tool in our artificial neural network. Besides that, it
also can visualize the data and compare the result with our expectation by using the

imported library.

2.1.5 Python

The programming language that involved in our project is Python. This is because
Python has a great library ecosystem such as Scikit-learn for handling basic ML
algorithms, Pandas for high- level data structures and analysis and others library could
help us to archive the objective of this project. Another reason we choose Python to
achieve our project is because the source code of Python is flexible which mean we can
combine python and other languages to reach the objectiveand we are allowed that we
could choose the programming styles which make us have a comfortable coding way
such as functional style, object-oriented style and other style. The last reason we
choose Python as our programming language is readability which mean it is simply
understand and others developers also allowed to understand what the source code in our

project.

2.1.6 Budget

In the current status of our project does not require any budget as the Python can
be download free from the Python own website. At the same time, the GAMs and ANN

also is free as it is one of method that can be implemented by using Python.
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2.1.6 Libraries of Python

2.1.6.1 Numpy

The Numpy is one of the scientific computing of Python which able to provide a
multidimensional array object, derived objects and have various routines that use to fast
operation on arrays. Besides that, it also allows the user able to use mathematical, sorting,
selecting, Input and Output file, random simulation and others that to help to data pre-

pocessing and machine learning.

2.1.6.2 Pandas

The pandas also are one of the library of Python which use to handler data science,
data analysis and machine learning task. Besides that, it able to handler various of time
consuming, repetitive tasks that involve with the data such as data cleansing, data file,

normalization, merges and joins, data visualization and other useful function.

2.1.6.3 Matplotlib

The Matplotlib is one of the library of Python that use to generate a static, animated,
and interactive visualization. This library able to customize the visualization, zoom, pan,
update of a interactive figures, and others. It can help our project to visualize outbreak of

dengue in different state of Malaysia.

2.1.7.4 Sklearn

The sklearn is one of the libary of Python that provide various of unsupervised and
supervised learning algorithm. It provides many useful and convenience function that to
help user to build a machine learning such as regression, classification, clustering, model

selection, and preprocessing.
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2.1.6.4 Keras

The Keras if the API written in Python that use to implement the neural network. It
allows developer to implement the neural network easily and it could provide multiple
back-end neural network computation. The advantages of Keras are able to run smoothly
on both CPU and GPU, valid to most of the neural network include artificial neural

network model, and modular in nature.
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2.2 Review of the Existing System

2.2.1 Machine learning and dengue forecasting: Comparing random forests and
artificial neural networks for predicting dengue burden at national and sub-national

scales in Colombia

This project was used the Random Forest(RF) to predict the mosquito-borne
disease. The Random Forest were developed by two department level which are department
level at national and in Colombia to predict weekly dengue cases for 12-week ahead. They
were using Autoregressive Integrated Moving Average(ARIMA) as baseline (Zhao,2020)
The ARIMA was used to explains a given time series based on its own past values, its own
lags and the lagged forecast errors, so the equation could become the value that to predict
future. (Prabhakaran, no date). After that, they compare the errors of the nationally pooled
Random Forest model with Artificial Neural Network (ANN) to estimate the important
change in different predictors based on predict range. The ANN is consisted of 3 level. The
first level has one input layer, second level consider with 3 hidden layer, and last is consider
with one output layer. This project use Rectified Linear Unit(ReLU) to solve the problem
of gradient missing and had set “dropout” to avoid overfitting. The number of neurons in
the hidden layer decreases layer by layer with the shape of the inverted pyramid and
repeatedly try to determine the specific number of neurons and the miss value of hidden
layer, until the Mean Absolute Error (MAE) cannot be forecast further. Figure 8 is relative
MAE (RMAE) which to improve the intuitive interpretation and improve the prediction
performance of the comparison model in different departments and prediction ranges to
evaluate model accuracy. The A represented the ML model and B represented the baseline
ARIMA. Although the Random forest can improve on single decision trees, but could be
use more complex techniques, because the accuracy of prediction of complex problem

usually worst then other model. (Hoare, no date)

.'II .r.-"' E‘ { Iy

RMAE pj = - -~
Y88 T MAE,,
Figure 8 Relative MAE
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2.2.2 Prediction of Dengue Outbreaks Based on Disease Surveillance and

Meteorological Data

This project presents a machine learning-based methodology capable of provide
predict estimates of dengue forecasting in districts of Thailand by leveraging data from
different data sources. To improve the accuracy of prediction, this project used the best
combination of predictors which are meteorological data, clinical data, lag variable of
disease surveillance socioeconomic data and data that encoding spatial dependence on
dengue transmission. The strength of this model is allows combining different predictor
variables to make predictions one month in advance, and describes the statistical
significance of the variables used to characterize the prediction. This project uses
Generalized Additive Models (GAMs) to fit the relationships between predictors. Although
it uses the GAMs, which is more effective model. but it is not sufficient in collinearity
checking and out-of-sample verification shows worse results than in-sample verification.
The Figure 9 had shown the GAMs formula and the element can be expressed as log()
represents the natural logarithm, C represents the total number of dengue fever data, t
represents the monthly time, T ¢ represents the DTR (°C), R represents the average monthly
rainfall (mm), | represents the lagged wvariable, and ns() represents Natural cubic

spline.(Jain et al., 2019)

3 3
log(Coz) ~ a+ Y ns(dy,d=3)+ Y ns(Ry,d=3)

=0 =i

Figure 9 GAMs Formula to Predict Dengue in this study

2.2.3 A dengue fever predicting model based on Baidu search index data and

climate data in South China

The project tried to find a more effectively forecast model for estimate and predict
the time of Dengue. It tries to combine the GAMs withthe Autocorrelation term(AR) to
propose Generalized Additive Mixed Model (GAMM). This project can help hospital

managers allocate medical resources and help monitor might occurrences dengue
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outbreak. By creating an ANN set and comparing the similarity of the weight results of
model inputs, the neural path strength feature selection (NPSFS) abnormal events. At the
same time, this project introduced the Dengue Baidu Search Index as variable such as
temperature, relative humidity and precipitation. However, those data cannot represent all
internet data because the Baidu search Index provides dimensionless data and the website
does not give a specific calculation method, indication that these dataonly partially reflect

the trend of dengue fever cases (Liu et al., 2019).

2.2.4 Superensemble forecasts of dengue outbreaks

This project developed 3 distinct forecasting systems for dengue outbreak in 2
places which are San Juan and Puerto Rico, and use Bayesian averaging methods to
combine and create suprensemble. The three forecasting system are Fly is used for
predictions generated using the model inference framework, F2y is used for predictions
generated using Bayesian weighting of historical outbreaks, and F3y is used for predictions
derived from historical likelihood functions. They use the Bayesian averaging methods to
combine the prediction from these systems and create superensemble forecasts. The
strength in this project is combining theseindividual predictions, super ensemble predictions
can be generated that can offset some individual system biases while preserving the reliable
aspects of each prediction. Althoughthis method has more accuracy for the prediction result,
but due to the limited ability of theprediction system to adapt to the observation results, it is
difficult to derive the true value of an outbreak similar to the long-term average. (Yamana

etal., 2016)

2.2.5 Application of Artificial Neural Networks for Dengue Fever Outbreak

Predictions in the Northwest Coast of Yucatan, Mexico and San Juan, Puerto Rico

In this project, the researcher had applied Artificial Neural Network trained with
genetic algorithms to forecast dengue outbreak in the state of Yucatan, Mexico and in San
Jun which were consider dengue outbreak. From the Figure 10, we could know the various
variable use in the project are air and sea surface temperature, humidity, precipitation,

previous dengue cases and size of population. The aim of the project is to understand the
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dynamics of dengue and improve epidemiological surveillance and warning the area that
method is used to identify the most relevant inputs However, this project also does not
consider some important factors when the researcher defining the predictive power of
Artificial Neural Network such as serotype, population movement, rainfall and etc.

(Laureano- Rosario et al., 2018)

W, x W, W,
1]
Previous dengue cases D PR f“ =
Population size engue iever
Sea surface temperature Occurences
Air surface temperature s
Precipitation predictions
Input Hidden layer Output

Figure 10 ANN schematic of this project
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2.2.6 Prediction of Dengue Cases in Paraguay Using Artificial Neural Networks

This project had developed a predictive model based on number of dengue case and
identification other covariates that affect this number. Besides, the model can predict at
least one week in advance, so as to increase the preparation time of the authorities to
formulate an action plan as not enough time. The predictive model is implemented by
Artificial Neural Network to optimize the value of parameters necessary. The ANN have
the ability to analyze the impact of climate variable related to dengue and obtain a high
precision in the prediction of number of cases. However, lack of web applications that
allow the authorities to predict the reasonable expected time of the number of dengue fever

cases and determine the variables impact prediction. (Ughelli et al., no date)

2.2.7 Prediction of dengue outbreak in Selangor Malaysia using Machine learning

techniques

This project develops multiple machine learning models to predict the outbreak of
dengue in Selangor, Malaysia and find the best machine learning model to predict dengue
outbreaks. The factors that can affect the outbreak of dengue use in the project are
temperature, wind speed, humidity and rainfall. The project is using several data mining
models in analysis node, such as Decision Tress (CART), Artificial Neural Network
(MLP), SVM (Linear, Polynomial, RBF) and Bayes Network (TAN). The best model has
been found in the project is SVM model which have 70% of Accuracy, 95% of specificity
and 56% of precision. However, the sensitive of SVM is very high which are 62.54%
compared to 14.4% for imbalanced data. The high sensitive of prediction model mean any
little change in the data will cause a result that totally different to previous data, and cause
the accuracy become lower. Besides that, the method of obtaining models that are different
such as the Logistic regression and Naive Bayes are statistical method, but the parameter
estimation and logistic function of logistic regression is use the Maximum Likelihood
however the Naive Bayes is use the Bayes’ Theorem to calculate posterior probabilities
which mean different method of obtaining models will increase the complexity of project

and cause some unexpected error which could cause the accuracy become error.
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(Salim,2021)

2.2.8 Utilizing Artificial Intelligence as a Dengue Surveillance and Prediction Tool

This project utilizes the Artificial Intelligence technique to build an early warning
system to make a shift from prescribed to adaptive strategic for dengue surveillance. The
artificial intelligence used in the project are artificial intelligence in Medical
Epidemiology(AIME) which is the decision making tool that to assists data entry, retrieval,
storage, and analysis for dengue vector management. To build the machine learning and
deep learning algorithm of the system, this project uses programming language such as C#,
R, HTML, and JS programming language. This project also has a very high accuracy
which are 81.08% as it successfully predicted 37 outbreaks and cross-validated with
Penang State Health Department dengue reports where 30 outbreaks. However, the
prediction period of this project are very short which only have 1 month and the result only
available within 400 meters radius which mean it does not have enough time to let the
officers in charge of the prediction area to prepare the strategic to avoid the outbreak of
dengue which is contrary to the original intention that to early warning the outbreaks of
dengue and due to the results are only available within 400 meters the officers in charge of

the prediction area need spend a lot of time to analysis the data.(Sundram et al.,2019)

2.2.9 Artificial Intelligence Model as Predictor As Predictor For Dengue Outbreak

The purpose of this research is to develop an early forecasting model to predict the
outbreak of dengue. The factors that used in the development of forecasting model are
temperature, rainfall, date of onset and date of notification and vector indices. The machine
learning that to develop forecasting model is the Bayesian Network Models which is a
probabilistic graphical model for representing knowledge about an uncertain domain where
each node corresponds to a random variable and each edge represents the conditional
probability for the corresponding random variable. (Xin-Sheng Yang,2019) The accuracy
of this project is between 81% and 92% depend on the number of hidden node which mean

more hidden node, higher accuracy. The Figure 11 shows the formula that use in the
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project where The Joint Probability Distribution is represented by the Bayesian network,
the N = <G,P> is represent the network, the DAG whose nodes Xi,X>....X3 represent the
random variables, and the relationship between these variable are represented by edge.
Although the Bayesian Network have high accuracy, but it only valid when the prior
knowledge is reliable which mean too much of optimistic or pessimistic expectation on the
quality of prior beliefs will distort the network and cause the result to become invalid.

(Choo, 2019)

l?x.f Ti= PE-:J_'E &) z >
Pe(X1.X3,....%a) = HP_R{'X_- i HE}G | 7

i=1 =1

Figure 11 The Formula Using in the Project
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2.2.10 Prediction of Dengue Incidence in the Northeast Malaysia Based on Weather

Data Using the Generalized Additive Model

This project develops a Generalized Additive Model (GAM) to predict the
incidence of dengue in the northeast Malaysia with the climate data correct from the Kota
Bharu Station. The features that in the data set are maximum temperature, mean
temperature, rainfall, and wind speed. In this project, the researcher used one of the
function of GAM which call “mgcv” to evaluate the effect of weather on dengue cases by
applied cubic smoothing function and Poisson family. Figure 12 shows the formula used in
the project. The s represents definition of smooth term within formula of GAM, the bs
indicates the type of basis penalty smoother and cr is use to penalized cubic regression
spline, one of the strength of using GAM as prediction model is can handle the nonlinear
relationship without certain pattern of relationship which can handle the data set use in this
project. Although this project is using GAM as prediction model, but this project omission
one of the important features which is the population as without population will cause the
prediction cannot show how many people is suffering from dengue and do not know

whether is archive the level of dengue outbreak. (Masrani et al.,2021)

Dengue cases ~ s (maximum temperature, bs = cr)
+ 5 [meantempamture,hs = cr) + s (rainfall, bs = cr)

+ s (windspeed, bs = cr) .

Figure 12 Formula of GAM
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2.2.11 Prediction of dengue outbreaks based on disease surveillance, meteorological

and social-economic data.

The propose of this project is to develop a system that able to use the factors that
cause outbreak of dengue and use it to forecast the outbreak of dengue. The model that use
in the project is also GAM, the factors that use in the project are related to many things
such as density of infected mosquitoes, immunity of people on dengue serotypes,
meteorology, human related factors such as housing type, population density and others.
The project combines different predictor to forecast with a one-month lead. Although, it
able to predict with a one-month lead, the data set that used as the training set of model is
overfitting as the data set are very complexity. The Figure 13 is showing the factors that

used in the model. (Jain et al., 2019)
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Figure 13 Features of Data Set of the Project

28



Chapter 3 System Model
3.1 Design specification and general work procedure

3.1.1 Methodology
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Figure 14 The concept map of system

The Figure 14 the process of the current project. The process can be divided
into three phases which are data preparation, prediction model build and training, and
generate result. First, we will import the data set generated by us. Then, we can
visualize the data to check the quality of data and analysis the data by the different
chart such as histogram chart and others. Besides that, the visualized data can help us to
determine missing value of data and pre-processing the data. After preprocessing the
data, we could define the artificial neural network by determine the number of hidden
layer and the number of node in the hidden layer in the function which call
“create_model” and use it in the “KerasRegression” to create artificial neural network.
Then, train the artificial neural network by using the preprocessed data and evaluate
model to determine how the data fit to model. Besides that, the another model which is
GAM also will be create and step of GAM creation also is similar to the ANN which
import the library then define the model and train the model with the training set. We
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also will predict with the test set which use to compare with actual data set to know the
accurate of prediction and evaluate the model. At the last phase, we will compare the
result generate by ANN and GAM to select the best model as the main prediction

model.

3.2 Formula

3.2.1 Formula of Artificial Neural Network

Z =Bias + W1X1 + WXo + .+ WX,

Figure 15 Formula of Artificial Neural Network
e The Z is the Artificial Neural Network
e The W is the weight of the input
e The X is the value of the input

e The Bias is the Wo which can be known as analogous to the role of a constant in

a linear function whereby the line is effectively transposed by the constant.
The steps that to perform in the artificial neural network:

1. Use the inputs and the formula of artificial neural network to generate the

prediction.

2. Calculate the error term. The error term is the deviation of the actual values

from the prediction values/

3. Minimize the error term

3.2.2 Formula of Linear Generalize Additive Model

y=Po+zxifh+e, &~ N(O, cr2)

Figure 16 Formula of Linear Generalize Additive Model

y=a+fzr+e
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Figure 17 Formula of Linear Regression

The linear Generalize Additive Model is use to solve the regression problem which the

formula is similar with the formula of linear regression model.
The meaning of symbol in linear regression:
e The a in the linear regression is the intercept which value of y when X=0
e The [ is the slope which is amount of change in y for each until of x
e The ¢ is the error theme
The meaning of symbol in Linear GAM:
e The Pois the intercept
e The [ is the slope which is amount of change in y for each until of x

e The ¢ is the error theme

3.2.3 Formula of Root Mean Squared Error

N
Z ( Predicted,— Actual,
RMSE =\ bl

N

Figure 18 Formula of RMSE

The Figure 19 is showing the formula of the Root Mean Squared Error
The symbol meaning of Root Mean Squared Error:

e X =summation symbol

e The Predicted is the prediction that generated by the model

e The Actual is the data that is actual happened

e The N is the number of sample

The step to perform RMSE:
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1. Get the difference between Prediction and Actual
2. Power 2 to the difference of Prediction and Actual
3. Sum them up

4. Divide by the number of error

5. Squared root to the result.

3.2.4 Formula of Mean Absolute Error

Figure 19 Formula of Absolute Error

The Figure 19 is showing the Formula of Absolute Error which use to know the

distance between the prediction and the best fit line.
The meaning symbol of MAE:

e The n is the number of error

e The X is the summation symbol

e The [xi— x| is the absolute errors.

The step to perform MAE:
1. Find the absolute error which is |xi — x|
2. Sum all the absolute error

3. Divide the summation by the number of error

3.2.5 Formula of R-squared

R Sum squared regression (S5SR)
B total sum of squares (SST)
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Figure 20 Formula of R-Squared

The Figure 20 is showing the Formula of R-Squared which use to know how fit of data

on the model.
The symbol meaning of R-Squared:
e The sum squared regression is the sum of the residual squared

e The total sum of squared is sum of the distance of the data
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Chapter 4 Implementation detailed

4.1 System Design/Overview

The process of the project can be divided into several phases which are data
preparation, data pre-processing, develop model, model training, and use the test set
to predict the result. The Figure 21 shows the top-down system design diagram of our
model.

The first phase is data preparation which is extract the data from different
source of data to build the data set are needed that to train the machine learning. The
data needed to build the data set that to train are temperature, rainfall, population, area,
total cases of dengue, latitude and longitude. Among the attributes, the temperature,
rainfall, population, area and total cases of dengue are the most important attributes that
can affect outbreak of dengue. Besides that, the latitude and longitude are used to

visualize the data on the map.

After form the data set, the data pre-processing is needed to make sure during
the training phase, the model can train properly. This is because the poorer data quality

could cause many data processing efforts.

The third phase is model development which use to predict the number of
dengue outbreak. The model that we use to predict the outbreak of dengue is artificial
neural network. The artificial neural network is built by three layer which are input

layer, hidden layer and output layer.

The fourth phase of the development is model training. In this phase, the pre-

processed data will use to train the model that to predict outbreak of dengue.
The last phase is use the test set that to predict the outbreak of dengue and

compare with the actual outbreak of dengue to calculate the accuracy of result, mean

square error and lost.
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Figure 21 Top-down System Design Diagrams
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4.2 Hardware Setting up

The hardware is one of the very important element in the project which a better set

up of hardware can improve the process of machine learning development, the setup of the

hardware that use in the project are:

Description Specifications
Processor INTEL CORE 17-10700F
Operating System Window 10

Graphic Card GIGABYTE GEFORECE RTX3060

GAMING OC 12GB DDR6

Memory GSKILL TridentZ 2X8GB
Storage WD 1TB Caviar Blue & SAMSUNG
970 EVO PLUS M.2 NVME 500GB

SSD
Table 1 Hardware Setup

4.3 Software Setting up

4.3.1 Software

There are some of the library and software are need to download and installed

before develop the artificial neural network and the generalize additive model that to

predict the outbreak of dengue. The needed software is:

1. Anaconda 2021.11

2. Python 2.9.7

3. Jupyter Notebook 1.0.0

4. Dense (Library of Python)
5. Keras (Library of Pthyon)

6. Pygam Library of Pyhton)
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7. Sequential (Library of Python)

4.3.2 Data Exploration

The data exploration is the process that to get the insigne of data by the graphical
representation of information and data by using the different graph such as pie chart,
histogram and other chart. Besides that, visualize the data can help us to know what the
data that is missing. So, we could conduct some data pre-processing that to handle the
missing values. Besides that, visualize the data also can develop the testable hypotheses

with the available data which could help to develop the artificial neural network.

The process of Data visualization:

1. Read the CSV file.

2. Visualize the data by histogram

3. Pairwise relationship of imported data set.
4. Display the data on Malaysia map

5. Implement Correlation Matrix on data set which to show the correlation

coefficient of data set.

The Figure 18 is showing how serious of outbreak of dengue in different state, the
red color point is representing the area is considering with very serious outbreak of dengue
and we also can know the area that consider with very serious outbreak of dengue is
Selangor. On other hand, the blue color is representing that the area is consider with very
low outbreak of dengue and the figure show us most of the state of Malaysia is consider

with low cases of dengue.
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Figure 22 Total Cases plot on Malaysia Map

The Figure 24 is showing the relationship between the features, it can help us to
find out the covariance in our data. When the relationship between the two features which
mean if one of the features in increasing, the another features will also increase at the same
time. However, if the relationship between the two features are negative is mean that when
one the feature is increasing, the another features will decrease at the same time. The figure
20 is showing the visualization of relationship of features. The graph of left side is the
relationship between the “Area” and “rainfall” which are positive relationship. In other
word if the “Area” is increasing the “rainfall” also will increase at the same time. However,
the middle graph which relationship between “temperature” and “rainfall” is a negative
relationship, so when the rainfall is increasing the temperature will be decreased but this is
logical as rainier days mean less sunlight and cause lower temperature. The right side of
graph is showing the relationship between “Area” and “Population” and the relationship of
both of the features is positive so, it means that when the “Area” is increase, the

“Population” also will increase.
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Figure 23 The relationship between the Features
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Figure 24 Visualize the relationship of Features

4.3.3 Data preprocessing

The data preprocessing is the process that to transform raw data into meaningful
data for artificial neural network training as a data that does not have preprocessing, will
cause the result of artificial neural network become meaningless and less accuracy. In our
data set, some of the data value are missing, and the action that to handling the missing
values in the data set is eliminate the objects. Then, the data set will randomly split into
80% of train set and 20% of test set. The training set and testing set conduct the Min-Max
Scaler to the data set to re-scales to predetermined range between 0 and 1, and this would

not change the center of distribution.
The process of data preprocessing:
1. Handler missing value by remove the objects.

2. Split the data to training set and test set
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3. Normalization both of the test data and training data by MinMax Scaler

4.3.4 Artificial Neural Network and Generalize Additive Model building and

Training

The model that we use in the project is the Artificial Neural Network. The ANN
has 5 hidden layers where the first hidden layer has 35 nodes, second hidden layer with 30
nodes, third hidden layer with 25 nodes, fourth hidden layer with 20 nodes and the last
hidden layer have 15 nodes. The output layer only has 1 node. The ANN also will be
trained multiple times to determine the weights and biases that reduces the loss of data
before conduct the prediction. The Artificial Neural Network is trained by using the
training set data which is 80% data to entire of data set. Figure 25 shows the visualization

of ANN of our project by using an online tool which is “http://alexlenail.me/.

Figure 25 Visualization of Artificial Neural Network of Project

After build the Artificial Neural Network, we will build the another model that use
to make the comparison with the artificial neural network which is Linear Generalize

Additive Model that can be handler non-linear features. The parameter of the Linear GAM
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is using the default value which are lambda is 0.6, when the lambda is higher, the line will
be less wiggly. Each of the features is arranged into spline which is a special function
defined piecewise by polynomials, the splines can help to generate similar result and avoid
the Runge’s phenomenon for higher degrees which is the problem of oscillation at the
edges of an interval and it usually happen when using the polynomial. The Figure 25 is
showing the visualization of GAM.
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Figure 26 Visualization of GAM

4.3.5 Testing setup

The size testing set that will be using in the model for the evaluation purpose is
20% of the entire data. The 20% of the data is randomly selected as we are using the
“train_test split” function to split the training set and testing set. Since, to train the more
accurate model the 80% of the data is indeed, and 20% of the data is enough to perform of
the evaluation process as testing set does not used to trained model. Although, does not
have any rules that mention the testing set should only 20% but if the testing set holding

too much of data and cause the model does not have enough of data to train
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4.4 Fine Tune

The model fine-tuning is the technique that take a model that has been trained for
one given task and perform the tuning or tweaks the model and execute similar task in
other word the model that are fine-tuned usually could have a better performance than
previous same model. The fine-tuning method that use in this project is GridSearch CV
which is the technique that find out the best combination of parameter that will be used in
the model and generate more accurate result than previous model

The parameter of the Artificial Neural Network will be fine-tuning with parameter
such as the batch_size with 5 values which are 20,40,60,80 and 80, and epochs in the range
between 1 and 5000. The best parameter that get after fine tuning is batch_size is 60 and
the epochs is 1101. After using the best parameters that are get from the Grid Search, we
can find the prediction is more close to best fit line compare to previous Artificial Neural
Network. The figure is showing the best combination of parameters of Artificial Neural
Network.

Besides that, we also will fine tune generalize additive model with using the
GridSearchCV. The GAM model has a function which call the “LinearGam.gridsearch()”,
the “linearGam.gridsearch()” is a lazy and this function will not remove useless
combination from the search space. However, in this project we will build a simple
function that similar to the GridSearchCV. By studied the GridSearchCV, we can know
that this technique is try different combination of parameter on the model and remove the
useless of combination of parameter. So, based on the information we learn from the
GridSearchCV, we can use the nested loop to simulate the GridSearchCV to get the best
parameter of the linear GAM. The figure is showing the nested loop that can simulate the
function that similar to GridSearchCV. Firstly, we also will predetermine the parameter
that will be used in the model fine tune process. The first loop is the “splines” and the
second loop is “lam”. The first loop will be waiting the second loop finished looping. After
that, we will define the gam inside the nested loop and the parameter of GAM will be
using the value of first loop and second loop. Then, train the model and calculate the 12 of
GAM and store the parameter and the 12 score in “result2”. The “result2” will store the 12

score to find the index of highest result. The index will use in the first array which is
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“result” that storing all of the combination of parameter. The best combination of
parameter that search from the nested loop is the “splines” are 14 and “lam” is 0.1. The

Figure 26 and 27 is showing the fine tune of ANN and GAM

from sklearn.model _selection import GridSearchC¥

epochs = np.arange (1, 5000, 50)

param_grid = dict (batch_size=batch_size, epochz=epochs)
grid = GridSearchCV(model, param_grid, ow=3)

grid. fit(x train,y train)

grid. best_params

["batch_size’: &0, "epochs": 1101}

Figure 27 Fine Tune of ANN

Figure 28 Simulation of Grid Search use in the GAM

4.4 Implementation issues and challenges

The data are the most important element that are used to build artificial neural
network. However, it does not have a data set that recorded the factors that can be affect
the outbreak of dengue. To build the data set have all the factors that can affect the
outbreak of dengue, we have to brows website that have the related factors as more as
possible to build our data set. Besides that, we have to verify the founded data whether the
data are real or not and make sure the data are not outdated. During the finding data source
and verify the data, it is the process that are very time consuming. Besides that, we also

have a critical issue in our data set which lack of record in the data set which only have 53
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records. The effect of lack of data might cause overfitting which are the model will learn as
a concept from noise or random fluctuation in the training data, so it not applies to new

data and negatively impact the generalization ability of the model.
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Chapter 5 Evaluation

5.1 Discussion of the result before fine tune

The prediction is the output of the artificial neural network which is trained based
on our data set to generate prediction of outbreak of dengue by using the testing set. Figure
28 shows the actual outbreak of dengue and prediction of outbreak of dengue. From the
Figure 19, we know that most of the model prediction is very close to the actual total cases
of y_test which mean the accuracy of the model are likely between 89% to 64%. Figure 29
also can prove that most of the model prediction and actual outbreak of dengue are very
close to each other and also show that the prediction is very close to the regression best
line. Besides that, to check the reliable of the prediction, we also perform some method to

prove it which are mean absolute error, Root Mean Squared Error and R-Squared.

Test True ¥  Model Predictions

0 45340 53342 038052
1 823 2000.863037
2 6071 2757.593750
3 10872 7528.215820
4 288 B4.620430
5 10841 TOTD 427245
[ 2180 INM3.e85NT
7 o4 2678.260595
8 52 2703.265234
3 TEIZ 8540.0083M
10 2568 5G:51.188855

Figure 29 Actual Outbreak of Dengue and Prediction
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Figure 30 Visualize How the Prediction to the Best Fit of Line

On other hand, the Linear GAM that using the default value as the parameter are
not perform well as from the prediction result we found that the difference between the
predictions and actual output are very big which around 47% and 10% which mean the
default value is not suitable to solve the problem well. From the Figure 31 we can found
that, most of the prediction point is not close to the best fit line, so it can show that the
GAM with the default setting is not able to handle the data. The GAM also will use the
same elevation way with Artificial Neural Network to measure the performance.

Test True W Model Predictions

0 45348 23785.221837
1 B23 478878333
2 8071 7586.655125
3 108732 8054 454375
4 288 2508 BOE05T
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7 oo4 11745.170358
8 a52 452300401
3 THIZ 2150 645290
10 25668 2343.025517

Figure 31 Prediction of GAM Before Fine Tune
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Figure 32 Visualization the Best Fit Line of the GAM before Fine Tune

5.2 Evaluation

The Figure 21 is showing the evaluation of Artificial Neural Network before fine
tune. The Mean Absolute Error is used to know the absolute difference between the actual
and the prediction, and the value of Mean Absolute Error in the project is 2846.4497. The
Root Mean Squared Error is tool that can be used to calculate how far distance of the
prediction with the line of best fit and the value of RMSE of this project is 3965.9733. The
R-Squared it the statistical measure representing the proportion of variance in the
dependent variable explained by one or more independent variable in the regression model
and this project gain very high score of R-Squared which are around 89.675% and it mean
that it quite fit to the regression. In other word, our model could make a very high accuracy

prediction about the outbreak of dengue as it is very fit to the observed data.

However, the Figure 32 is showing the evaluation of Linear Generalize Additive
Model before tune. From the image, we know that the Mean Absolute Error, Root Mean
Squared Error and R-Squared of Linear GAM is worse than the Artificial Neural Network
which are 4820.3161, 7826.7720 and 59.7917%. Various signs show that the Linear GAM
with default value cannot handler well with the data, so the prediction that generate in this

situation is unreliable.
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Since the objective of this project is want to find the best performance between two
model so we have to perform the fine to both of model to make these two model can work
in the best state of both model. After use the best combination of parameter from the
GridSearchCV and we get a very interesting result. The Mean Absolute Error of Artificial
Neural Network is drop from 2846.4497to 2523.3070 which mean the prediction and
actual are more similar to each other. The Root Mean Square also improved from
3965.9733to 3372.3942, and it’s mean the distance of the prediction with the line of best
fit are more close to each other. The R-squared also increase around 3% and the prediction
of the Artificial Neural Network will be more accurate. The Figure 32 is showing the MAE,
RMSE, and R-squared before ANN using the best parameter combination, and The figure
34 is showing the MAE, RMSE, and R-squared after ANN using the best parameter

combination.

The most dramatic changing after fine tune of model is the Linear GAM which the
Mean Absolute Error, Root Mean Square Error and R-squared is changes significantly
after using the best combination of parameter in Linear GAM. The Mean Absolute Error is
decrease 3115.8355 which is 1704.4805 and it consider around 67.65% so it’s show the
prediction and the actual result is quite similar. The Root Mean Squared Error is change to
2043.4267 which mean that distance of prediction and best fit line is more close to each
other than the Artificial Neural Network. The R-squared of Linear GAM also higher than
Artificial Neural Network which 97.2592% which it can predict the most accurate
prediction. The Figure 33 is showing the MAE, RMSE, and R-squared before GAM using
the best parameter combination, and The figure 33 is showing the MAE, RMSE, and R-

squared after GAM using the best parameter combination.
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Figure 36 Evaluation of Linear Generalize Additive Model After Fine Tune

5.3 Comment, Highlight, Model Selection

From the result, we know that, the proposed method is feasible. Firstly, visualize
the data help us to find out the problem of the data effectively and understand the
relationship between the data by visualize the data in different diagram such as the
histogram and visualize the total cases on the Malaysia Map to know what state has most
serious problem of outbreak of dengue. After visualizing the data, we perform data pre-
processing to make our data are meaningful to the prediction model. In this phase, we
remove the data that have missing value and split the data to training set and test set. Then,
implement the MinMax-Scaler to the training set and test set which is the nominalize the
data to make sure the data are in range between 1 and 0.

After that, we build our prediction models which are Artificial Neural Network in
regression and Linear GAM with default hyperparameter to predict outbreak of dengue.
We will use the pre-processing data on both of the models to test the performance. From
the result, we know that Artificial Neural Network is work better than Linear GAM when
both of the model is working with the default value. However, when we perform the fine
tune model which is the process that to adjust hyperparameter of model to let the model
can work in best performance, we found that the performance of Artificial Neural Network
after used the best combination of parameter is worse than the performance of Linear
GAM after using the best combination of parameter.

So, the Linear GAM model is the best model as this model also successfully

generated the prediction that very close to the actual total cases of dengue. Besides that, the
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prediction is also close to the best fit line which mean Linear GAM is very reliable. The
three of the evaluation which are RMSE, MAE, and R-squared also show that the Linear
GAM performance is better than ANN as Linear has lower error and high R-squared.
Besides that, GAM not just the performance is better than the ANN but it has other
advantage which is able to handle the non-linear and non-monotonic relationships between
response and features. The ability to handle the non-linear complex data is mean that it
does not need the polynomial to handle the complex data to make the best fit line fit to the
complex data, so it can avoid the overfitting. The reason that polynomials will cause the
overfitting is because it overflows easily. For example, before using the polynomial on one
feature, the sample value just 1000 but after using on the feature the feature might become
1,000,000 .and it will cause the feature scaling become important as to make those data in
a comparable range of value. Since it can handle the huge data that might cause the non-
linear result without using the polynomial then the other developer or user who want to use
the model of this project, then the just need to find a data set which have same feature that
we use on the GAM. This model can help Malaysia Government to decrease the cases of
the dengue as the accuracy of GAM is very high, so government can provide the strategic

effectively without using too much of resources on meaningless strategic.
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Chapter 6 Conclusion

In conclusion, outbreak of dengue is one of the serious problems in Malaysia
and it also causes a lot of economy loss of Malaysia. This project aims to build a
prediction model to predict the outbreak of dengue in Malaysia. Know in advance
about the outbreak of dengue could help Malaysia Government to come up with a
strategy to avoid or minimize the cause of outbreak of dengue. This can help Malaysia
Government save a lot of money by effectively schedule their Dengue preventive
measures and spend the money that on other policy or strategy to improve life quality
of public of Malaysia. However, we know a theorem that learn in the machine learning
which No Free Lunch Theorem, and it’s mean does not have any model that can be
handler all solution. So, this project will train two model to find out the best model
which are Linear Regression Model and Linear Generalize Additive Model.

To build the both of the model, there are several phases that need to be
implemented, which are data preparation, data visualization, data pre-processing, build
artificial neural network, and train artificial neural network to predict outbreak of
dengue. The data is a very important element that use to build artificial neural network
as a model training cannot without the data and we had collected the source data from
different website which are annually average rainfall, annually average temperature,
area of state, longitude, latitude and the total cases of dengue of each state. After
preparation of data, then we can visualize the data to understand the relationship of data
and know the problem of data effectively. Then, we implement the data preprocessing
to our data set which to make it become meaningful to Artificial Neural Network and
Linear GAM. After that, we build the both of the model, and train the them by using
the data had pre-processed. The prediction can be generated when the both of the model
finished the training and make evaluation on both model to know the performance of
model with the default value. We also will perform fine tune on both of the model, to
let them can work in best statue and select the model as the main prediction model. At
the last, the best performance between both of the model is the Linear GAM, so it will

become the best model.
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