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ABSTRACT 

 

Nowadays, the use of the World Wide Web and online service platforms has been quite 

popular, especially during the Covid-19 outbreak, which resulted in the implementation of 

lockdown, social isolation, and other preventive measures across the country. Massive amounts 

of products and services are offered through online platforms, leading to a significant volume 

of information being generated. Consumers can also provide reviews on products or services 

that they have purchased on online shopping platforms. In order to reach a conclusion on 

business strategies and product or service improvements, these reviews are beneficial to both 

consumers and firm alike. Some businesses, on the other hand, are recruiting writers to post 

fraudulent favourable impressions about their own products or services, or dishonest bad 

comments about their rivals' products or services, in exchange for a fee. This strategy provides 

incorrect information to new customers who are looking to purchase such things or services, 

and as a result, a system that can identify and eliminate misleading reviews are required to 

solve the problem. In this paper, a framework of a Machine Learning based fake review 

detection model has been proposed to identify which classification algorithm is the most 

effective with the proposed framework. 
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Chapter 1 

Introduction 

 

Online service portals play a key role in information circulation, which is reflected as an 

essential asset for both sellers and customers of certain services and products in their 

promotional activities. Users can share service and product reviews on online service portals. 

Consequently, numerous individuals make decisions to buy products or services based on user 

reviews, and the positive reviews are more encouraging to choose services or products while 

negative user reviews are discouraging to choose services or products [1]. Since any user can 

leave a comment as a review on online service portals, spammers will deliver negative 

comments about the service or product, trying to mislead customer opinion. The negative 

reviews which are spreading online will change the user perception of a bad or good product. 

Therefore, the utilization of a review-cantered model to detect spam reviews and a customer-

cantered model to detect spammers is crucial to detect and stop spammers and spam reviews. 

 

1.1  Problem Statement and Motivation 

Consumers have grown to rely on internet product and service reviews to help them 

make decisions when making online purchases. As a result, product reviews provide 

information that influences the purchasing decisions of customers, manufacturers, and retailers. 

Customers use reviews to provide word-of-mouth information about things, such as product 

quality, utility, and durability, and share their own experiences with others [2]. Increasing the 

number of online service portals has increased resources for gathering customer reviews about 

their service and product experience. Due to anyone can post anything and get away with it, 

there has been an increase in the number of false reviews. As customers increasingly 

communicate with one another online and share their experiences and thoughts on a variety of 

service interactions, businesses are allocating more resources to monitoring, analysing, and 

correcting, as well as boosting their online reputation [1]. There has been a rise in illusive 

review spam, which are fake reviews that are designed to appear genuine. Fake, strident, spam, 

misleading reviews are those written by those who do not have personal experiences with the 

topics of the reviews. Spammers spread fake reviews in order to denigrate or promote a specific 

brand or product, persuading consumers to purchase from that brand or not [2]. 
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The research is important since it helps to identify spam user reviews in online service 

portals. The results of this study will serve as theoretical and practical contributions to the rise 

of spam reviews on products and services [3]. Furthermore, the research will add to the current 

literature on the techniques implemented by various organizations to detect spam reviews. This 

ensures that customers receive legitimate reviews on products they may be interested in 

purchasing from online portals [3]. 

 

1.2  Project Objectives 

1.2.1 What are the current methods using for fake reviews detection? 

The purpose of this project is to research and analyse current fake reviews detection 

methods. A good fake reviews detection method measures the integrity value of a review, the 

credibility value of the reviewers and a product or service’s reliability value. The reason of 

researching and studying for the current methods using for fake reviews detection is to 

understand how effective the detection methods are, and what is the limitation of the detection 

methods. If there is a better fake reviews detection system in place, there will be less victims 

fell to prey. 

 

1.2.2 Which classification algorithm is the most effective in the proposed Machine 

Learning based detection model? 

 Fake reviews, which provide an unreliable impression of a product's quality, limit the 

effectiveness of online reviews. Thus, it is important to identify fraudulent reviews. In this 

paper, a framework for a machine learning-based detection model is suggested. Five distinct 

classification algorithms—Naive Bayes (NB), K-Nearest Neighbours (KNN), Decision Tree, 

Support Vector Machines (SVM), and Random Forest—have been investigated in the proposed 

model to see which is the most effective. This study analyses the outcomes of various 

classification algorithms when an extraction feature from the language model—TF-IDF with 

bi-grams—is present. Different classification techniques could result in varying accuracy rates 

for spotting fraudulent reviews. Therefore, to identify the most efficient classification 

technique, we have demonstrated the comparison of classification results. 
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1.3  Project Scope and Direction  

The outcome of this project is a research paper that useful for data analytics and 

information retrieval. This project is to target online service platform such as Agoda (hotel 

reservation), Amazon (products selling) et cetera. Online service platform is very popular 

nowadays, due to the good marketing strategies to attract the public to get their desired things 

through these platforms. Furthermore, these platforms usually contain the basic stakeholders 

such as customers, firms, and the platform administration. The administration provided the 

platform to firms to sell their products or services and collaborated to have good marketing 

strategies in order to attract the customers. Besides, the firms are mostly relying on the reviews 

by the consumers’ previous experience to boost their sales. Hence, the relationship among these 

stakeholders is effective and suitable to be the targeted coverage in this project. 

 

1.4  Contributions 

This research contributes to users of online service portals. Online service portals are 

growing popularity day by day. The increased number of users are prone to fake reviews of 

subpar quality products and services or products and services that do not meet their 

expectations. Online service portals users’ expectations are encouraged by reviews from 

previous consumers or experiencers that have bought the specific product or service. However, 

fake reviews will ruin the experiences of online service portals users as when they received the 

products or services that’s not on par with their expectations by reading these fake reviews. 

 

1.5  Report Organization 

 This report is organized into 6 chapters: Chapter 1 Introduction, Chapter 2 Literature 

Review, Chapter 3 System Model, Chapter 4 Experiment, Chapter 5 Conclusion, Chapter 6 

Recommendation and Future Work. The first chapter is the introduction of this project which 

includes problem statement and motivation, project objectives, project scope and direction, 

project contribution, and report organization. The second chapter is the literature review carried 

out on several current methods using for fake reviews detection, and some analysis of existing 

fake review detection using Machine Learning. The third chapter is discussing the overall 

proposed framework of this project. The fourth chapter is regarding the experimental results 

that perform by the proposed model. Furthermore, the fifth chapter of this reports the 

conclusion, and the final chapter six is about the recommendation and future work. 
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Chapter 2 

Literature Review 

 

2.1 Current methods using for fake reviews detection 

Analyse reviews manually is the basic method to detect fake review. This method is 

based on the idea that humans can identify whether other individuals are acting dishonestly. 

The benefit of carefully examining false reviews is that it allows for the development of 

understandable and interpretable heuristic rules. Costa et al. [5] established a system of rules 

to differentiate between benefiting and non-benefiting reviews, such as the length, opinion, and 

usefulness rate of the review. Filieri [6] looked into how people evaluate the reliability of an 

online review and discovered that aspects including the review's substance and writing pattern, 

as well as the existence of images, length, depth of specifics, and overwhelming positivity or 

negativity, these all play a significant role. 

However, there are some challenges that will be faced while using manual detection. 

The problem of employing heuristic rules seems to be that they are sometimes not precise. As 

an example, fraudulent reviews published by users with a low number of reviews. If the 

quantity of written reviews is used as an indicator, singleton spammers may go unnoticed [7]. 

Besides, another issue is that once spammers understand the rules of fraudulent detectors, they 

integrate and adjust their behaviour, rendering the rules are invalid. These difficulties may 

explain why humans are just not very good at predicting fraudulent reviews [4]. For example, 

researchers found out that the accuracy for human detection method is 21%-34% lower than 

for a Machine Learning model [8]-[10]. Hence, it is quite difficult for human to identify 

whether the review is fake or real. Apparently, the heuristic rules used to detect the genuinely 

of reviews are ineffective against a variety of deceptive strategies. 

Another issue with manual detection would be the volume of online reviews is rapidly 

increasing. Manual approaches generally do not suitable for analysing a certain large quantity 

of reviews, assuming that a product may obtain large numbers of reviews, and reviews exist 

for lots of items such as firms, goods, and service providers [11]. As a result, researchers agree 

that using automated approaches to detect fraudulent reviews could be a better choice. 

In particular for the web and text mining industries, data mining and machine learning 

approaches represent an intriguing commitment to fraud evaluation. Web mining, as defined 
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by Liu [12], is the practise of using machine learning technology and methods to identify 

meaningful information and relationships in web content. Web mining can be divided into three 

sorts of tasks: structure, usage mining, and content mining. Content mining applies data mining 

methods and machine learning to collect knowledge and data and categorise organisations. 

Content mining is evident in the appraisal of mining. Feeling mining is the process of 

attempting to determine the emotion of a text passage by referencing the passage's attributes. 

A classifier can be practised to classify new cases by breaking down the textual attributes 

associated with various results. Spam detection, including feeling mining, falls under the 

category of content mining and makes advantage of features that are just not directly related to 

the content [13]. 

Despite the fact that most current machine learning approaches are not sophisticated 

enough to handle spam detection, they are considered more efficient than manual detection. 

The main problem stated by Abbasi et al [14] is that there are no distinctions to explain how 

reviews are classified as genuine or fraudulent. The usage of a word package, in which single 

words or sets of short words are utilised as characteristics is a general text mining technique, 

however research indicates that this is still not enough to generate a perfectly executed spam 

detection classification. As a result, more functional engineering methodologies for extracting 

an informative set of functions to enhance spam detection must be developed. Several works 

in the field of literacy look at a variety of machine learning algorithms for fake review detection. 

Automatic detection that uses Natural Language Processing (NLP) techniques concentrates on 

reviews as text information, focusing lexical features, including the keywords or -s, n-grams, 

punctuation, semantic consistency, latent subjects, and linguistic style signals [[8], [15]]. Non-

textual predictive variables, like user IDs, location information, quantity of reviews created by 

a person, and several other possibly unusual actions, are the topic of another field of research. 

Techniques that integrate several kinds of attributes tend to be more productive at fake review 

detection, as is common for classification problems [8]. The important point to understand is 

that characteristics might include both textual and non-textual information [16]. 

Combinations of manual and automatic methods are theoretically workable, but they 

are uncommon in practise. Munzel's [17] research highlights the need of revealing not just 

textual but moreover contextual information with human detectors to help them identify 

fraudulent reviews. Harris [18] suggested a hybrid model in which human detectors were 

provided the data of psycholinguistic characteristics that were generated algorithmically, 
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together with the results of two Machine Learning classifiers. Humans could either approve or 

disapprove with the machine's judgement. They enhanced machine performance by 0.2 percent 

with adopting this hybrid strategy, and this suggests that human involvement can result in a 

minor improvement over a strictly machine-based method [18]. The result would be that 

methods for detecting fraudulent reviews vary from entirely automated to totally manual. It is 

worth highlighting that, even if a classification method decides if a review is real or not, a 

person or a cluster of people has often taken a responsibility in developing the classifier by 

dataset development, data pre-processing, feature engineering, and hyperparameter selection. 

 

2.2 Machine Learning Based Fake Review Detection Method 

 Several strategies have been developed in previous to detecting fraudulent reviews, 

especially Machine Learning method. Types of data such as labelled data, unlabelled data, and 

partially labelled data can be easily process with the Machine Learning approach with 

Supervised Learning, Unsupervised Learning or Semi-Supervised Learning techniques. 

 

Supervised Learning 

 Etaiwi and Naymat [19] used a supervised learning method to identify fake reviews. Before 

using the classification approach, a number of pre-treatment tasks must be completed. These 

procedures involve the following steps: stemming words, deleting punctuation, and removing 

stop word. They employ language features to distinguish between genuine and fraudulent 

reviews. Part-of-speech (POS) and bag-of-words are two language features to look out for. An 

individual word or a group of words that appear in a certain text are collected and stored in the 

bag-of-words function. Following that, several classification techniques, such as Decision 

Trees, Random Forests, Support Vector Machines, Naive Bayes, and Gradient Boosting Trees, 

are applied. In this case, Naive Bayes and Support Vector Machines produce more accurate 

results.  

Furthermore, Rout et al. [20] used numerous criteria based on text similarity and 

sentiment polarity to distinguish between bogus and legitimate reviews. The researchers 

employed an emotion score as a characteristic in the study, which is based on the polarity of 

sentiments between positive and negative ratings, as well as linguistics and unigrams. The 



Chapter 2 

Bachelor of Information Systems (Honours) Business Information Systems   

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    7 
 

researchers then used three algorithms, including the Support Vector Machine, the Naive Bayes 

method, and the Decision Tree. 

 

Semi-Supervised Learning 

 To detect false reviews, Fusilier et al. [21] were the first to introduce the Positive 

Unlabelled (PU) learning technique. The PU-learning technique is a combination of some 

positive labels with unlabelled datasets, and it is described following. It is a semi-supervised 

approach that only employs two classifiers, one labelled as deceptive and one classified as 

unlabelled, and does not use a negative as a true training example. In this approach, the first 

unlabelled data points are treated as belonging to the negative class. Using the positive cases 

from the previous stage, classifiers are trained in the following step. Then classification was 

performed only to unlabelled instances, and labelled instances are generated as a result of the 

application of classifiers. Following the classification of instances into positive and negative, 

the positive examples that were identified as dishonest reviews are removed from the 

unlabelled circumstances and the remaining instances are classified as negative examples. 

When dealing with negative instances, classifiers are applied once more. This process is 

repeated until the stop criterion, which distinguishes between bogus and legitimate reviews, 

have been reached. Support Vector Machine and Naive Bayes are the two classifiers used in 

this PU-learning. 

 Fusilier et al. [22] conducted a comparison of the traditional PU-learning technique and the 

improved PU-learning technique. The researchers examined if it is capable to find a smaller 

number of occurrences from an unlabelled set by modifying the PU-learning approach. At the 

end of the process, only new negative instances that have been formed by the output of the 

preceding iteration are evaluated, and the classifier is only deployed to the new negative 

examples in that iteration. So, with each repetition, negative occurrences are decreased, and 

final cases are accurately identified as either phoney or authentic reviews, depending on the 

algorithm. The researchers of the research have discovered a way to detect both positive and 

negative fraudulent reviews. Their methods included Naive Bayes and a Support Vector 

Machine classifier that utilised both unigrams and bigrams features, and the reviews were 

divided into two categories: fraudulent and non-fraudulent. 
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Unsupervised Learning techniques 

 The biggest benefit of using an unsupervised learning strategy is that it allows researchers 

to distinguish between fraudulent and legitimate reviews without the need for a labelled dataset. 

Rout et al. [20] implemented unsupervised learning technique. Based on the differences 

in the behavioural patterns of reviews, the researchers employed a variety of features depending 

on review data, reviewer data, and product information. In the research, the 

researchers utilized the Amazon Cell Phones and Electronics products reviews dataset to 

distinguish between fraudulent and authentic reviews. 

Mukherjee et at. [23] provides an unsupervised approach for detecting opinion spam. 

The researchers employ a completely Bayesian method and treat sentiment spam detection as 

a clustering task. The Bayesian setup enables the researchers to represent spamicity of 

reviewers as associated with other known behavioural traits in their Author Spamicity Model 

(ASM). Inference in ASM leads in discovering the distributions of two groups which are 

spammers and non-spammers described as a set of behavioural variables. The researchers 

applied a range of features based on author features and review features. 

 

2.3 Analysis of Existing Fake Review Detection Using Machine Learning 

According to previous investigations, fraudulent reviews can be identified using a variety 

of methods such as classification, clustering, or a combination of the two. It is possible to 

accurately detect spam opinion using a variety of strategies that are dependent on features and 

classifiers. Tables below show several approaches which are applied to distinguish between 

fraudulent and legitimate reviews
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2.3.1 Supervised Machine Learning 

Paper Title / Author Technique Used Classifier Dataset Results 

The Impact of applying Different 

Preprocessing Steps on Review 

Spam Detection [19] 

 

Authors: 

Wael Etaiwi, Ghazi Naymat 

Supervised 

 

Features used: 

Linguistic feature 

(Stemming + remove  

Punctuation marks + 

Remove Stop words) 

- Naïve Bayes (NB) 

- Support Vector 

Machine (SVM) 

- Decision Tree (DT) 

- Random Forest (RF) 

- Gradient-Boosted Trees 

(GBTs) 

1600 reviews on 

TripAdvisor website 

(Average result with all 

proposed preprocessing 

steps) 

- NB: 

Precision 51.8%  

Recall 86.8%  

Accuracy 85.5% 

- SVM: 

Precision 51.8%  

Recall 86.8%  

Accuracy 85.5% 

- DT: 

Precision 47.1%  

Recall 70.7%  

Accuracy 69.5% 

- RF: 

Precision 58.9%  

Recall 60.3%  

Accuracy 59.8% 

- GBTs: 

Precision 49.4%  

Recall 70.2%  

Accuracy 68.5% 

Table 2.3.1 Analysis of Fake Review Detection Using Supervised Machine Learning Experimented by Previous Researchers 
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2.3.2 Semi-Supervised Machine Learning 

Paper Title / Author Technique Used Classifier Dataset Results 

Detecting positive and negative 

deceptive opinions using PU-

learning [22] 

 

Authors: 

Donato Hernandez Fusilier, 

Rafael Guzman Cabrera, Manuel 

Montes-y-Gomez, Paolo Rosso 

Semi-Supervised 

 

Features used: 

- Modified PU-learning 

- Naïve Bayes (NB) 

- Support Vector 

Machine (SVM) 

 

Ott’s hotel reviews 

dataset 

(Results for positive 

opinions) 

- Deceptive: 

Precision 85.2% 

Recall 72.8% 

F-measure 78.0% 

- Truthful: 

Precision 76.8% 

Recall 86.8% 

F-measure 81.1% 

 

(Results for negative 

opinions) 

- Deceptive: 

Precision 78.8% 

Recall 59.5% 

F-measure 65.7% 

- Truthful: 

Precision 67.2% 

Recall 80.3% 

F-measure 72.3% 

 

Table 2.3.2 Analysis of Fake Review Detection Using Semi-Supervised Machine Learning Experimented by Previous Researchers 
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2.3.3 Unsupervised Machine Learning 

Paper Title / Author Technique Used Classifier Dataset Results 

Spotting opinion spammers using 

behavioral footprints [23] 

 

Authors: 

Arjun Mukherjee, Abhinav 

Kumar, Bing Liu, Junhui Wang, 

Meichun Hsu, Malu Castellanos, 

Riddhiman Ghosh 

Unsupervised 

 

Features used: 

Author Features + 

Review Fetures 

Author Spamicity Model 

(ASM) 

Amazon review dataset (Results for spam review 

with ASM) 

-Uninformed Priors 

(ASM-UP): 

Precision 77.7% 

Recall 74.0% 

Accuracy 75.5% 

-  Informed Priors (ASM-

IP): 

Precision 77.9% 

Recall 74.8% 

Accuracy 75.7% 

-Hyperparameter 

Estimation (ASM-HE): 

Precision 79.6% 

Recall 75.1% 

Accuracy 77.4% 

Table 2.3.3 Analysis of Fake Review Detection Using Unsupervised Machine Learning Experimented by Previous Researchers 
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Chapter 3 

Proposed Framework 

 

3.1 Proposed Framework 

 
Figure 3.1 Proposed Framework for Fake Reviews Detection 

 

 

The proposed framework shown in Figure 3.1 consists of four phases to get the best 

classification model that will be used for fake review detection.  

 

I. Data Pre-processing 

One of the most significant phases of a machine learning technique is data pre-

processing. Data pre-processing is necessary since the world's data is never suitable for 

use. In this study, a series of pre-processing techniques were utilized to get the dataset's 

raw data eligible for analysis. The following provides an explanation of the pre-

processing methods utilized in the suggested framework: 
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a) Tokenization: One of the most popular methods for NLP is tokenization. 

Before using any other pre-processing methods, it is a fundamental step. Tokens 

are the individual words that make up the text. Tokenization, for instance, will 

separate the sentence "I love the look and feel of this pillow" into the tokens "I", 

"love", "the", "look", "and", "feel", "of", "this", "pillow". 

b) Removing Stop Words: The most often used words are stop words [24], but 

they have no actual meaning. Typical instances of stop words are (an, a, the, 

this). Before moving further with the fake reviews detection approach in this 

study, all data are cleaned of stop words. 

c) Removing Punctuations: Text is divided into sentences, paragraphs, and 

phrases using punctuation. Since punctuation marks are used often in text, it has 

an impact on the outcomes of any text processing approach, especially those 

that depend on the occurrence frequencies of words and phrases. 

d) Lowercasing: The only pre-processing technique that significantly 

outperformed the baseline result was the transformation of uppercase letters into 

lowercase letters. Words like "Book" and "book" have the same meaning, but 

the models treat them differently when they are not written in lower case. 

e) Stemming: There are numerous variations of a single phrase in the English 

language. When creating NLP or machine learning models, these variations in 

a source text led to redundant data. These models might not work well. It is 

required to standardize text by avoiding duplication and stemming words to 

their base form in order to construct a strong model. 

f) Removing Common & Rare Words: Since the dataset's common words have 

high counts, most scoring systems are rewarded for identifying those words' 

counts more than they do for identifying the counts of other words. This makes 

every other word appear less frequent. Rare words are removed for an entirely 

different reason. Due to the uncommon, the noise overrides any associations 

between them and other words. 
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II. Split Data 

A method for assessing a machine learning algorithm's effectiveness is the train-test 

split. It can be applied to issues involving classification or regression as well as any 

supervised learning algorithm. 

The process includes splitting the dataset into two subsets. The train dataset is 

the first subset, which is used to fit the model. Instead of using the second subset to 

train the model, the input element of the dataset is given to it, and predictions are then 

made and compared to the expected values. The test dataset is the second dataset in 

discussion. 

 

• Train Dataset: Used to fit the machine learning model. 

• Test Dataset: Used to examine how well a machine learning model fits 

the data. 

 

The purpose is to determine how well the machine learning model performs on 

new data which the data not used to train the model. We anticipate applying the model 

in this way. Specifically, to fit it to data that is already accessible and has known inputs 

and outputs, then to make forecasts about future cases where we won't have the target 

values or expected outputs. When a workable size dataset is provided, the train-test 

procedure is appropriate. 

 

III. Feature Extraction 

The purpose of the feature extraction is to improve the performance of either a pattern 

recognition system or a machine learning system. In order to provide machine learning 

and deep learning models with more useful data, feature extraction involves reducing 

the input to its key features. The essential step is to remove any unnecessary features 

from the data, which may actually decrease the model's accuracy [25]. 
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a) N-Grams: 

A contiguous series of n items from a given sample of text or speech makes up 

an n-gram. Different NLP algorithms frequently use n-grams to forecast the next 

potential word in a sequence. 

An n-gram language model makes the assumption that a word depends only 

on the (n-1) words that came before it. The main objective is to compile the 

frequency of the n-grams in our corpus and use it to forecast the following word. 

A unigram language model is one in which the previous word is used to predict 

the following word. A bigram language model which implied in the proposed 

framework is one in which the previous two words are used to predict the 

following word. 

b) TF-IDF: 

The frequency of both true and false (TF) as well as the inverse document 

(IDF) are obtained by another textual feature method called TF-IDF. Each 

phrase has a unique TF and IDF score, and the sum of these two scores is 

referred to as the term's TF-IDF weight [26]. The reviews are categorized using 

a confusion matrix into the following four outcomes: 

• True Positive (TP): Predicted real reviews are defined as real 

reviews. 

• True Negative (TN): Predicted fake reviews are defined as fake 

reviews. 

• False Positive (FP): Predicted real reviews are defined as 

fake reviews. 

• False Negative (FN): Predicted fake reviews are defined as real 

reviews. 
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Figure 3.2 Confusion Matrix in Machine Learning Algorithm 

 

IV. Classification Models 

a. Naïve Bayes (NB): 

 

Figure 3.3 Formula of Bayes Theorem 

 

The core concept of NB is based on the Bayes theorem, which stated in the 

Figure 3.2. By counting the frequency and total values in a dataset, NB 

determines a set of probabilities. Numerous application fields, including text 

classification, spam filtering, and recommendation systems, have effectively 

used NB. 
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b. K-Nearest Neighbours (KNN): 

One of the most basic yet effective classification methods is KNN. Statistical 

estimation and pattern recognition have seen the largest use of KNN [27]. 

KNN's primary purpose is to categorize instance queries based on the votes of 

a collection of similarly classed cases. Typically, the distance function is used 

to calculate similarity [28]. 

c. Decision Tree: 

Another machine learning classifier that focuses on creating a tree to represent 

a judgment of training data is called Decision-Tree [29]. Based on the optimal 

feature split, the algorithm begins to iteratively build the tree. A predetermined 

function, such as entropy, information gain, gain ratio, or Gini index, is used to 

select the best features. 

d. Support Vector Machines (SVM): 

By identifying the best separable hyper-plane that classifies the provided 

training data, SVM is a discriminating classifier that, in essence, divides the 

given data into classes [31]. 

e. Random Forest: 

Successful solutions to the overfitting issues that arise in the decision tree 

include Random Forest [30]. Making a bag of trees from various dataset samples 

is the fundamental principle of random forest. When building each tree in the 

forest, Random Forest selects a tiny random number of features rather than 

building the tree from all features. 
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Chapter 4 

Experiment 

 

4.1 Experimental Results 

An Amazon Review dataset (2018) which is publicly released has been utilized to evaluate the 

proposed framework. This dataset contained 4,055 reviews of Home and Kitchen products. 

2,028 of the reviews are categorized as "REAL" and 2,027 as "FAKE," respectively. The pie 

chart of the target labelled reviews count is displayed in Figure 4.1. Since the number of 

samples is balanced, the classification can be fair without considering the factors class 

imbalance while choosing an algorithm or adjusting the data. 

 

Figure 4.1 Target Labelled Reviews Count – Pie Chart 

 

 The confusion matrix from the testing with Naïve Bayes (NB) classifier is given in Figure 

4.2. The total 1,339 test examples have been classified into 660 TN, 31 FP, 335 FN and 313 

TP. The accuracy of fake reviews detection that we obtained with NB classifier is 72.66% with 

0.79 average precision, 0.72 average recall, and 0.71 average F1-score. The classification 

report for this NB classifier is given in Table 4.1. 
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Figure 4.2 Confusion Matrix for Naïve Bayes (NB) Classifier 

 

 

Table 4.1 Classification Report for Naïve Bayes (NB) Classifier 

 

 Figure 4.3 shows the confusion matrix from the testing with the K-Nearest Neighbours 

(KNN) algorithm. The 1,339 test examples in total have been broken down into 676 TN, 15 

FP, 609 FN, and 39 TP categories. Using the KNN algorithm, we were able to detect fraudulent 

reviews with a 53.39% accuracy rate, 0.62 average precision, 0.52 average recall, and 0.40 

average F1-score. The classification report for this KNN algorithm is given in Table 4.2. 



Chapter 4 

Bachelor of Information Systems (Honours) Business Information Systems   

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    20 
 

 

Figure 4.3 Confusion Matrix for K-Nearest Neighbours (KNN) Algorithm 

 

 

Table 4.2 Classification Report for K-Nearest Neighbours (KNN) Algorithm 

 

In Figure 4.4, the confusion matrix from the testing using Decision Tree learning is 

presented. There were 1,339 test samples in all, and they were divided into 517 TN, 174 FP, 

94 FN, and 554 TP. With 0.80 average precision, 0.80 average recall, and 0.80 average F1-

score, we were able to detect fraudulent reviews with a 79.98% accuracy using Decision Tree 

learning. In Table 4.3, the classification report for this Decision Tree learning is provided. 
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Figure 4.4 Confusion Matrix Decision Tree Learning 

 

 

Table 4.3 Classification Report for Decision Tree Learning 

 

Figure 4.5 shows the confusion matrix from the testing using the Support Vector Machine 

(SVM). A total of 1,339 test cases were categorized as 488 TN, 203 FP, 62 FN, and 586 TP. 

We reached 80.20% accuracy in detecting false reviews using SVM, with 0.81 average 

precision, 0.81 average recall, and 0.80 average F1-score. In Table 4.4, the classification report 

for this SVM method is provided. 
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Figure 4.5 Confusion Matrix Support Vector Machine (SVM) 

 

 

Table 4.4 Classification Report for Support Vector Machine (SVM) 

 

Last but not least, Figure 4.6 shows the confusion matrix from the testing with Random 

Forest. A total of 1,339 test samples have been categorized as 500 TN, 191 FP, 48 FN, and 600 

TP. The accuracy of fake review detection using Random Forest is 82.15%, with average 

precision, recall, and F1-score values of 0.84, 0.82, and 0.82, respectively. Table 4.5 contains 

the classification report for this Random Forest. 
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Figure 4.6 Confusion Matrix Random Forest 

 

 

Table 4.5 Classification Report for Random Forest 
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Chapter 5 

Conclusion 

 

5.1 Conclusion 

In this paper, we have done an experiment to determine the effectiveness of the proposed 

framework for the fake reviews detection using Machine Learning technique. 

 Figure 5.1 shows the comparison of the accuracy of all classifiers. The experiment results 

show that Random Forest algorithm got the highest accuracy which is 82.15% with the 

implementation of the proposed data processing method.  

 

Figure 5.1 Comparison of Accuracy Percentage of All the Classifier Algorithms 

 

In terms of positive observations, precision is the probability of accurately anticipated 

observations to all predicted positive observations. How many reviews that are categorized as 

true are actually real according to this metric? High precision and low false positive rate are 

related. By using the Random Forest technique, we were able to get an average precision of 

0.84, which is rather good.  
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Moreover, recall can also be referred to as sensitivity or true positive rate. The ideal recall 

for a good classifier is 1 (high). This is a rather effective classifier for identifying fraudulent 

reviews because we were able to achieve an average recall of 0.82 by using the Random Forest 

algorithm, which is close to 1. Besides, the F1-score is a metric that considers both recall and 

precision. Only when recall and precision are both high can F1-score increase. It is more useful 

to use the F1-score, which is the harmonic mean of recall and precision. Using the Random 

Forest algorithm, we were able to obtain an average F1-score of 0.82, which indicates that the 

proposed model with this classifier algorithm is more accurate than other models in the 

experiment. Table 5.1 shows the summary of precision, recall, F1-score for all the examined 

classifier algorithms. 

 

Table 5.1 Summary of Precision, Recall, F1-score for All the Classifier Algorithms 

 

  

NB KNN DT SVM RF
Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score

FAKE 0.66 0.96 0.78 0.53 0.98 0.68 0.85 0.75 0.79 0.89 0.71 0.79 0.91 0.72 0.81

REAL 0.91 0.48 0.63 0.72 0.06 0.11 0.76 0.85 0.81 0.74 0.90 0.82 0.76 0.93 0.83

AVG 0.79 0.72 0.71 0.62 0.52 0.40 0.80 0.80 0.80 0.81 0.81 0.80 0.84 0.82 0.82
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Chapter 6 

Recommendation and Future Work 

 

6.1 Recommendation and Future Work 

Reviews are very important for people's decision-making. Therefore, detecting false reviews is 

a continuing and active study field. This paper presents a method for detecting fraudulent 

reviews using machine learning. Additional features targeted toward reviewers could be 

implemented to it. Additionally, feature sets can be used to evaluate content and rating activity. 

Furthermore, the reviews we used for our investigation were in English. Hence, other languages 

are potential of being used in fake reviews detection system. 
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