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DESIGN A NEUROFEEDBACK SYSTEM WITH INCORPORATED REAL 

TIME EOG ARTIFACT REMOVAL 

 

 

 

ABSTRACT 

 

 

 

Electroencephalography (EEG) is the electrophysiological, non-invasive method that can 

record the activities of the brain. It can use the electrodes that are attached to the scalp to 

detect the brain signal (Arefa Cassoobhoy, MD, MPH, 2020). Neurofeedback training 

(NFT) which is a training method that uses the Brain Computer Interface (BCI) to improve 

the cognition performance of the subjects. Artifacts in EEG are the signals not associated 

with the brain activities and these signals may affect the NFT process. So, it is important 

to remove artifacts from EEG signals. In our project, we will design a neurofeedback 

system to perform the real-time EOG artifact removal. The artifact removal is one of the 

pre-processing steps in the BCI system that removes the unwanted noise from the raw 

EEG signals. The method used for artifact removal is ICA-REG. the BCI system is 

designed by using the EMOTIV Insight headset to collect EEG signals, OpenViBE for 

processing the EEG signal, and the Unity3D application for the interface of the BCI 

system. We will use this BCI system to perform NFT for 6 subjects in 6 sessions and 

analyze the EEG data recorded from the subjects.  
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CHAPTER 1 

 

 

 

INTRODUCTION 

 

 

 

1.1   Background 

 

The brain is the most complex organ in our body. It not only can control all the 

body movements but also can memorize, think, imagine and represent emotions. It’s like 

the control center of the whole body. Even though there is a lot of functionality, we can’t 

understand fully the brain. The scientist from MIT, Matt Wilson says that the human brain 

is extremely unique and inscrutable but we can still gain enough of those basic principles 

to copy and emulate the functions (Lindsay Patterson, 2009). So, the discovery and 

research of the brain are very popular topics nowadays. 

 

If we need to know or understand brain activities, we need to research the signal 

that is produced by the brain. Electroencephalography (EEG) is the electrophysiological 

method that can record the activities of the brain. It can use the electrodes that are attached 

to the scalp to detect the brain signal (Arefa Cassoobhoy, MD, MPH, 2020). The brain is 

active all the time, so the EEG can record the brain activities anytime even the person is 

sleeping (Nitin Sreedhar, 2020). 
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Figure 1.1: Hans Berger (David, 2014). 

 

 

Figure 1.2: The early EEG graph recorded by Hans Berger (Wikiwand, n.d.). 

 

The history of EEG can refer back to the last century. In 1924, a German 

psychiatrist Hans Berger has recorded the first EEG during neurosurgery performed by 

neurosurgeon Nikolai Guleke (1878–1958). Later, he developed a brain signals recording 

method. This method is connecting the electrode to the scalp is the same as present-day 

and he was the first person to record a non-invasive electrical activity of the human brain. 

In 1929, he published his first paper on EEG, “Über das Elektrenkephalogramm des 

Menschen,” using the terms alpha and beta waves (Rümeysa, Saliha, Fatma, 2020). 

 

There are many applications for human EEG research. The first one is neuro-

marketing. The economists use EEG research to detect the consumers’ brain activities 

when they decide or purchase the products and their mental state when exploring the 

physical or virtual stores. Next, the EEG is also used in psychology and neuroscience. 

Most of the time, psychological studies utilize EEG to study the brain processes 

underlying attention, learning, and memory. Furthermore, it also can be used in clinical 

and psychiatric studies. The EEG data from patients’ brains can help doctors accurately 

determine the symptoms and give the treatment to the patients. Lastly, it can use in the 

Brain Computer Interface (BCI). It can use to build a tool without any physical movement. 

For example, the BCI can use a controller for a device such as game control, robot control, 
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or even vehicles (iMotions, 2015). It also can use as a communication device with the 

computer without any external hardware. 

 

 

Figure 1.3: The brain map (Living Well Dallas, 2019). 

 

The EEG has an involved technique called Quantitative Electroencephalography 

(QEEG), which is the analysis of digitized EEG. It is a technique that processed the 

recorded EEG activities from the multi-channel recording using a computer. This multi-

channel EEG data is processed with various algorithms, such as the Fourier series (QEEG 

support, n.d.). The QEEG is commonly converted into a colorful brain map as shown in 

Figure 1.3. This method can help scientists more understand EEG and the function of the 

brain. 

  

 

Figure 1.4: The Brain Computer Interface. 
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 The Brain Computer Interface (BCI) is one of the applications of the EEG. The 

Brain Computer Interface also known as Brain Machine Interface (BMI), is a device that 

can communicate between the human brain and the computer. Its working principle is a 

closed-loop or feedback system that which the device has received the brain signal from 

the human brain by using the EEG and it would give the response to the human. After the 

human saw the response of the device and makes the change to the device by using the 

brain signal (Joseph, 2010). 

  

There are few applications for BCI such as medical treatment, robot control, 

research of the brain, and communication with the computer. Medical treatment is one of 

the applications for BCI. It can be used for brain training for Attention Deficit 

Hyperactivity Disorder (ADHD), Depressive, anxiety disorders, and for the patients that 

need to recover from the brain injury. It also can help patients that blind or paralyzed. 

Next, the BCI can be used for robot control. The robot hand or leg with the BCI system 

can help disabled people to solve inconvenient problems. Furthermore, the BCI can be 

used for research purposes. It can record the real-time brain signal and present it through 

the display screen. Scientists can use the real-time brain signal to gain more information 

from the human brain. Lastly, the BCI can communicate with the computer. The computer 

needed to record the user's brain signals and it will follow certain brain signals to show 

something or do specific tasks for the user. 

 

 

Figure 1.5: The signal source in different types of brain signals (NeuroTech, n.d.). 
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The BCI system can be categorized into three main types by the method of the 

detection of brain signals, one is invasive, one is semi-invasive and another is non-

invasive. The invasive BCI signal is called the Intraparenchymal signal and its sensor is 

implanted directly into the brain during neurosurgery. It has the best quality of brain signal 

compared to another two methods but it has the risk of forming scar tissue to affect the 

sensor. This method is direct implanted, it has a high risk and cost of the surgery, so it is 

used in the patient for recovery of the blind and paralyzed (NeuroTech, n.d.).  

  

Next, the depth of the electrodes in a semi-invasive BCI system is implanted 

between invasive and non-invasive BCI. Its method is called Electrocorticography (ECoG) 

in which the electrodes were implanted on the surface of the brain to measure electrical 

activity from the cerebral cortex. This method has more advantages such as noise 

resistance, higher amplitude, and lower clinical compared to invasive BCI. Due to ECoG 

being placed on the surface of the brain, to transmit the brain signal to the sensors, it 

doesn’t need to go through the scrap which means it is not impacted by the signal caused 

by the muscles (EMG, Electromyography) and the eyes movements (EOG, 

Electrooculography). It also has a high amplitude signal due to less noise. Furthermore, it 

has less risk in the clinical compared to the invasive BCI. The electrodes don’t need to 

penetrate the cortex, so it is safer than invasive BCI (NeuroTech, n.d.). 

 

The most common BCI is the non-invasive BCI. The method of this BCI is using 

the EEG and the electrodes are placed on the scalp. It is used the less cost, hardware 

portability, and less time preparation but the signal amplitude is the weakest and its 

effectiveness is the lowest due to the noise from other parts of the body signal or 

movements. It is not suitable for extremely high accurate purposes (NeuroTech, n.d.). 
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Figure 1.6: Neurofeedback system. 

 

Although the BCI system can be used for the communication between the 

computer and the human brain, the human brain also needs to be trained before using BCI 

to increase its effectiveness. There is a brain training method called Neurofeedback (NFB). 

It is a form of biofeedback that provides real-time feedback on brain activity to encourage 

good brain function via operant training (Wikipedia, 2021). It means that we use a device 

to detect and show the brain activity and let the user know the data of the brain activity. 

After that, the user uses this real-time data to train the brain to reach a certain target. For 

example, there is an application that is used for focus training. The device was detected 

and recorded from a user's brain and it shows a beautiful picture to the user. The user 

needs concentration to maintain the color of the picture, if not reach the target it will start 

losing color and become black and white (Center for Brain, n.d.). The above Figure 

1.6 shows the basic neurofeedback system. 
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1.2   Problem Statements 

 

In this project, we will design a non-invasive BCI. Due to the non-invasive nature 

of our project, EEG signals are highly prone to noise. Noisy or artifactual EEG signals 

may lead to improper NFT. For BCI applications, it is important to have good EEG 

electrodes contact quality with the scalp to ensure the amplitude and effectiveness of the 

brain signal. Generally, BCI applications are quite expensive. Thus, we will build a low-

cost BCI for this project. Furthermore, the BCI used for NFT is working in real-time to 

observe and record the EEG data. Online artifact removal can be very resource expensive. 

So, we will find a suitable method for the artifact removal system for real-time application. 

Lastly, we need to collect sufficient data from the subjects to analyze the effect of real-

time artifact removal on NFT. 

 

 

 

1.3   Aims and Objectives 

 

1. Acquisition of real-time EEG data and application of pre-processing methods such 

as signal decomposition and real-time artifact removal. 

  

2. Designing a BCI system using real-time raw, and artifact removed EEG data for 

NFT. 

 

3. Designing a user interface for NFT sessions displaying real-time alpha power to 

improve cognition and alertness.  

 

4. Comparison of the effect of using raw EEG data and online artifact cleaned EEG 

data for NFT sessions. 
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CHAPTER 2 

 

 

 

LITERATURE REVIEW 

 

 

 

2.1.  The main parts of the human brain 

 

 

Figure 2.1: The main parts of the human brain (Johns Hopkins Medicine, n.d.). 

 

The human brain is a complex organ that controls every activity in our body. It can 

divide into the cerebrum, cerebellum, and brain stem. The cerebrum is the largest part of 

the brain and it includes gray matter which is the cerebral cortex and white cortex. Its 

functions are to coordinate movement, regulate body temperature, enable senses, speech, 

judgment, memorization, thinking and reasoning, problem-solving, emotions, and 

learning. Next, the cerebellum also known as the little brain is a fist-sized portion of the 

brain located at the back of the head, below the temporal and occipital lobes, and above 

the brainstem. Its function is to coordinate voluntary muscle movements and maintain 

posture, balance, and equilibrium (Johns Hopkins Medicine, n.d.). Lastly, the brain stem 
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is one of the main parts of the human brain. It consists midbrain, pons, and medulla. Its 

main functions are to control automatic and involuntary activities like breathing, 

swallowing, blood pressure, and heart rate (BioNinja, n.d.). 

 

 

 

2.2. The Lobes of the human brain 

 

 

Figure 2.2: The human brain anatomy (Johns Hopkins Medicine, n.d.). 

 

The cerebrum, there can divide into four sections which are the frontal, temporal, 

parietal, and occipital lobes as shown in Figure 2.2. The frontal lobe is the largest lobe 

and it’s located at the front of our head. It involved critical thinking, problem-solving, 

decision making, and personality characteristic. It also contains Broca’s area, which is 

associated with speech ability. Next, the temporal lobe is located at the side of the brain 

and it‘s integral to auditory perception, receptive components of language, visual memory, 

factual memory, and emotion (JueBin Huang, 2020). Furthermore, the parietal lobe is 

located at the top of the brain and it involves stimuli for recognition and generating visual-

spatial relationships, and integrating these perceptions with other sensations to create 

awareness of the trajectories of moving objects (JueBin Huang, 2020). Lastly, the occipital 

lobe is located at the back of the brain and it mainly involved the vision (Johns Hopkins 

Medicine, n.d.) (BioNinja, n.d.). 
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2.3. Brain Signals 

 

 

Figure 2.3: Two neurons communicate with the chemical and electrical signals (Anping 

Huang, 2018). 

 

An average human brain has consisted of about 86 billion nerve cells or called 

neurons inside. These neurons communicate with each other using chemical and electrical 

signals (Georgia Chronaki, n.d.). The chemical and electrical signals are also called the 

action potential. When the action potential needs to transfer from the pre-synaptic neuron 

to the post-synaptic neuron, the signal needs to pass through the end of the pre-synaptic 

neuron called the synapse. The postsynaptic potential is the potential that makes the 

postsynaptic neuron more likely to fire an action potential (Wikipedia, n.d.). A single 

postsynaptic potential is very small, so there is a huge number of postsynaptic potentials 

being simultaneous and in the same direction are needed to total up to generate brain 

signals that can measure by EEG (Timo & Rudige, 2009). 
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Figure 2.4: The 5 main types of brainwaves (Muse, 2018). 

 

The brain signals can divide into 5 main types of brainwaves by their frequency 

such as Alpha, Beta, Gamma, Delta, and Theta. Often the low-frequency brainwave has 

high amplitude and the high-frequency brainwave has low amplitude. The Delta wave is 

the slowest brainwave whose frequency range is within 0.1 to 4 Hz but it has the highest 

amplitude of these 5 brainwaves. It happens in deep and dreamless sleep and some 

abnormal processes. When the Delta wave increases, it will decrease our awareness of the 

physical world. Next, the brainwave that is slightly faster than the Delta wave is called the 

Theta wave. Its frequency range is between 4 to 8 Hz. It is strong when the person is in 

internal focus, prayer, meditation, daydreaming and spiritual awareness. It reflects the 

state between sleep and wakefulness and it also relates to the subconscious mind (Muse, 

2018) (Neuro Health, n.d.). 

 

Furthermore, the Alpha wave is the first discovered brainwave in which the 

frequencies range is between 8 to 12 Hz (Muse, 2018). It is very easy to detect when the 

eyes are closed and the mind is relaxed and its peak will always fall around 9 to 10 Hz. It 

happens when the person is physically and mentally relaxed which means it can be found 

before falling asleep or doing yoga. It is very important when you are learning and 

focusing on something (Neuro Health, n.d.). One of the studies shows that the Alpha wave 

is manipulating people’s attention. In the attention experiment, If the Alpha wave of the 
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brain was suppressed, the people's visual cortex would have more response to the flashed 

light disturbed (Science Daily, 2019). So, the Alpha wave has played an important role in 

the attention. 

 

Moreover, there is another brainwave called the Beta wave. It is faster than the 

three brainwaves mentioned in front but slower than the Gamma wave. Its frequency range 

is from 13 to 30 Hz. It can be easily detected when the person is active thinking like active 

conservation, making a decision, problem-solving, focusing on a task, and learning a new 

concept. It also can be measured if the person is in an alert state too (Muse, 2018). Lastly, 

the final brainwave is the Gamma wave. It is the fastest and the smallest amplitude 

brainwave among these five brainwaves. Its frequency is over 30 Hz. It can measure when 

the person is simultaneously processing information from different parts of the brain. It 

has been observed to be much stronger and commonly detected in very long-term 

meditators including Buddhist monks (Muse, 2018) (Neuro Health, n.d.). 

 

 

 

2.4. EEG Headset 

 

 

Figure 2.5: The International 10/20 System for the EEG (Sleep Tech Study, 2013). 
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The EEG can be divided into two types by the density of the electrodes. There are 

standard EEG and high-density EEG or called it hdEEG. The standard EEG is using the 

international 10/20 system for the placement of the electrodes. It is an internationally 

recognized method that allows EEG electrode placement to be standardized (ERS, 2016). 

The “10” and “20” mean that the distance of the electrodes that place needed to have 10% 

or 20% of the total distance front to back or left to right of the skull (Storti, 2013). It is 

needed to ensure inter-electrode spacing is equal and electrode placement is proportional 

to skull size and shape. So, before using the EEG headset, the researcher needed to 

measure the skull size of the subjects. According to the design and number of electrodes 

of the headset, there is also have 10/10 system and a 10/5 system (Robert, n.d.). 

 

 

Figure 2.6: The skull landmark (Sleep Tech Study, 2013). 

 

 

Figure 2.7: The skull landmark with bone (ERS, 2016). 
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 There are four important skull landmarks such as nasion, inion, pre-auricular point, 

and mastoid. The starting point and the ending point for the front to back skull landmarks 

are the nasion and inion. The nasion is the bridge of the nose of the lowest point between 

nose and forehead. The inion is a bony ridge at the base of the back of the skull. Next, the 

pre-auricular point is the point that indentations just above the cartilage that covers the 

external ear openings. The last important skull landmark is on the bony area located just 

behind the ear where is also the M1 and M2 electrodes placed (Sleep Tech Study, 2013). 

 

Table 2.1: The naming rule in International 10/20 System. 

Electrodes Symbol and Number Meaning 

F Frontal  

T Temporal  

P Parietal  

O Occipital  

M Mastoid 

C Central 

Fp Frontal pole 

Even numbers  Right side 

Odd numbers Left side 

z Midline 

A Anterior 

 

The electrodes placement has its naming rule. Table 2.1 shows the naming rule for 

the placement of the electrodes. The F, T, P, O are mean for the Frontal, Temporal, Parietal 

and Occipital lobe. Next, the M and C are mean for the Mastoid and the Central point. The 

Fp is the point that is on the top of the nasion. Furthermore, the even number is mean the 

electrode points are all on the right side and the odd number is on the left side. Lastly, the 

z is the mean for the electrodes placed on the middle line. If two alphabets are named like 

“FC”, then the placement of the electrodes is between two specific areas. For example, 

“FC” is placed between the Frontal and Central (Trans Cranial Technologies, 2012). There 

is also another alphabet “A” which means Anterior also will use in the 10/20 system. For 
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example, the contour between the frontal pole (Fp) and the frontal (F) electrodes is called 

“AF” (Robert, n.d). The graph of the placement of the electrodes is shown in Figure 2.6. 

 

 

Figure 2.8: The high density EEG (Lebonheur, n.d.). 

 

 There is another type of EEG called high-density EEG which it is using about 128 

or 256 electrodes. It will have higher localization accuracy than the standard EEG but it 

needs to spend a lot of time to set up. Even with the experienced technician, the 128 

electrodes EEG needed to spend 90 to 100 minutes to set up all the electrodes (Catherine, 

2014). It is often used in high accuracy or clinical research such as diagnosis or evaluation 

of epilepsy (Lebonheur, n.d.). 

 

Table 2.2: The comparison between standard EEG and high density EEG. 

 Standard EEG High Density EEG 

Electrodes numbers Less than 64 electrodes 128 or 256 electrodes 

Set up time required Less time More time 

Localization Accuracy Low High 

Electrodes Density Low High 

Application 

Common brain research, 

BCI, clinical therapy, and 

Neurofeedback 

High localization accuracy 

or clinical research like 

diagnosis or evaluation of 

epilepsy 
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2.5. Types of Artifacts 

 

 

Figure 2.9: The recorded EEG signal, pure EEG signal, and different types of artifacts 

(Xiao Jiang, Gui-Bin Bian, and Zean Tian, 2019). 

 

In the EEG signals recording, the unwanted signals will contaminate the EEG 

signals. These all unwanted signals are called artifacts. It will be directly affected the 

accuracy of the EEG signal, so it was needed to remove it in the pre-processing of the 

EEG data. There are a few types of the artifacts such as ocular artifact, muscle artifact, 

cardiac artifact, and technical artifacts (Bit Brain, 2020). 

 

           The ocular artifact comes from the human eyes which generate electrical dipoles. 

Eye movements and blinks cause the dipole to fluctuate, resulting in an electrical signal 

known as Electrooculography (EOG). It will cause a rapid, high-amplitude shift in the 

EEG signals in the frontal electrodes, which is particularly apparent in those adjacent to 

the eyes. Lateral eye motions influence the frontal regions of the EEG signals as well but 

have a greater impact as one gets closer to the temples. In general, the artefact amplitude 

is nearly proportional to the angle of vision (Bit Brain, 2020) (M. Agustina Garcés Correa 

and Eric Laciar Leber, 2014). 
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           Next, the muscle artifact is the electrical activity that produces by the muscles. This 

electrical activity can be called Electromyography (EMG). It can be generated when the 

subjects are talking, swallowing, sucking, and chewing. It can be observed a high 

frequency signal that overlaps the EEG signal. Its amplitude will correlate to the EEG 

signal with the strength of the muscle contraction (Bit Brain, 2020). 

 

           Furthermore, the cardiac artifact is the electrical activity that comes from the heart 

pulsing. This signal is the scientific name known as Electrocardiogram (ECG). There is a 

rhythmic pattern, corresponding with the heartbeats that overlap the EEG signal. Although 

the amplitude of the ECG on the scalp is minimal, depending on the positioning of the 

electrode or the participant's body shape, we may notice a rhythmic distortion in the EEG 

data (Bit Brain, 2020). 

 

           Lastly, there are also have technical or non-physiological artifacts that affected the 

purity of the EEG signals. These types of artifacts include electrode pop, power line 

interference, and body movement. The electrode pop will happen if the electrode failed to 

contact the scalp or the electrode contact quality is bad. The effect from the electrode pop 

will make the observed EEG signal abrupt change and the amplitude is high. It is 

commonly localized in a single channel. The power line interference is the artifact that 50 

or 60 Hz frequency interference which comes from wires, light fluorescents, and other 

equipment that are captured by the electrodes (M. Agustina Garcés Correa and Eric Laciar 

Leber, 2014). This type of noise will continuously be overlapping the EEG signal. Another 

technical artifact is the body movement of the subject. Body movements like head 

movement, arm movement, or leg movement will affect the contact quality of the 

electrode with the scalp and corrupt the EEG signal (Bit Brain, 2020). 
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2.6. Blind Source Separation (BSS) 

 

 

Figure 2.10: Cocktail party problem. 

 

Blind Source Separation also known as Blind Signal Separation is a technique of 

image or signal processing to separate the mixing signals without knowing the source 

signals or mixing process. It doesn’t need any extra reference to do the processing. The 

application for the BSS is used to solve the cocktail party problem. Let’s assume a scenario 

for the cocktail party problem. Two speakers are using two microphones to speak and both 

are quite close to each other as shown in Figure 2.10. When they speak together at the 

same time, the two output voice signals will be mixed up from the two speakers. Both 

contaminated signals need to be processed to get the separate signals (Sanjeev, 2015). 

 

The BSS is a good technique that processes the unknown mixing process of the 

mixing signal or the source signals. The equation can be shown in Equation 2.1. BSS 

technique inverts the mixing matrix to the unmixing matrix 𝑨−𝟏 to get the source signals 

as shown in Equation 2.2. If the mixing parameters inside the matrix 𝑨 are all knowledge 

and the mixing was truly linear, then it will be very easy to invert the mixing matrix 𝑨. 

Unfortunately, the parameters in matrix 𝑺 and matrix 𝑨 were unknown which makes the 

BSS become complicated (Shadab, 2002). There is an algorithm called Independence 

Component Analysis (ICA) that can solve the problem. It will be introduced in Section 

2.7. 

 

𝑿 = 𝑨𝑺     (2.1) 

 

Where,  

𝑿 = observed signals 
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𝑨 = mixing matrix 

𝑺 = source of the signals 

 

𝑿 = [

𝑥1(𝑡)

𝑥2(𝑡)
⋮

𝑥𝑛(𝑡)

] ;  𝑺 = [

𝑠1(𝑡)

𝑠2(𝑡)
⋮

𝑠𝑛(𝑡)

] ;  𝑨 = [

ℎ11 ℎ12 ⋯ ℎ1𝑚

ℎ21

⋮
ℎ22

⋮
⋯ ℎ2𝑚

⋮
ℎ𝑛1 ℎ𝑛2 ⋯ ℎ𝑚𝑛

]

𝒎=𝒏

    

 

𝑺 = 𝑨−𝟏𝑿     (2.2) 

 

2.7. Independence Components Analysis (ICA) 

 

Independence Component Analysis is an algorithm that can perform Blind Source 

Separation. It makes assumption on the parameters of the mixing square matrix A as 

shown in Equation 2.2. After estimating the matrix A, it needs to inverse become A-1 or 

named as matrix W and obtains the independence component as shown in Equation 2.3. 

 

𝑺 = 𝑨−𝟏𝑿 = 𝑾𝑿      (2.3) 

 

Where,  

𝑾 = unmixing matrix 

 

It needs to make a few assumptions before performing the ICA in the signal 

processing. The below is shows the assumptions for the ICA (Shadab Mozaffar & David 

W. Petr, 2002): 

 

1. The statistical independence between each of the source 𝒔𝒏 from the sources vector of 

S. The statistical independence means that the probability density function formula 

should follow Equation 2.4 (Shadab Mozaffar & David W. Petr, 2002). 

 

𝑓(𝑠1, 𝑠2, 𝑠3, … , 𝑠𝑚) = 𝑓1(𝑠1)𝑓2(𝑠2)𝑓3(𝑠3) … 𝑓(𝑠𝑚)  (2.4) 
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2. The mixing matrix must be square and full rank. The rank is the number of the linear 

independence columns or rows. Thus, full rank means the number of the linear 

independence columns or rows is the largest possible for a matrix of the same dimension 

(Stat Trek, n.d.). 

 

3. The number of the observed signals must be greater than or equal to the number of the 

independent signals. If can’t be fulfilled means the observed signals don’t have enough 

information for separation from the independent components (Shadab Mozaffar & 

David W. Petr, 2002). 

 

4. The source signals must not be more than one signal that has a Gaussian signal (Shadab 

Mozaffar & David W. Petr, 2002).  

 

 

Figure 2.11: The original signals in the ICA test. 
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Figure 2.12: The mixed signals in the ICA test. 

 

Figure 2.13: The independence components signals in the ICA test. 

 

There are also have ambiguities in the ICA algorithm. The first ambiguity is ICA 

can’t determine the variance or the energies of the independence components. In the ICA 

model, A and S are unknown, so it will assume the unit variance of the source signal 

component as 1: 𝐸{𝑠𝑖
2} = 1.  However, it may change the sign of the components when 
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the magnitude is -1. Fortunately, it can be solved by multiplying by -1. Thus, this 

ambiguity is insignificant in most of the applications. Next, the second ambiguity is the 

ICA can’t determine the order of the independence components. The reason is that 

Equation 2.1, A and S are unknown at the starting point. So, the model can freely change 

the order of the term and call any independent components as the first one. The 

permutation matrix and its inverse matrix can insert inside Equation 2.2 and form it as 

shown in Equation 2.5. The AP-1 is the new mixing matrix and the PS is the original 

independence signals with different orders (Hyvarinen & Oja, 2000).  

 

𝑿 = (𝑨𝑷−𝟏)(𝑷𝑺)     (2.5) 
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2.8. Regression Method 

 

 

Figure 2.14: The model of the regression method (Shailaja Kotte and J R K Kumar 

Dabbakuti, 2020). 

 

The regression method is a method that uses the amplitude relation of reference to 

estimate the artifact and remove it by following the reference signals. Therefore, this 

method needs to have external reference signals such as EOG, EMG, ECG, and power 

lines to separate the artifacts from the EEG signals (ShailajaKotte and J R K Kumar 

Dabbakuti, 2020). Figure 2.14 shows the model of the regression method with three 

stages. Every stage consists of different types of artifacts reference signals. It will reduce 

each type of artifact after processing one stage. 

 

 

Figure 2.15: The adaptive filter (Adaptive Filters, 2015). 
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 The regression method is using a few adaptive filters to perform. The adaptive 

filter is a filter that can remove the reference signal from the observed signal. There are 

two components that group the adaptive filter which is the digital filter and the adaptive 

algorithm as Figure 2.15 shown. It needs to estimate the desired signal 𝑠�̂� and produce 

the optimum noise 𝑛�̂�  by reference noise 𝑛𝑘 to cancel the artifact to get the clean signal 

𝑠𝑘 from the contaminated signal 𝑦𝑘 as shown in Equation 2.6 and Equation 2.7.  Next, 

Equation 2.8 is come from the squaring and mean of Equation 2.9. Due to the noise 𝑛𝑘 

and clean signal 𝑠𝑘  are uncorrelated, the last term can be cancelled out and form the 

equation as shown in Equation 2.10. 𝐸(𝑠𝑘
2̂) is represents the estimated signal power, 

𝐸(𝑠𝑘
2) is represents the signal power and 𝐸((𝑛𝑘 − 𝑛�̂�)2) represents the remnant noise 

power. If we need to get the maximum signal-to-noise ratio, the total output of the 

canceller will need to minimize (Adaptive Filters, 2015). 

 

Contaminated signal: 

 

𝑦𝑘 = 𝑠𝑘 + 𝑛𝑘      (2.6) 

 

Where, 

𝑦𝑘 = contaminated signal 

𝑠𝑘 = desired signal 

𝑛𝑘= reference noise 

 

Estimate of the desired signal: 

 

𝑠�̂� = 𝑦𝑘 − 𝑛�̂� = 𝑠𝑘 + 𝑛𝑘 − 𝑛�̂�    (2.7) 

 

Where, 

𝑛�̂� = optimum noise 

 

Squaring: 
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𝑠𝑘
2̂ = 𝑠𝑘

2 + (𝑛𝑘 − 𝑛�̂�)2 + 2𝑠𝑘(𝑛𝑘 − 𝑛�̂�)    (2.8) 

Mean: 

 

𝐸(𝑠𝑘
2̂) = 𝐸(𝑠𝑘

2) + 𝐸((𝑛𝑘 − 𝑛�̂�)2) + 2𝐸(𝑠𝑘(𝑛𝑘 − 𝑛�̂�))  (2.9) 

 

𝐸(𝑠𝑘
2̂) = 𝐸(𝑠𝑘

2) + 𝐸((𝑛𝑘 − 𝑛�̂�)2)   (2.10) 
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2.9. BCI important elements for neurofeedback application 

 

 

Figure 2.16: The flickering video in frames (Hyunmi & JeongHun, 2018). 

 

 

Figure 2.17: The four methods for the enhanced mu suppression experiment (Hyunmi & 

JeongHun, 2018). 

  

The neurofeedback for BCI can be used as training to improve brain performance. 

Three elements are very important to improve the effectiveness of the BCI neurofeedback 

such as interactive, virtual environment stimulus, and 3-D stimulus. The first important 

element is the interaction of the BCI system. In one study, they have used different 

methods of interface to observe the result of attenuation mu band which this band 

frequency within 8 to 13 Hz. The experiment is used to measure using different methods 

of interface to enhance the mu suppression. The participants just need to stay focused on 

the screen to observe the result. There have used four methods in this experiment as 

flickering action video showing without game background (S_only), action observation 

game with BCI interactive (G + I), action observation game display without interactive 
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(G – I), and non-flickering stimuli with only game background (NonF). Figure 2.16 shows 

the flickering video in frames. Table 2.3 and Figure 2.17 show all these four methods in 

the experiment (Hyunmi & JeongHun, 2018). 

 

Table 2.3: The details of the methods of interface that were used in the enhanced mu 

suppression experiment (Hyunmi & JeongHun, 2018). 

 S_only G + I G – I NonF 

Video 

Background 
Flickering Flickering Flickering 

Non-

Flickering 

Game 

Background 
No Yes Yes Yes 

Game 

Observation 
No Yes Yes No 

Measured 

attentiveness  
No Yes No No 

 

 

Figure 2.18: The mu rhythm suppression result of QEEG for all four methods. 

Figure 2.19: The mu rhythm suppression main effect that shows in radial form  

(Hyunmi & JeongHun, 2018). 
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Figure 2.18 and Figure 2.19 shows the rhythm suppression results of QEEG and 

radial form for every electrode. The method that uses the action observation game with 

BCI interactive has the most significant mu rhythm suppression compared to the other 

three methods. It means it has the most effective method among these methods. At the 

same time, the method that only uses the flickering action video showing without a game 

background has the least effective method. The result also shows that if the game loses 

the data feedback, the effectiveness of the neurofeedback system will have greatly reduced. 

The neurofeedback BCI system that hasn’t any data interactive will have the same effect 

as the non-flickering stimuli with the only game background. So, the data feedback is the 

important thing in the neurofeedback BCI system to improve its effectiveness. (Hyunmi 

& JeongHun, 2018). 

 

 

Figure 2.20: The virtual and real environment neurofeedback training (Dong-Kyun, 

Min-Ho, John & Seong-Whan, 2019). 

 

 

Figure 2.21: The Stroop test and digital span test (Dong-Kyun, Min-Ho, John & Seong-

Whan, 2019). 
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Next, the second important element is the virtual environment. There is a study 

mentions that the effect of virtual environment training has more effectiveness than the 

real environment. They used the Stroop test and digit span test as the result for this study 

which is shown in Figure 2.21. The participants would need to do these tests before the 

neurofeedback training. After the participants have taken the test, they would have 

neurofeedback training. The neurofeedback training consists of two groups which are 

virtual environment training and real environment training. The virtual environment 

training provided a PC racing game and it was a ranking competition between several AI 

players. For the real environment training, it provided a mini car and a racing track. Both 

need to maintain high concentration and relaxation to do the training (Dong-Kyun, Min-

Ho, John & Seong-Whan, 2019). 

 

 

Figure 2.22: The QEEG result of alpha band power (Dong-Kyun, Min-Ho, John & 

Seong-Whan, 2019). 
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Table 2.4: The amount of improvement for each indicator of the virtual group and real 

group (Dong-Kyun, Min-Ho, John & Seong-Whan, 2019). 

 

 

 As the results show in Figure 2.22 and Table 2.4, the virtual environment has 

more improvement than the real environment. All the results have shown more 

improvement in the virtual environment except for the forward digit span test. The reason 

that the virtual environment has more improvement is the real environment has hardware 

limitations, it can’t provide competition like the AI players. The participants have more 

interest and motivation in a virtual environment by providing the AI players with 

competition and a real-time rewards system during the gameplay. So, the virtual 

environment is one of the important elements that should include in the neurofeedback 

system (Dong-Kyun, Min-Ho, John & Seong-Whan, 2019). 

 

 

Figure 2.23: The 2D game stimulus content (2D-GSC) (Yasir, Syed, Syed, Muhammad, 

Syed, 2019). 

 



31 
 

 

Figure 2.24: The 3D game stimulus content (3D-GSC) (Yasir, Syed, Syed, Muhammad, 

Syed, 2019). 

 

 Lastly, the third important element in the BCI system in neurofeedback is the 3D 

stimulus. There is one study that researches the effect of neurofeedback 2D and 3D 

stimulus content on stress mitigation. The study is to increase the alpha asymmetry of 

stress mitigation. They measured the pre-Frontal electrodes which are Fp1 and Fp2 in this 

experiment. In this experiment, they divided into two groups which are group 1 (G1-NFT) 

for the 2D stimulus and group 2 (G2-NFT) for the 3D stimulus. Both were using the game 

stimulus for the neurofeedback training. The 2D and 3D game stimulus content are shown 

in Figure 2.23 and Figure 2.24 (Yasir, Syed, Syed, Muhammad, Syed, 2019). 

 

 

Figure 2.25: The mean value of prefrontal alpha asymmetry for G1−NFT and G2−NFT 

(Yasir, Syed, Syed, Muhammad, Syed, 2019). 
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 In the result shown in Figure 2.25, group 2 used 3D game stimulus content as the 

neurofeedback has more prefrontal alpha asymmetry than the 2D game stimulus content 

in group 1. The 3D game stimulus would have more interest than the 2D game stimulus. 

Other reasons for these results are the 3D stimulus game has high difficulty and 

complexity than the 2D stimulus game and the participants have to receive more 

information to make decisions in the 3D game. Thus, the brain would have better practice 

when playing the 3D game (Yasir, Syed, Syed, Muhammad, Syed, 2019). 

 

 

 

2.10. Summary 

 

The brain is a complex and unique organ. Research on the brain is still a very 

popular topic nowadays. The different parts of the brain have different functions and they 

have a relationship with each other. If any parts have any issue or damage, it would affect 

the people in their daily life or even serious would become stroke, paralyze or lost their 

life. 

 

The brain signal is the result of the amount of postsynaptic potential being 

simultaneous and in the same direction and it can be measured by the EEG. The different 

areas of the brain will have different brainwaves and event-related potential. These brain 

signals and the event-related potentials will help the scientists know the brain working 

principles, diagnose brain diseases and enhance the functionality of the brain. 

 

The BCI is a device that can help scientists to know about the brain. It is a device 

that can connect the communication between the brain and the computer. The common 

BCI electrodes placement used is the international 10/20 system. It is the international 

system that unified the placement of the electrodes. The system follows the distance 

between electrodes needs to have 10% or 20% from the total distance from nasion to the 

inion. There is also another system called the 10/10 and 10/5 system too. It is just to reduce 

the distance between electrodes to place more electrodes.   
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           In the EEG recording, the EEG signal will contaminate the artifacts. There are a 

few types of artifacts such as EOG, EMG, ECG, and technical artifacts. Due to artifacts 

will reduce the accuracy of the EEG signal, therefore pre-processing is needed in EEG 

recording or BCI to remove artifacts. There are many methods to perform artifact 

removals such as ICA, regression or adaptive filter, Wavelet transform, and more. In these 

methods, the ICA is one of the methods that can perform blind source separation. This 

method separates the independent signals and noise to perform artifact removal. Another 

method of artifact removal is called the regression method. This method uses the reference 

signal to cancel the unwanted noise. The difference between the ICA and regression 

method is the ICA can be used in the unknown mixing process but can’t cancel the noise 

that is not linear. The regression method can remove many types of artifacts but it requires 

the extra reference signal to perform artifact removal. 

 

There are three important elements to improve the effectiveness of the 

neurofeedback BCI system which are interactive, virtual stimulus, and the 3D stimulus. 

The interactive is the information from the BCI and gives data feedback to the person. The 

data feedback can be text, number, audio, or video. Next, the virtual stimulus is also an 

important element in the neurofeedback BCI system. In the virtual stimulus, the person 

can have the competition with the AI and the real-time reward. The real stimulus can’t 

provide these kinds of conditions, so the person may feel boring and can’t fully 

concentrate for a long time. Due to this reason, the real stimulus effectiveness will be 

weaker than the virtual stimulus. Lastly, the last element is the 3D stimulus. The 3D 

stimulus has better performance than the 2D stimulus on the neurofeedback BCI system. 

The brain will gain more complex information from the 3D stimulus, so the participants 

can have better training in the 3D stimulus.  
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CHAPTER 3 

 

 

 

METHODOLOGY 

 

 

 

3.1.   Overview 

 

 

Figure 3.1: The basic flow of the BCI system. 

 

In this project, we will build a neurofeedback BCI system to enhance brain 

functions such as memory, and concentration and reduce stress. The EMOTIV Insight 

EEG headset, the software EMOTIV PRO, OpenViBE, MATLAB, and the Unity3D 

would be used in the project. The EEG headset was used for the brain signals measurement. 

Firstly, the brain signal of the subject would be collected by the computer and the software 

EMOTIV PRO will connect to the headset and send the data to the OpenViBE. After that 

OpenViBE would record and process the brain signal. Next, the OpenViBE would be 

connected to the application made by Unity3D. The application will receive the signal 
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from the OpenViBE. Lastly, the real-time result from the application would be feedback 

to the subject. The process was a closed-loop system which showed in Figure 3.1. 

 

This project has two main parts, pre-processing in which the EEG signals were 

recorded, and artifacts were removed from the data in real-time, and NFT in which the 

subject received the real-time feedback from its brain. We compared the raw and clean 

EEG data to show the effect of artifact removal for NFT systems. In the neurofeedback 

training, Alpha band frequency was used which is 8 to 13 Hz and the difference before 

and after the neurofeedback training was observed. 

 

 

 

3.2.   EEG Headset and computer requirement 

 

The EEG headset that would be used in the project is the EMOTIV Insight Headset 

as shown in Figure 3.2. All the details of the EEG headset and computer would be shown 

in Table 3.1 and Table 3.2. The electrode placement of the EMOTIV Insight shows in 

Figure 3.3. The EEG headset needs to connect with the wireless Bluetooth USB. Before 

using the EEG headset, we needed to put some solution into every electrode to increase 

the contact quality. The main ingredients of the solution are water and salt.  

 

 

Figure 3.2: EMOTIV Insight Headset. 
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Figure 3.3: The electrode placement of the EMOTIV Insight (EMOTIV, n.d.). 

 

Table 3.1: Technical Specifications for EMOTIV Insight Headset (EMOTIV, n.d.). 

Specifications Details 

Sensors 5 channels: AF3, AF4, T7, T8, Pz 

Sensors Materials Hydrophilic semi-dry polymer 

Connectivity Wireless: Bluetooth Low Energy 

EEG Sampling Rate 128 samples per second per channel 

EEG Resolution 14 bits with 1 LSB = 0.51μV 

Frequency Response 0.5-43Hz, digital notch filters at 50Hz and 60Hz 

Filtering Built in digital 5th order Sinc filter 

Dynamic Range 8400 μV(pp) 

Coupling Mode AC coupled 

Accelerometer 3-axis +/-8g 

Gyroscope 3-axis +/-2000 dps 

Magnetometer 3-axis +/- 12 gauss 

Battery Internal Lithium Polymer battery 480mAh 
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Table 3.2: Technical Specifications for the Desktop Computer. 

Specifications Details 

CPU Intel Core i7-6700 CPU @ 3.40GHz 

GPU Nvidia GTX 950 

RAM 16 GB 

Operating System Windows 10-64 Bit Home Edition 

 

 

Figure 3.4: The solution for the headset electrode. 

 

 

Figure 3.5: The wireless Bluetooth USB. 
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3.3.   EMOTIV PRO 

 

EMOTIV PRO is the software that uses to collect the data from the EMOTIV 

headset. The version of the EMOTIV PRO that uses in this project is 3.2.3.420. It is 

freeware that can download through this link: https://www.emotiv.com/emotiv-

launcher/#download. After connecting the EEG headset to the computer, it can show the 

information on contact quality and the signal quality for every electrode. Figure 

3.6 shows the contact quality of each electrode and Figure 3.7 shows the signal quality of 

each electrode. We need to check overall contact quality is 100% and that the overall 

signal quality is good before starting the EEG session. It can also show the EEG signal in 

the time domain as shown in Figure 3.8. Next, the Lab Streaming Layer (LSL) is needed 

to be set up to synchronize streaming across the software. The details of the setting are 

shown in Figure 3.9 and Table 3.3. 

 

 

Figure 3.6: The contact quality of each electrode. 

https://www.emotiv.com/emotiv-launcher/#download
https://www.emotiv.com/emotiv-launcher/#download
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Figure 3.7: The signal quality of each electrode. 

 

 

Figure 3.8: The EEG signal in the time-domain. 
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Figure 3.9: The setting of the LSL export in EMOTIV PRO. 

 

Table 3.3: The setting of the LSL in the EMOTIV PRO. 

Parameters Types 

Data Stream EEG 

Data Format cf_float32 

Transmit Type Sample 
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3.4.   OpenViBE  

 

OpenViBE is a software that can collect and process the EEG signal for the BCI 

system. The version of the OpenViBE that uses in this project is version 3.2.0. It is 

freeware that can download through this 

link: http://openvibe.inria.fr/pub/bin/win64/openvibe-3.2.0-64bit-setup.exe. It has two 

parts which are the Acquisition Server and the Designer. The Acquisition Server is the 

server that makes the connection and received the data from the other software. The setting 

in Acquisition Server and its driver properties for this project was shown in Figure 

3.11 and Figure 3.12.  

 

 

Figure 3.10: The message window for the OpenViBE Acquisition Server. 

 

 

Figure 3.11: The setting in OpenViBE Acquisition Server. 

 

http://openvibe.inria.fr/pub/bin/win64/openvibe-3.2.0-64bit-setup.exe
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Figure 3.12: The setting of the driver properties. 

 

 Next, the OpenViBE Designer is the application that can collect, process, and 

show the EEG data. It is using the different functional boxes shown in Figure 3.13 to 

process the EEG data to the useful information. The overall boxes and connection for the 

NFT session are shown in Figure 3.15. The Acquisition client box is the box that received 

the data from the Acquisition Server. Next, the channel selector is the box uses to select 

or reject certain channels from all the channels. In the setting for the channel selector that 

shows in Figure 3.16, the channels that select are from number 4 until number 8. There 

are 10 channels of data that come from the EMOTIV PRO and channel numbers 1, 2, 9, 

and 10 are not the EEG signal data, so we just select the 5 channels that consist of the 

EEG data. 

 

           Furthermore, the temporal filter is the box that can perform the four basic frequency 

filters which are bandpass, band stop, high pass, and low pass filter. There is a temporal 

filter after the channel selector box because the EEG data needs to limit to a fixed 

frequency range and confirm the sign of the signal are remain the same compared with the 

raw signal and the clean signal. The low-cut frequency and high-cut frequency are set to 

0.1 to 61 Hz. The MATLAB script box can use the function that writes from MATLAB. 

Its setting is shown in Figure 3.17. The box frequency for the MATLAB script follows 

the bits in MATLAB, so the MATLAB is using 64-bit and its box frequency will be 64 
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Hz. The MATLAB executable is the location of the MATLAB application. The MATLAB 

working directory is the location of the MATLAB files that the program needed to process. 

There are three MATLAB files required which are Initialize function, the Process function, 

and the Uninitialized function.  

 

           Lastly, the power log signal box is the box that calculates the signal power in the 

logarithm. Its formula is shown in Formula 3.1. The LSL export box is used for the LSL 

signal export to another software. The signal stream name in the setting puts a name to the 

LSL import software and it will be easy for the researcher to recognize different streaming 

data. In this project, the LSL export box from OpenViBE will send the data to the 

application that build by Unity 3D (Arthur Desbois and Marie-Constance Corsi, 2021) 

(David Ojeda, 2016). 

 

𝑃𝑜𝑤𝑒𝑟𝑠𝑖𝑔𝑛𝑎𝑙 = log (1 + 𝑚𝑒𝑎𝑛(𝑥2))    (3.1) 

 

 

Figure 3.13: The interface of the OpenViBE Designer. 
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Figure 3.14: The message window for the OpenViBE Designer. 

 

 

Figure 3.15: The boxes and the connection in the OpenViBE Designer for the NFT. 

 

 

Figure 3.16: The setting for the channel selector. 
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Figure 3.17: The setting of the MATLAB scripting. 

 

 

Figure 3.18: The setting for the temporal filter in Alpha band frequency. 
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Figure 3.19: The setting for the channel selector that chooses AF3 and AF4 channels. 

 

 

Figure 3.20: The setting of the LSL export. 
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3.5.   MATLAB for OpenViBE scripting 

 

MATLAB is a programming and numerical computing platform that millions of 

engineers and scientists use to analyze data, design algorithms, and build models. In our 

project, the MATLAB version that using is R2017b. There are three MATLAB files 

required which are Initialize function, the Process function, and the Uninitialized function. 

The Initialize function is the function that needs to proceed before starting to record the 

EEG signal and the Uninitialized function is the function that needs to proceed after the 

EEG signal was recorded. The Process function is the function that needs to proceed when 

the EEG signal was recorded and it also includes the MATLAB codes that have the artifact 

removal. All the MATLAB coding for the OpenViBE scripting is shown in Appendix A 

(Ibonnet, 2011). 

 

 

 

3.6.   Unity3D 

 

Unity3D is a freeware that can make 3D games. The version of the Unity3D that 

uses in this project is version 2020.3.25f1 and it can download through this 

link: https://unity.com/download. It is using the coding C# for all the objects controlled. 

Before using Unity3D, it needs to create a new project in the Unity Hub as shown 

in Figure 3.21. Next, it will show the empty project for the program as shown in Figure 

3.22. In this project, we will use the scenes and the C# scripts files for the LSL data 

receiver that was downloaded from the Git Hub and the link 

is https://github.com/Emotiv/labstreaminglayer.  

 

https://unity.com/download
https://github.com/Emotiv/labstreaminglayer
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Figure 3.21: The window of creating a new project. 

 

 

Figure 3.22: The interface of the Unity3D. 

 

 In the downloaded files, they provide two example scenes which are the LSL data 

receiver and LSL data sender. The LSL data receiver will use in the project and its 

prototype interface is shown in Figure 3.23. It can show the stream name, device ID, 

number of channels, header names, and the data value. Next, we make some changes from 

the prototype version and add a green bar that will slide by following the value as shown 

in Figure 3.24 (Bernard Polidario, 2021). Its value is the mean of all the channels. After 

all the design and the C# script of the scene were done, the application was built by using 

the built setting shown in Figure 3.25. The interface of the LSL data receiver application 

shows in Figure 3.27. 
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Figure 3.23: The example scene for the LSL data receiver. 

 

 

Figure 3.24: The scene for the LSL data for the project. 
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Figure 3.25: The build setting of the Unity3D.  

 

 

Figure 3.26: The logo of unity when entering the program. 

 

 

Figure 3. 27: The interface of the LSL data receiver program. 
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3.7.   Neurofeedback training 

 

 

Figure 3.28: The way of wearing the headset. 

 

 

Figure 3.29: The whole process of NFT training. 

 

In this project, we have 6 subjects aged between 23 and 28 who have done the 

neurofeedback training. The training consists of 6 sections and is shown in Figure 3.29. 

Resting-state, eyes open, and eyes closed EEG data was recorded for three minutes each 

in the first and last session. In each session, every subject was required to perform two 10 

minutes of NFT, one with the raw signal and another one with the clean signal. There was 

only one session each day. The project was explained to each subject before session 1 and 

a consent form was signed by the subject. Before starting the training, the subjects need 

to wear the EEG headset. The preparation process consumes about 3 to 5 minutes. The 

subjects just needed to sit on the chair and watch the screen that shows the alpha band 

power using the LSL data program for 10 minutes for the neurofeedback training. 
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Figure 3.30: The neurofeedback training. 

 

 

Figure 3.31: The neurofeedback training. 
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3.8.   MATLAB for data analysis 

 

After collecting all the EEG data from the subjects, we will analyze the EEG data 

by using MATLAB. There is a MATLAB program that can analyze EEG data in offline 

called EEGLAB. It can be downloaded from the 

link: https://sccn.ucsd.edu/eeglab/download.php. It analyses EEG signal data in .set 

format and due to our recorded EEG signals being all saved in the .edf format, so they 

need to convert it to .set format before analyzing. The parameters that will be analyzed 

from the EEG signals are the correlation with the raw and clean EEG signals, root means 

square error (RMSE) with the raw and clean EEG signals, and the Alpha power of the 

EEG signals. The MATLAB scripts for data analysis are shown in Appendix B.   

https://sccn.ucsd.edu/eeglab/download.php
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3.9.   Budget 

 

The budget of using in this project is shown in Table 3.4. The total cost uses in 

this project is about RM 130.41. The cost mainly comes from the purchase EMOTIV 

student package for the LSL function in EMOTIV PRO. Other items have not been spent 

at any cost. 

 

Table 3.4: The budget of this project. 

Items  Amount (RM) Notes 

Emotiv Insight headset 0.00 
It is borrowed from Dr. Nisar and 

its actual price is about $ 499. 

PC 0.00 It is borrowed from Dr. Nisar. 

EMOTIV PRO 0.00 It is freeware. 

EMOTIV PRO with 

LSL license 
260.82 

It needs to purchase the student 

package using the function. 

It needs to pay each month $ 29. 

OpenViBE 0.00 It is freeware. 

Unity3D 0.00 

It is freeware. If the user is earning 

over certain money, then it needs 

to upgrade to Unity Professional to 

pay for each month.  

MATLAB 
0.00 It is using the student license or 

else it needs to pay for each month. 

Total 260.82  
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CHAPTER 4 

 

 

 

RESULT AND DISCUSSION 

 

 

 

4.1. Artifact removal by using ICA-REG 

 

There are many methods to perform artifact removal in EEG. The artifact removal 

is not only limited to using a single method but also can perform in combination to have 

a better performance. The ICA-REG method is the combination of the ICA method and 

the Regression method. It first performs the ICA in the raw EEG signals and selects the 

artifactual independent components. After that, it uses the artifactual independent 

components as a reference to perform the Regression method. 
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4.1.1. The working of ICA-REG 

 

 

Figure 4.1: The whole process of ICA-REG. 

 

 

Figure 4.2: The kurtosis compares with the normal distribution (Misha Sv, 2021). 

 

The whole process of the ICA-REG can be categorized into three stages which are 

Independent Component Analysis, EOG blinking artifact detection, and the Regression 

method. The first stage of the ICA-REG is to perform Independent Component Analysis 

in the raw signals to separate them into the independent components and unmixing 

matrix W. Next, we use the kurtosis value of the independent components to determine 
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the artifactual independent components. Kurtosis is a statistical term that describes how 

much a distribution's tails diverge from the tails of a normal distribution (CFI, n.d.). The 

formula for the kurtosis is shown in Formula 4.1. For finding the artifact EOG IC, these 

ICs distributions have been standardized to zero-mean and unit standard deviation. If the 

value of the Z score from ICs are more than 1.64, these ICs will detect as artifactual 

independent components (Kazi A. and Gleb V. T., 2015).  

 

𝐾𝑢𝑟𝑡 =
𝜇4

𝜎4     (4.1) 

 

Where, 

𝜇4 = fourth central movement 

𝜎 = standard deviation  

 

 The last stage of the ICA-REG is the Regression method. It uses the detected 

artifactual IC to remove the EOG blinking noise from the raw signals. Equation 4.2 shows 

the formula of the artifactual independent component. Regression analysis was performed 

at this step to dynamically estimate the weights 𝐵𝐴 to be used for artifact removal. It will 

permit us to build the adaptive spatial filter as shown in Formula 4.4. In the end, the 

adaptive spatial filter is multiplied by the raw signals to get the clean signals. 

 

𝑆𝐴(𝜏) = 𝑊𝐴 ∗ 𝑋(𝜏)    (4.2) 

 

Where, 

𝑆𝐴(𝜏) = Artifactual independent component 

𝑊𝐴 = Unmixing matrix WA for the artifactual independent components 

𝑋(𝜏) = EEG data 

 

𝐵𝐴 ≈ 𝑋(𝜏) ∗ 𝑆𝐴
𝑇(𝜏) ∗ (𝑆𝐴(𝜏) ∗ 𝑆𝐴

𝑇(𝜏))
−1

   (4.3) 

 

Where, 

𝐵𝐴 = Estimated weight 
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𝐹(𝜏) = 𝐼 − 𝑋(𝜏) ∗ 𝑆𝐴
𝑇(𝜏) ∗ (𝑆𝐴(𝜏) ∗ 𝑆𝐴

𝑇(𝜏))
−1

∗ 𝑊𝐴  (4.4) 

Where, 

𝐹(𝜏) = adaptive spatial filter 

𝐼 = Identity matrix 

 

𝑋𝐶(𝜏) = 𝐹(𝜏) ∗ 𝑋(𝜏)    (4.5) 

 

Where, 

𝑋𝐶(𝜏) = Clean EEG signal 

 

 

 

4.1.2. Advantages of using ICA-REG 

 

There are three advantages of using the ICA-REG for artifact removal. The first 

advantage is that ICA-REG solves the problem on reconstruct the ICs to become clean 

EEG signals. The ICA method has two main ambiguities which are the sign of the 

amplitude and the order. If we need to reconstruct the signal, it requires a system that can 

solve the ambiguities of the ICA and use the free artifactual components to reconstruct the 

signals. The ICA-REG method uses the artifactual IC as the noise reference of the 

regression method, so it won’t need to worry about the ambiguity issues from the ICA 

method. 

 

Next, it doesn’t need any extra noise reference to perform the artifact removal. The 

Regression method requires extra noise reference to estimate the weight to deduce the 

noise from the signal. Unless there have recorded the noise channels or the method that 

can know actual noise signals, otherwise, it needs to have assumption noise reference to 

fulfill the requirement. If using the assumption noise reference, its accuracy is based on 

the similarity of the actual noise and assumption noise. The ICA-REG can solve this kind 

of problem because the ICA can separate the artifactual component and use it as the noise 
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reference of the Regression method (Roberto G., Marco M., Federico B., Marco G., and 

Dante M., 2018). 

 

The last advantage is it can perform online which means in a real-time application. 

The ICA that uses in the ICA-REG is the fast ICA. The difference between the normal 

ICA and the fast ICA is the computation of the fast ICA is lower than the normal ICA 

which requires less memory and more efficiency (Stack Exchange, 2017). The classical 

regression method, it isn’t used the spatial adaptive filter to cancel the noise which makes 

the computation very expensive and not available for the BCI application. The ICA-REG 

method uses the spatial adaptive filter to perform artifact removal, so it will reduce the 

load of the computation and available for the BCI system. 

 

 

 

4.1.3. Result of the ICA-REG 

 

The performance of the artifact removal by using the ICA-REG is shown in Figure 

4.3, Figure 4.4, and Figure 4.5. The comparison with the raw signal and the clean signal 

in the channel AF3 and AF4, the spike of the EOG signal was canceled out. The spike is 

the eyes blinking or eyes movement from the subject. It would produce the EOG noise to 

contaminate the EEG signal. After performing the ICA-REG, the EOG noise was removed 

from the EEG signal. 
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Figure 4.3: The raw EEG and the EOG free EEG signal. 

 

 

Figure 4.4: The raw EEG and the EOG free EEG signal 2. 

 



61 
 

 

Figure 4.5: The raw EEG and the EOG free EEG signal 3. 

 

 

 

4.2. Data Analysis from the NFT training 

 

The parameters that are used in the data analysis of NFT training are the correlation, 

root mean square error, and the Alpha band power of EEG signal from every session. The 

correlation and RMSE are used for checking the similarity of the raw signal and the clean 

signal which means they prove that the training is followed the procedure. Another 

application for these two parameters is to check the performance of artifact removal. Next, 

the Alpha band power is to observe the difference in results before and after NFT training. 
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4.2.1. Correlation 

 

  The correlation is the weight of the relationship between the two variables or the 

signals which means the similarity of these signals. There is a high similarity if the value 

of correlation is high too. The formula is shown in Equation 4.6. Its range can only be 

within 1 until -1. If the correlation is more than zero, then it is a positive correlation. On 

the opposite side, if it is less than zero, it is a negative correlation (Steven N., 2021). In 

signal processing, the value of the positive correlation and negative correlation shows how 

similar the two variables are. The difference between them is the positive correlation has 

the same sign but the negative correlation has the negative sign. 

 

𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =
Σ(𝑥𝑖−𝑥)(𝑦𝑖−𝑦)

√∑(𝑥𝑖−𝑥)2 ∑(𝑦𝑖−𝑦)2
   (4.6) 

 

Where, 

𝑥𝑖 = values of the x-variable in a sample 

𝑥 = mean of the value of the variables x 

𝑦𝑖 = values of the y-variable in a sample 

𝑦 = mean of the value of the variables y 

 

 In our data analysis, we compare the correlation between the raw signal and the 

clean signal in every session. The correlation in the session before training and after 

training has a high correlation which is at least have 0.8895. The high correlation in the 

session before training and after training is because we record the raw and clean signal at 

the same time. The only difference between the two signals is that one has the EOG 

artifacts while the other is the artifact-cleaned signal. Next, the correlation in the NFT 

training sessions has a very small value which is between -0.01 and 0.01. The reason for 

the low correlation in the NFT training session is we have trained subjects in two-time 

frames of 10 minutes. Furthermore, the high correlation in the session before training and 

after training means that the performance of the artifact removal is good. It still has high 
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similarity after performing the artifact removal which means the user data didn’t wipe out 

after performing the artifact removal. 

 

Table 4.1: The correlation of the EEG recorded signal from Subject 1 to Subject 3. 

Section 
EEG recorded 

signal 
Subject 1 Subject 2 Subject 3 

Before training 

Eyes Open  

3 minutes 
0.9911 0.8895 0.9916 

Eyes Close  

3 minutes 
0.9963 0.9979 0.9962 

1 
Alpha Band  

10 minutes 
-0.0046 0.0628 -0.0141 

2 
Alpha Band  

10 minutes 
-0.0049 0.0447 0.0091 

3 
Alpha Band  

10 minutes 
-0.0304 0.0421 0.0163 

4 
Alpha Band  

10 minutes 
-0.0030 -0.0081 -0.0447 

5 
Alpha Band  

10 minutes 
0.0178 -0.0132 -0.0045 

6 
Alpha Band  

10 minutes 
0.0468 0.0021 0.0181 

After training 

Eyes Open  

3 minutes 
0.9582 0.9313 0.9746 

Eyes Close  

3 minutes 
0.9541 0.9580 0.9791 
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Table 4.2: The correlation of the EEG recorded signal from Subject 4 to Subject 6. 

Section 
EEG recorded 

signal 
Subject 4 Subject 5 Subject 6 

Before training 

Eyes Open  

3 minutes 
0.9912 0.9689 0.9837 

Eyes Close  

3 minutes 
0.9779 0.9684 0.9992 

1 
Alpha Band  

10 minutes 
0.0397 0.0083 0.0044 

2 
Alpha Band  

10 minutes 
-0.0092 0.0557 0.0202 

3 
Alpha Band  

10 minutes 
-0.0272 -0.0127 -0.0273 

4 
Alpha Band  

10 minutes 
-0.0115 0.0014 0.0186 

5 
Alpha Band  

10 minutes 
-0.0097 0.0129 0.0394 

6 
Alpha Band  

10 minutes 
-0.0070 0.0408 -0.0085 

After training 

Eyes Open  

3 minutes 
0.9758 0.9947 0.9154 

Eyes Close  

3 minutes 
0.9944 0.9591 0.9812 
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4.2.2. Root Mean Square Error 

 

Root Mean Square Error (RMSE) is a parameter that calculates the standard 

deviation of the residuals from the raw and clean signal. It is to check how far the clean 

signal is from the raw signal. The smaller value in RMSE, the better result of the quality 

of the artifact removal in EEG signals (Statistic How To, n.d.). The formula shows 

in Formula 4.7. In our project, the RMSE is used to check the quality of the clean 

signal. Table 4.3 and Table 4.4 show that the RMSE in session before training and after 

training has a very small value. Its range is between 0.0036 and 0.0511. The reason is that 

we record the raw signal and the clean signal at the same time. The artifact removal was 

applied to the raw signal to get a clean signal, so it has a small residual compared to the 

raw signal. 

 

𝑅𝑀𝑆𝐸 = √∑ ‖𝑥(𝑖)−𝑦(𝑖)‖2𝑁
𝑖=1

𝑁
    (4.7) 

 

Where, 

𝑁 = number of data point 

𝑥(𝑖) = actual variable 

𝑦(𝑖) = predict variable 

𝑖 = variables 

 

 Next, the RMSE in NFT training has a higher value compared to the session before 

training and after training. Its range is between 0.0932 and 0.7128. The results are great 

because we train the subject twice with raw signal and clean signal. Both are recorded 

separately. Even though these two signals are recorded separately, the value of RMSE 

should not be too high. If the value is more than 1 means that the clean signal may be 

canceled out the useful information by the artifact removal. The results of RMSE in the 

project are all below 1, so the performance of the artifact removal is considered as good.  



66 
 

Table 4.3: The RMSE of the EEG recorded signal from Subject 1 to Subject 3. 

Section 
EEG recorded 

signal 
Subject 1 Subject 2 Subject 3 

Before training 

Eyes Open  

3 minutes 
0.0222 0.0375 0.0255 

Eyes Close  

3 minutes 
0.0122 0.0058 0.0095 

1 
Alpha Band  

10 minutes 
0.2598 0.2369 0.4115 

2 
Alpha Band  

10 minutes 
0.0932 0.2008 0.2696 

3 
Alpha Band  

10 minutes 
0.0993 0.4963 0.3619 

4 
Alpha Band  

10 minutes 
0.2176 0.1653 0.3306 

5 
Alpha Band  

10 minutes 
0.2405 0.2902 0.4701 

6 
Alpha Band  

10 minutes 
0.5668 0.1622 0.2785 

After training 

Eyes Open  

3 minutes 
0.0400 0.0302 0.0271 

Eyes Close  

3 minutes 
0.0371 0.0199 0.0174 
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Table 4.4: The RMSE of the EEG recorded signal from Subject 4 to Subject 6. 

Section 
EEG recorded 

signal 
Subject 4 Subject 5 Subject 6 

Before training 

Eyes Open  

3 minutes 
0.0266 0.0408 0.0102 

Eyes Close  

3 minutes 
0.0511 0.0376 0.0036 

1 
Alpha Band  

10 minutes 
0.5490 0.5546 0.1180 

2 
Alpha Band  

10 minutes 
0.3420 0.3881 0.2029 

3 
Alpha Band  

10 minutes 
0.6290 0.4185 0.2840 

4 
Alpha Band  

10 minutes 
0.2531 0.5518 0.7128 

5 
Alpha Band  

10 minutes 
0.1618 0.5685 0.4851 

6 
Alpha Band  

10 minutes 
0.3343 0.2473 0.2022 

After training 

Eyes Open  

3 minutes 
0.0452 0.0162 0.0427 

Eyes Close  

3 minutes 
0.0113 0.0554 0.0054 
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4.2.3. Alpha band power 

 

The Alpha power is the power of the EEG signal in the frequency range between 

8 and 13 Hz. The power spectrum density is used to calculate the power of the EEG signals. 

Its unit in the EEG commonly is the micro-voltage square per unit frequency. In our 

project, we used alpha band power to determine the effect of the NFT on the cognition of 

the subjects. Table 4.5, Table 4.6, and Table 4.7 show the result of the NFT training 

among the six subjects. 

 

The result shows that the alpha band power is commonly small. Its range is 

between 4 to 40 uV2. The different subjects can generate the different amplitudes of the 

alpha power because all the brains are unique and complicated. The power in opened eyes 

and closed eyes data is the baseline data for the EEG research. It is used to determine the 

subject’s performance in the resting state.  

 

Table 4.8 shows that Subject 1 and Subject 2 have a significant increase in alpha 

power after NFT training. The NFT training can improve the cognition performance of 

the human by observing the Alpha power (Rab N., Humaira N., Vooi V. Y. and Chi-Ti T., 

2022), so both subjects improve their cognition performance. Next, Subject 3 and Subject 

5 don’t have too much change in the training. These results show that Subject 3 and 

Subject 5 do not have enough sessions of NFT training to improve their cognition 

performance or these subjects might be non-learners in this NFT. Subject 4 has a 

significant improvement in eyes opened Alpha power but similar in eyes-closed Alpha 

power after training. This means that the subject has shown some improvement in 

cognition performance after the training. Lastly, Subject 6 has similar eyes opened Alpha 

power and reduced the eyes closed Alpha power after training. The reason for the result 

from Subject 6 is the subject may not have not enough sleep or was already tired when 

recording the EEG signal. 
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Table 4.5: The Alpha power of the EEG recorded signal from Subject 1 and Subject 2. 

Session 
EEG recorded 

signal 

Subject 1 Subject 2 

Raw  

signal 

(uV2/Hz) 

Clean 

signal 

(uV2/Hz) 

Raw  

Signal 

(uV2/Hz) 

Clean 

signal 

(uV2/Hz) 

Before 

training 

Eyes Open  

3 minutes 
8.1737 8.1431 7.4228 5.8557 

Eyes Close  

3 minutes 
27.7678 27.6055 9.9830 9.8765 

1 
Alpha Band  

10 minutes 
9.2839 27.1529 7.5848 7.6877 

2 
Alpha Band  

10 minutes 
4.6399 4.6140 6.8624 10.7328 

3 
Alpha Band  

10 minutes 
4.9258 5.5447 8.0796 9.5008 

4 
Alpha Band  

10 minutes 
11.8518 10.1957 11.0025 13.8684 

5 
Alpha Band  

10 minutes 
22.6859 17.0248 15.4802 15.4851 

6 
Alpha Band  

10 minutes 
27.8724 21.2477 15.9772 15.1186 

After 

training 

Eyes Open  

3 minutes 
30.6118 27.3085 18.0768 17.0530 

Eyes Close  

3 minutes 
32.8816 33.1807 19.3027 17.8215 
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Table 4.6: The Alpha power of the EEG recorded signal from Subject 3 and Subject 4. 

Session 
EEG recorded 

signal 

Subject 3 Subject 4 

Raw  

signal 

(uV2/Hz) 

Clean 

signal 

(uV2/Hz) 

Raw  

Signal 

(uV2/Hz) 

Clean 

signal 

(uV2/Hz) 

Before 

training 

Eyes Open  

3 minutes 
11.6640 12.0992 7.8414 8.8046 

Eyes Close  

3 minutes 
28.0531 27.8804 18.1917 20.3920 

1 
Alpha Band  

10 minutes 
14.9655 15.9672 20.0117 25.2314 

2 
Alpha Band  

10 minutes 
18.5624 19.0177 14.6227 28.4282 

3 
Alpha Band  

10 minutes 
27.1668 35.5956 16.4684 22.8705 

4 
Alpha Band  

10 minutes 
21.5831 32.9902 18.8385 23.3701 

5 
Alpha Band  

10 minutes 
20.8128 22.2743 7.8005 14.1202 

6 
Alpha Band  

10 minutes 
21.5324 19.3369 13.2643 23.8395 

After 

training 

Eyes Open  

3 minutes 
10.8674 11.3938 21.3658 21.5489 

Eyes Close  

3 minutes 
26.2850 25.8441 18.7126 18.7624 
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Table 4.7: The Alpha power of the EEG recorded signal from Subject 5 and Subject 6. 

Session 
EEG recorded 

signal 

Subject 5 Subject 6 

Raw  

signal 

(uV2/Hz) 

Clean 

signal 

(uV2/Hz) 

Raw  

Signal 

(uV2/Hz) 

Clean 

signal 

(uV2/Hz) 

Before 

training 

Eyes Open  

3 minutes 
8.8332 10.5407 11.8936 10.7610 

Eyes Close  

3 minutes 
15.7532 18.4208 20.8356 20.5842 

1 
Alpha Band  

10 minutes 
19.5107 13.9429 16.6726 17.0622 

2 
Alpha Band  

10 minutes 
23.7934 13.7006 25.9091 21.2877 

3 
Alpha Band  

10 minutes 
21.3274 15.0576 20.7088 25.3905 

4 
Alpha Band  

10 minutes 
18.3129 12.7861 12.2219 31.3558 

5 
Alpha Band  

10 minutes 
18.1256 15.5223 12.4528 15.5549 

6 
Alpha Band  

10 minutes 
7.0749 15.8875 15.7436 17.5221 

After 

training 

Eyes Open  

3 minutes 
9.0981 9.2088 10.0094 10.8105 

Eyes Close  

3 minutes 
18.5953 19.5626 13.0951 12.8463 
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Figure 4.6: The graph of the raw signal Alpha power in NFT training. 

 

 

Figure 4.7: The graph of the clean signal Alpha power in NFT training. 
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Table 4.8: The Alpha power of all subjects in session before training and after training. 

Subject 

Before training After training 

Raw signal 

(uV2/Hz) 

Clean 

signal 

(uV2/Hz) 

Raw signal 

(uV2/Hz) 

Clean 

signal 

(uV2/Hz) 

Subject 1 
Eyes Open 8.1737 8.1431 30.6118 27.3085 

Eyes Close 27.7678 27.6055 32.8816 33.1807 

Subject 2 
Eyes Open 7.4228 5.8557 18.0768 17.0530 

Eyes Close 9.9830 9.8765 19.3027 17.8215 

Subject 3 
Eyes Open 11.6640 12.0992 10.8674 11.3938 

Eyes Close 28.0531 27.8804 26.2850 25.8441 

Subject 4 
Eyes Open 7.8414 8.8046 21.3658 21.5489 

Eyes Close 18.1917 20.3920 18.7126 18.7624 

Subject 5 
Eyes Open 8.8332 10.5407 9.0981 9.2088 

Eyes Close 15.7532 18.4208 18.5953 19.5626 

Subject 6 
Eyes Open 11.8936 10.7610 10.0094 10.8105 

Eyes Close 20.8356 20.5842 13.0951 12.8463 
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CHAPTER 5 

 

 

 

RECOMMENDATIONS AND CONCLUSIONS 

 

 

 

5.1 Future work and Recommendations 

 

This project can be improved in the future. Firstly, artifact removal applied in this 

project can only remove EOG removal in the EEG signal. Although the EOG signal is one 

of the most contaminated artifacts, there are still other artifacts like EMG or ECG signals 

also can affect the accuracy of the NFT. It can be improved by modifying this method or 

performing other methods. Next, the computation power of the computer that is used for 

the BCI system may not enough for the long-time EEG recording. The computer needs to 

receive EEG data from the headset, process it by using OpenVibe, do feedback on the 

Unity3D application, and recorded the EEG files at the same time. All these processes 

would consume a heavy load on the computer and it sometimes may hang when using the 

BCI system. Therefore, computer up-gradation can improve the BCI system. 

  

Furthermore, the sessions for the NFT training are not enough for this project. The 

brain is unique for everyone which means the cognition performance is also different for 

different people. The limited sessions for NFT training may not enough to improve the 

cognition performance of the subject. NFT training can be improved by increasing the 

number of sessions from 6 to 10 or even 20. Lastly, the interface of the neurofeedback is 

boring for the subjects. The attractiveness of the interface can affect the result of the NFT 
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training. If the interface of the neurofeedback is more interesting, the result of the NFT 

training might be increased too. 

 

 

 

5.2 Conclusion 

 

The acquisition of real-time EEG data and application of pre-processing methods 

such as signal decomposition and real-time artifact removal has been successfully 

performed in this project. The BCI system was built which can record the raw signal and 

remove the artifactual signal for the NFT training. Furthermore, an application in Unity3D 

was also built for the NFT-BCI system. Finally, the effect of using raw EEG data and 

online artifact cleaned EEG data for NFT sessions has been compared by the correlation 

and RMSE. The small value of RMSE and high values of correlation between resting-

state raw and cleaned EEG signals indicates that the artifacts were removed. The visual 

inspection of EEG signals also supports our findings. The Alpha power band also proved 

that the NFT training can improve cognitive performance. Although we have found out 

that some subjects could not show any learning after NFT but the alpha power of Resting-

State EEG before and after EEG training indicates that there is some learning due to NFT. 

Finally, in comparison to NFT using raw signals and cleaned signals, no significant 

change was founded which might be because of a very small number of subjects and 

sessions as well as the only artifact removed was EOG while other artifacts were still in 

the recorded EEG data. 
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APPENDICES 

 

 

 

APPENDIX A: MATLAB SCRIPT FOR OPENVIBE 

 

 

Code Listing 1: The Initialized function. 

  

% Initialize for artifacts removal version 1 
% Modified Date: 14th January 2022 

  

  
function box_out = 

Initialize_for_artifacts_removal_version_1(box_in) 

     
    disp('Matlab initialize function has been called.') 

  
    box_in.user_data.trigger_state = false; 
    matrix_data_2(1:5)=0; 
    box_out = box_in; 

    
end 
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Code Listing 2: The Process function. 

% Process for artifacts removal version 2 
% Modified Date: 25th January 2022 

  
function box_out = Process_for_artifacts_removal_version_2(box_in) 

  
    % we iterate over the pending chunks on input 1 (SIGNAL) 
    for i = 1: OV_getNbPendingInputChunk(box_in,1) 

         
        % we pop the first chunk to be processed, note that box_in 

is used as the output variable to continue processing 
        [box_in, start_time, end_time, matrix_data] = 

OV_popInputBuffer(box_in,1); 

         
        box_in.outputs{1}.header = box_in.inputs{1}.header; 

         
        [ICA, ~, W] = fastica25(matrix_data); 
        ICA_transpose=transpose(ICA); 
        KS=kurtosis(ICA_transpose); 
        fprintf(' KS: %s\n ',KS); 
        Zscore=zscore(KS); 

         
            [~, col] = find(Zscore>1.64); 
            fprintf(' col: %d\n', col); 
            Wa=W(col,:); 
            SA = ICA(col,:); 

             

             

         

         
        Final_weight = eye(5)-matrix_data*SA'*((SA*SA')\ Wa); 

         
        CleanSignal=Final_weight*matrix_data; 

         

         
        % we add the chunk to the signal output buffer. Note that we 

use box_in as the output variable. 
        box_in = 

OV_addOutputBuffer(box_in,1,start_time,end_time,CleanSignal); 

         

        
    end 

     
    % Pass the modified box as output to continue processing 
    box_out = box_in; 
end 

  

  

 

 



89 
 

 

Code Listing 3: The Uninitialized function. 

  

% Uninitialize for artifacts removal version 1 
% Modified Date: 14th January 2022 

  
function box_out = 

Uninitialize_for_artifacts_removal_version_1(box_in) 
    disp('Matlab uninitialize function has been called.') 

  
    box_out = box_in; 
end 
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APPENDIX B: MATLAB SCRIPT FOR DATA ANALYSIS 

 

 

Code Listing 4: The MATLAB script for calculating the correlation and RMSE. 

  

close all; clear all; clc; 
addpath('C:\Users\useR\Desktop\university\final year project 

jl\EEGlab\eeglab new\extract file\eeglab2021.1'); 
eeglab; 
close all; 

  
%% Read EEGData 
EEG_raw=pop_loadset('C:\Users\useR\Desktop\OpenVibe\EEG data 

collection\SUB 6\Section 6\S6_Sess6_EC_3min_Raw.set'); 
EEG_clean=pop_loadset('C:\Users\useR\Desktop\OpenVibe\EEG data 

collection\SUB 6\Section 6\S6_Sess6_EC_3min_Clean.set'); 
data_raw = EEG_raw.data; 
data_clean = EEG_clean.data; 

  
%% for 10 min data 
y = 10*128*60/2; 
x=length(data_clean)/2; 
data_clean = data_clean(:,x-y:x+y-1); 
x=length(data_raw)/2; 
data_raw = data_raw(:,x-y:x+y-1); 

  
%% Calculate RMSE and Correlation 
RMSE = mean(mean(sqrt((1/length(data_raw))*(data_raw(:,:)-

data_clean(:,:)).^2))); 
corr = corr2(data_raw,data_clean); 

  
%% End 
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close all; clear all; clc; 
addpath('C:\Users\useR\Desktop\university\final year project 

jl\EEGlab\eeglab new\extract file\eeglab2021.1\'); 
path1 = 'C:\Users\useR\Desktop\OpenVibe\EEG data collection\SUB 

6\Section 6\'; 
addpath(path); 
addpath('C:\Users\useR\Desktop\OpenVibe\Power'); 
path = strcat(path1,'*.set'); 
list = dir(fullfile(path)); 

  
% eeglab 
delta = [0.5 4]; 
theta = [4 8]; 
alpha = [8 13]; 
beta = [13 30]; 
gamma = [30 40]; 
deltapow = []; 
thetapow = []; 
alphapow = []; 
betapow = []; 
gammapow = []; 
for i = 1:length(list) 
    EEG = pop_loadset(strcat(list(i).folder,'\',list(i).name)); 
    data = EEG.data; 

     
    temp = split(list(i).name,'_'); 
    sess = str2double(string(temp(3))); 
    temp2 = split(string(temp(1)),'S'); 
    sub = str2double(string(temp2(2))); 

     
    winsize = 1*EEG.srate;                  % 2-sec window 
    hannw = .5 - cos(2*pi*linspace(0,1,winsize))./2; 
    Overlap = round(winsize*(75/100));      % overlap in percentage 
    nfft = EEG.srate*4; 

     
    for chani = 1:EEG.nbchan 
        [pxx,freq] = 

pwelch(squeeze(data(chani,:,:)),hannw,Overlap,nfft,EEG.srate); 
        powarray(:,chani) = mean(pxx,2); 

  
        %define the indices for each EEG band 
        deltaIdx = dsearchn(freq,delta'); 
        thetaIdx = dsearchn(freq,theta'); 
        alphaIdx = dsearchn(freq,alpha'); 
        betaIdx = dsearchn(freq,beta'); 
        gammaIdx = dsearchn(freq,gamma'); 
    end   

     
    BLdeltapow = 

mean( powarray(deltaIdx(1):deltaIdx(2),:) ,1);   %take the mean at 

first dimension to get one value for each channel 
    BLthetapow = mean( powarray(thetaIdx(1):thetaIdx(2),:) ,1); 
    BLalphapow = mean( powarray(alphaIdx(1):alphaIdx(2),:) ,1); 
    BLbetapow = mean( powarray(betaIdx(1):betaIdx(2),:) ,1); 
    BLgammapow = mean( powarray(gammaIdx(1):gammaIdx(2),:) ,1); 

  
    %store the power of each EEG band separately 
    BLdeltapow = [sub, sess, BLdeltapow, mean(BLdeltapow)]; 
    BLthetapow = [sub, sess, BLthetapow, mean(BLthetapow)]; 
    BLalphapow = [sub, sess, BLalphapow, mean(BLalphapow)]; 
    BLbetapow  = [sub, sess, BLbetapow, mean(BLbetapow)]; 
    BLgammapow = [sub, sess, BLgammapow, mean(BLgammapow)]; 
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Code Listing 5: The MATLAB script for calculating the Alpha power. 

%store the power of each EEG band separately 
    BLdeltapow = [sub, sess, BLdeltapow, mean(BLdeltapow)]; 
    BLthetapow = [sub, sess, BLthetapow, mean(BLthetapow)]; 
    BLalphapow = [sub, sess, BLalphapow, mean(BLalphapow)]; 
    BLbetapow  = [sub, sess, BLbetapow, mean(BLbetapow)]; 
    BLgammapow = [sub, sess, BLgammapow, mean(BLgammapow)]; 
    %clear the powarray variable for the next subject/session/file 

  
    deltapow = [deltapow; BLdeltapow]; 
    thetapow = [thetapow; BLthetapow]; 
    alphapow = [alphapow; BLalphapow]; 
    betapow  = [betapow ; BLbetapow]; 
    gammapow = [gammapow; BLgammapow]; 

     
    clear powarray; 
end 

  

  

  
deltaPowTable = table(deltapow);%,'VariableNames', {'Subject', 

'Session', 'AF3', 'F7', 'F3', 'FC5', 'T7', 'P7', 'O1', 'O2', 'P8', 

'T8', 'FC6', 'F4', 'F8', 'AF4', 'Mean'}); 
thetaPowTable = table(thetapow);%,'VariableNames', {'Subject', 

'Session', 'AF3', 'F7', 'F3', 'FC5', 'T7', 'P7', 'O1', 'O2', 'P8', 

'T8', 'FC6', 'F4', 'F8', 'AF4', 'Mean'}); 
alphaPowTable = table(alphapow);%,'VariableNames', {'Subject', 

'Session', 'AF3', 'F7', 'F3', 'FC5', 'T7', 'P7', 'O1', 'O2', 'P8', 

'T8', 'FC6', 'F4', 'F8', 'AF4', 'Mean'}); 
betaPowTable  = table(betapow);%,'VariableNames', {'Subject', 

'Session', 'AF3', 'F7', 'F3', 'FC5', 'T7', 'P7', 'O1', 'O2', 'P8', 

'T8', 'FC6', 'F4', 'F8', 'AF4', 'Mean'}); 
gammaPowTable = table(gammapow);%,'VariableNames', {'Subject', 

'Session', 'AF3', 'F7', 'F3', 'FC5', 'T7', 'P7', 'O1', 'O2', 'P8', 

'T8', 'FC6', 'F4', 'F8', 'AF4', 'Mean'}); 

  
% addpath('C:\Users\Danyal Mahmood\Desktop\'); 
FName = 

'C:\Users\useR\Desktop\OpenVibe\Power\PowerAnalysis_S6_Section6.xlsx

'; 
writetable(deltaPowTable, FName,'Sheet','Delta') 
writetable(thetaPowTable, FName,'Sheet','Theta'); 
writetable(alphaPowTable, FName,'Sheet','Alpha'); 
writetable(betaPowTable , FName,'Sheet','Beta'); 
writetable(gammaPowTable, FName,'Sheet','Gamma'); 

  

 

 


