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ABSTRACT 

 

Self-driving car, which is also known as autonomous vehicle or robotic car that all car 

manufacturer that wish to develop into a fully self-driving car. They are trying to develop and 

achieve higher level of automated driving. Localization is part of subsystem in the automated 

driving, which is most of the autonomous or robotic car manufacturer trying to improve and 

develop it into fully self-driving car. Localization in autonomous car can be defined as the 

process of locating the current position of vehicle. Localization able to let autonomous car 

know where it is at the current position of it and navigate the ways to destination. It can let user 

to drive less, avoid car accident when we are inside the car to our destination. To reach this 

goal, many cars manufacturer or technology company has worked in this area for years to solve 

the obstacles in the way to achieve next level of automated driving.  

 In this paper, it aims to focus on how the localization works with the proposed 

methods. The proposed method will use the OpenCV computer vision algorithms and other 

solutions to solve the localization problem.
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Chapter 1 

Introduction 

 

Autonomous vehicle has become more important and popular in this recent decades because it 

believes that it is efficient to human as it can certify the driver and passenger safety, save time, 

and others. According to the Social Statistics Bulletin in 2019, there are 548,598 road accidents 

happened. 8,341 accidents that have people injuries and 6,284 deaths in Malaysia. These 

numbers showed that there are around 1,500 and more accidents cases and 22 people injured 

and 17 deaths from accidents every day! Some of the cases are due to driver faults. The number 

of the accidents can be decreased when the automated vehicle is developed. Autonomous car 

can avoid the human error like distracted or drunk driver as it is developed to finish the order 

given by the user. For example, it will follow, navigate, and find the shortest path to the 

destination that set by user safely. Thus, autonomous car will be able to recognize and tell the 

user current position of itself, destination, and others. It showed autonomous car has the 

potential and ability to save the passengers’ lives, helps people who cannot drive and believe 

it able to reduce the number of accidents will decrease. Thus, in this article, it will show how 

the performance of the python script wrote using OpenCV (Open-Source Computer Vision) 

detecting the lane and get the real time data location. 
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1.1  Problem Statement 

 

Generally, most of vehicle’s position is determined by matching the features collected from 

image using prior map. Many cars manufacturer uses around view monitoring (AVM) which 

consists of four fisheye cameras that mounted around the car to provide the 360 ̊ surroundings 

as shown in Figure 1.1.1. For example, Benz, Lexus, Toyota, Audi, and others. Fisheye camera 

has limitation as it has a Field of View (FOV) of 180 ̊ for each fisheye camera. As shown in 

Figure 1.1.2, the image from fisheye camera normally is undistorted and combined into top-

view image. The top-view image can show accurately the information of nearby lanes and it is 

not affected by neighbouring objects and weather. However, there one of limitation is the 

information it collected is not sufficient for the localization determination for a vehicle. For 

example, the image collected cannot differentiate the multipath of the same road due to the 

limitation of camera Field of View (FOV) range. It cannot detect the upcoming object, car, 

road sign and name or even roadways path due to short range of image detected from fisheye 

camera. 

 

 

Figure 1.1.1 Sample diagram for four fisheye cameras [1]. 
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Figure 1.1.2 Diagram above showed how the four-fisheye camera views combined into a top-view 

image [1]. 

 

Moreover, sometimes we might occur this scenario just like the picture shown in Figure 

1.1.3, fisheye camera that mounted outside the car is blur as the camera is blocked with some 

unknown sticky liquid. It will cause the system of autonomous car cannot detect the location 

of the vehicle and localization system will have error. 

 

 

Figure 1.1.3 Diagram showed the unknown sticky liquid blocked the view of camera [2].  
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1.2  Motivation 

 

This project aims to develop a better localization system for autonomous vehicle for the future. 

It is important as it can greatly reduce the percentage of accidents. It shows there are 14 to 15 

percent that saved from the accident due to automatic braking [3]. This shows that autonomous 

vehicle technologies can greatly reduce once it is fully automated.  

 

 There are always some questions that need to be answered in the localization system is 

how the autonomous know where it is, where is the items located beside it, how to reach 

destination from the current location, and what’s driver up to. Thus, there are several solutions 

founded these few years. For example, using cutting-edge sensors, Global Positioning System 

(GPS), radio detection and ranging (radar), cameras, Global Navigation Satellite System 

(GNSS), Light Detection and Ranging (LiDAR), and others.  

 

 In autonomous vehicles, there are several combinations of sensors or methods are 

deployed to perform the tasks. First task is the environment detection. To detect the 

neighboring environment, several methods can be used such as normal camera, thermal camera, 

LiDAR, and radar.  

 

Why LiDAR? What’s that? LiDAR is a simplified form for Light Detection and 

Ranging. It is a remote sensing method that measures ranges or distances using light from a 

pulsed laser.  It will generate a huge 3D map and we can know the environment that is more 

than 500 meters away from the current position. These used to track the on-road vehicle, road 

sign, lane marking, direction of the road and others. Some modern LiDAR even can 

differentiate between person who is standing or running, speed of bike and motorcycles and 

others.  

 

Camera captured the digital images or video and even act as an eye for the computer to 

enables them deriving the meaningful and important information in real time and take action 

according to the captured information. Camera is important as it is the main component to let 

the system see what the world outside itself is. Based on the information it collected, it will go 

into machine learning like process it 
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Figure 1.2.1 Diagram showed example what LiDAR detected and mapped while it installed above a 

car. 

 

 Second method is localization. Localization is to let the autonomous vehicle knows 

where its location, what items in its neighboring environment and where it wants to head up to. 

In many cases, it has been founded that deep learning can detect better due to its multiple layers. 

CNN is a deep learning algorithm which feed with an image, then it will pass through multi 

layers size of padding by turning into matrix pixel of values. It able to differentiate one from 

others with enough numbers of training and show how much percentage of accuracy. There are 

several algorithms tested and will be decided using which algorithm which show the highest 

accuracy of the results. 

 

 Furthermore, autonomous vehicle is very helpful to the people who unable to drive due 

to certain reasons such as brain injury, blind, broken leg, or arm, colour blindness, Parkinson’s 

disease, and other reasons who caused someone unable to drive. These group of people will be 

benefited from autonomous vehicle as previously they can’t drive due to their issues that related 

to health, disability, or age.  
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1.3  Project Scope 

 

The scopes of the project include as below: 

Build a car chassis model vehicle that has four 6v dc motors wheels connected with L298N 2A 

Motor Driver that has four AA battery with 1.5V each and connected with Raspberry Pi GPIO 

pins. The raspberry pi has a camera module connected, several GPIO pins that connected from 

the L298N 2A motor driver, and a power bank as a power supply for raspberry pi. 

 

The purpose of this method is to let user or others able to know that the current location 

of the autonomous vehicle while the lane detection is working. Thus, the user will know what 

the current location and without driving it.  

 

Besides, GPS module will be connected to the raspberry pi to get the current data 

location and tell user where they are now. With the latitude and longitude data, it able to tell 

user which position or location of any place on Earth’s surface they are at. 
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1.4  Project Objectives 

 

The main objective of this project is to provide a solution in increasing the accuracy of 

localization of autonomous vehicle by using OpenCV. This project will be to develop a car 

chassis model that run by python OpenCV detecting the lane and get location data from GPS 

module. This will be done by coding and developing a python script that can filter out the color 

of line of lanes on the road and calculate the slope by finding the largest contour along with 

getting the real time location data from GPS module. The experiment will be done by determine 

the accuracy of the lane detection result and the accuracy of the GPS module used.  

 

 This will not only increase the localization accuracy of the autonomous vehicle, but it 

will also improve the traditional vehicle vision detection. Through this system, it believes that 

it can greatly reduce the numbers of the accidents. 
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1.5  Contribution 

 

In this project, it will benefit the driver and passenger in terms of safety in the road. Firstly, 

with OpenCV based python script written running in raspberry pi car chassis model, it able to 

drive itself according to the lane detected. When the lane is detected, it will calculate the slope 

and make decision of whether turning left, right, or straight. Secondly, the GPS module that 

attached with raspberry pi will tell the user what the current position of the it since it is attached 

at the car chassis model. Thus, by having these functions stated above, it believes that it able 

to drive itself without driver by following the lane detected and while knowing the current 

location of it. 
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1.6  Report Organization 

This report is organised into 7 chapters: Chapter 1 Introduction, Chapter 2 Literature Review, 

Chapter 3 System Methodology/Approach, Chapter 4 System Design, Chapter 5 System 

Implementation, Chapter 6 System Evaluation and Discussion, Chapter 7 Conclusion and 

Recommendation. The first chapter is the introduction of this project which includes problem 

statement, motivation, project scope, project objectives, contribution, and report organisation. 

The second chapter is the literature review carried out on several existing works on Deep 

Learning and its limitations. Both chapter 3 and 4 discuss the overall system methodology and 

system design of this project, of which chapter 3 focuses on the system design diagram, use 

case diagram, and function model diagram, and chapter 4 focuses on the system block diagram, 

system components specification, circuit and components design, along with system 

components interaction operations. The fifth chapter includes information on the specifics of 

how to use the system's design. Furthermore, the sixth chapter evaluates and discusses the 

system testing and performance, setup, result, project challenges, and objectives evaluation. 

For the last chapter, it will make a conclusion and recommendation to the proposed system and 

project.
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Chapter 2 

Literature Review 

 

2.1  Previous works on Deep Learning  

In recent years, there are many studies about the lane detection, road sign detection, and others 

using the deep learning. It will detect line marking, non-line marking, rood sign, road name, 

direction, and others. There is one method of deep learning proposed by Liu is pixel-wise 

semantic segmentation for road marking and road boundary solution [4].  

 

With the image captured by fisheye camera, it will differentiate the real and fake 

boundary points to exclude other items and detect the lines marking on the road. It will improve 

the localization accuracy of the autonomous vehicles. It also proposes the fine-scale 

localization (FSL) method and a coarse-scale localization (CSL) method for the around view 

monitoring (AVM) system-based localization.  

 

Moreover, it implements the global positioning system (GPS) in around view 

monitoring (AVM) system. The experiments showed that these combination methods can 

highly increase the accuracy of the autonomous vehicle localization system. 

 

Besides, there is another paper studied is proposing a localization system that using 

prior visual point cloud map which constrained in GNSS-challenged environments. In this 

studied paper, [5] proposed the localization system which using priori visual point cloud map 

and a stereo camera. The priori visual cloud map is segmented with the semi-global-block-

matching (SGBM) algorithm.  

 

It aims to forecast the visual point cloud of the image frame that captured by the stereo 

camera. Then, it will match with the sub-map using the normal distribution transformation 

(NDT). Normal distribution transformation (NDT) is a registration algorithm that used in many 
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field [6]. It was introduced by Biber and Strasser. The accuracy of the NDT is strongly relied 

on the size of cube used in the algorithm and it can avoid computing explicit correspondences.  
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2.1.1  Semantic Segmentation  

In [4] proposed a research paper which was inspired by semantic segmentation. It is based on 

the convolutional neural network (CNN)- based semantic segmentation and consists of making 

prediction process for a whole input image. Semantic segmentation can produce pixels in an 

image and categorize them. It’s important in autonomous vehicle system as it needs to 

understand each item in image and make dense prediction on the pixels of image. As the image 

shown below, I is image, the ^yx;y is the output, (x; y)is the pixel position, represent the CNN 

model parameters. For | and L, it is label distribution and number of the predefined classes. 

 

Figure 2.1.1.1 semantic segmentation. 

 

With this semantic segmentation, the localization system will exclude the unwanted 

elements from the images such as dynamic objects. As the studied paper main objectives is to 

detect both line and non-line road marking only to improve the localization of the autonomous 

car accuracy.  
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Figure 2.1.1.2 Diagram showed the framework of road marking detection in this 

studied paper. 

 

 However, with this semantic segmentation model, it may not be the good choice for 

implementing it to raspberry pi. It is because raspberry pi has low computation power. Thus, it 

is not suitable for perform real time detection on raspberry pi.  
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2.2  Limitation of Previous Studies  

According to the previous first studied paper, there are several proposed methods and solution 

to solve the localization of autonomous vehicles. For examples, fisheye camera, semantic 

segmentation, coarse-scale localization (CSL), fine-scale localization (FSL), around view 

monitoring (AVM), and global positioning system (GPS) [4]. Although this method is resulted 

with high accuracy, but it still has many disadvantages such as the budget of these methods 

proposed is too high and limitations on the camera used which is fisheye camera. For example, 

the information of images collected by the fisheye camera is not sufficient for the 

localization determination system of a vehicle and others limitation that stated in problem 

statement Chapter 1. 

 

Besides, the next studied paper, it used GNSS, LiDAR-camera based, Inertial 

Measurement Unit [5]. These solutions which used these methods proposed are very 

expensive. The price of the method proposed per unit is showed as the diagram bellow: 

 

 

Fig. 2.2.1 Diagram above show the price of the GNSS receiver which cost RM 16,800 
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Figure 2.2.2 Diagram above showed the LiDAR component attached on Toyota Prius, and the 

model’s name is called Velodyne HDL-64E LIDAR sensor and cost $75,000 for one LiDAR 

sensor. 

 

The Fig. 2.2.3 diagram above showed the first Google Self-Driving Car built. The most 

expensive component was the Velodyne HDL-64E LIDAR sensor. It is costed about $75,00. 

This LiDAR model need to attach it on the vehicle so that it can scan the view around the car. 

However, although it has a good advantage on the long-distance view, it can’t detect the up-

close objects. Google mounted some radar sensor again to fix the problem [7]. 

 

Then, back to the studied paper, the results showed there are some problems of low 

accuracy at the sharp turns [5]. Prior visual point cloud map is the important methods in this 

experiment. It is because the proposed method by this paper is highly dependent on the prior 

visual point cloud map. 
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Visual Point Cloud Generation is retrieving the dense 3D surface reconstructions of 

wide-ranging streetscapes from vehicle-borne images and merged visual and laser odometry 

are known to as. LiDAR will generate visual point cloud maps prior to accuracy estimation. 

Depth of stereo images is estimated by the pyramid stereo matching network (PSMNet). Prior 

map Segmentation is very time-consuming as a whole prior visual point cloud map is generated 

by the stereo camera and it will keep matching to the visual point cloud. It means that it will 

keep segmenting the prior map every time the vehicle moves. The main idea of the studied 

papers is to create a sub-map and keep segmenting to the prior visual point cloud map according 

to the cube size. The principle of the segmentation is shown as diagram below: 

 

Figure 2.2.3 Diagram showed the principle of the segmentation. 

 

Figure 2.2.4 showed the sample of priori maps segmentation from a sample dataset. 
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Besides, using these methods that proposed in this studied paper also needs big 

amount of compute power as it needs to run those sensors and do all the calculations need 

to analyse ad make the autonomous vehicle make driving decisions. It also cost massive 

consumptions of electricity and compute power.
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Chapter 3 

System Model 

 

3.1 System Design Diagram/Equation 

 

 

Figure 3.1.1 System Design 

 

Referring to the system design figure provided above, the robot car chassis model consists of 

two main hardware components, namely the camera and GPS module. These hardware 

components are integrated with the Raspberry Pi 3B+ powered robot car chassis model, which 

acts as the control centre for the entire system. The camera is primarily used to capture real-

time frames of the lane, which are then processed using the OpenCV computer vision library 

to detect lane. It is fixed at a strategic position on the robot car chassis model to provide an 

optimal view of the lane ahead.  

 

On the other hand, the GPS module is responsible for providing real-time location data 

to the user. It able to let the user know where the current location of the robot chassis car model 

is. 

 

Overall, the incorporation of these two key hardware pieces into the robot car chassis 

model offers a complete and trustworthy system for autonomous navigation and real-time 

tracking of the location and movements of the robot car chassis model. 
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Slope calculation 

 

slope = 

𝑣𝑦 

𝑣𝑥
  

‘vx’ and ‘vy’ are the components of a normalized vector that describes the direction of the line. 

‘x’ and ‘y’ are the coordinates of a point on the line.  

 

These can be retrieved in this line of code: “vx, vy, x, y = cv2.fitLine(largest_contour, 

cv2.DIST_L2, 0, 0.01, 0.01)”. To fit a straight line to the contour of the red line discovered in 

the current frame, the ‘fitLine’ function is used in the code. 4 values are returned by the 

function. 

 

The slope describes how sharply the line angles. If the slope is positive, the line slopes 

to the right; if it is negative, the line slopes to the left; and if it is close to zero, the line is almost 

horizontal. The code values used to determine whether the line is slanted to the left, right, or 

straight are based on the typical range of slopes for each situation.  
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3.2 Use Case Diagram 

 

 

Figure 3.2.1 diagram above show the Use Case Diagram of deep learning localization for autonomous 

vehicle. 

 

According to the use case diagram above, user will start the detection script that will launch 

the lane detection that scripted in real time. It will keep capturing the frame of the lane from 

camera and determine the appropriate direction of movement, whether it is a right turn, left 

turn, or straight ahead. Meanwhile, GPS module will concurrently detect the real time 

location of the Raspberry Pi at the robot car chassis model. 
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3.3 Function Model Diagram 

 

 

Figure 3.3.1 diagram showed the function model diagram of the system. 

 

Based on the function model diagram above, laptop will connect to a robot chassis car model 

that built with main components, Raspberry Pi 3B+ through VNC Viewer application or 

Command Prompt SSH connection. The differences are through VNC Viewer application, it 

able to view the raspberry pi GUI just like other remote connection application such as 

TeamViewer, and AnyDesk application. It able to let user to view the real time camera frame 

detected. With Command Prompt SSH connection, it also can connect easily but it can’t run 

the script that call the real time frame with this line “cv2.imshow("Contours", frame)”. Thus, 

VNC Viewer application connection is better than the Command Prompt SSH connection. 

Then, Raspberry Pi 3B+ that holds camera module, GPS module and L298N 2A DC motor 

driver that connected with 4 DC motors. Camera is used to get the real time frame of detected 

lane back to raspberry pi. GPS module is used to retrieve the real time location back to 

raspberry pi. L298N 2A DC motor driver that connected 4 dc motors is used to control the 

output of power source from 4 AA battery holder. When the script runs in raspberry pi, it will 

send command to motor driver and it will control the direction of the motors go. Furthermore, 

there are several factors will affect the performance of this robot car chassis model such as 

complexity of roadway, the environment lighting conditions and camera resolution. These 

factors will greatly affect the performance of the robot car chassis model while making the 

correct direction and detecting correct lane with clearer frame.
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Chapter 4 System Design 

 

4.1 System Block Diagram 

 

 

Figure 4.1.1 Block diagram of localization system using raspberry pi. 

 

According to the block diagram above, it shows the various components that constitute the 

system. There are three primary input devices that are incorporated into the system, namely the 

camera module, GPS module, and L298N 2A DC motor driver. These input devices are 

connected to four DC motors, which are responsible for powering the system's movement. 

 

The Raspberry Pi acts as the control centre for the system, and it is connected to the 

input devices and the power bank, which serves as the power source for the Raspberry Pi. The 

Raspberry Pi processes the input data obtained from the camera module, GPS module, and 

L298N 2A DC motor driver to generate the necessary output. 

 

The output of the Raspberry Pi constitutes two primary data streams, which include the 

result of the lane detection function and GPS signal data. The lane detection function captures 

the frames of the lane from the camera module and analyses them in real-time using OpenCV 

to detect lane. Based on this analysis, the Raspberry Pi generates the necessary commands to 

control the DC motors, such as turning left, turning right, or moving straight ahead. 
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On the other hand, the GPS module is responsible for detecting the real-time location 

of the Raspberry Pi. In summary, the block diagram illustrates the complex interconnection of 

various hardware components that work together to facilitate the autonomous navigation of the 

system. The camera module, GPS module, and L298N 2A DC motor driver are the primary 

input devices that provide data to the Raspberry Pi, which processes the data to generate the 

necessary output required for the system. 
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4.2  System Components Specifications 

4.2.1  Hardware 

The project requires the integration of several hardware components, including a computer, a 

Raspberry Pi 3 B+, an L298N 2A DC Motor Driver, and a set of robot car chassis kits. The 

first step is to solder the black and red wires to the four DC motors, which represent the positive 

and negative terminals, respectively. The wires are then connected to the L298N 2A DC Motor 

Driver, which functions as the motors' control centre. 

 

After connecting the motors to the driver, they are securely screwed onto the acrylic 

board. Using female-to-female jumper wires, the L298N 2A DC Motor Driver is then 

connected to the Raspberry Pi 3B+ GPIO Pins. The Raspberry Pi 3B+ is the primary testing 

and running platform for the Python scripts created for the project. 

 

In summary, the project's hardware components include a computer, a Raspberry Pi 3 

B+, an L298N 2A DC Motor Driver, and a robot car chassis kit. Soldering wires to the DC 

motors, connecting them to the L298N 2A DC Motor Driver, and securing the motors to the 

acrylic board are all steps in the hardware setup process. Female-to-female jumper wires are 

then used to connect the driver to the Raspberry Pi 3B+ GPIO pins. Finally, the Raspberry Pi 

3B+ is used to test and run the Python scripts written for the project with the attached camera. 
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A] Laptop: 

Laptop that will be used is Acer Aspire 5, with Intel Core i7-8550U, operating with Windows 

11 Home, working with 12 GB DDR4 RAM, NVDIA MX150 graphic card, and both 2 TB 

hard disk, SSD M.2 and HDD. Moreover, it also will be used to develop few python scripts 

such as keyboard-controlled driving, motor, lane detection, GPS location tracker and etc which 

run in the Raspberry pi 3 B+ model. Besides, it also will be used to test the scripts coded based 

on the recorded lane video by the robot chassis car. 

 

Table 4.2.1.1 Specifications of laptop 

Description Specifications 

Model Acer Aspire 5 series 

Processor Intel Core i7-8550U 

Operating System Windows 10 Home 

Graphic NVIDIA GeForce MX150 2GB DDR3 

Memory 12GB DDR4 RAM 

Storage 1TB M.2 SSD, 1TB SATA HDD 
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B] Raspberry Pi: 

Raspberry Pi that will be used is Raspberry Pi 3 B+, with ARMv7 Processor rev 4, operating 

with Raspberry Pi OS, working with 1 GB RAM, and 64 GB Micro SD card. It will be mainly 

used to retrieving the current location of the GPS module which attached with the Raspberry 

pi 3 B+ model. Then, the user able to see what the current location of it is in real time. Besides, 

it also needs to record the lane into mp4 format video. 

 

Table 4.2.1.2 Specifications of Raspberry pi 3 B+ 

Description Specifications 

Model Raspberry Pi 3 Model B Rev 1.2 

Processor ARMv7 Processor rev 4 (v71) 

Operating System Raspberry Pi OS 

Memory 1GB RAM 

Storage 64 GB Micro SD card 
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C] Cameras:    

The cameras that will be used are called 5 Megapixel, Rev 1.3. It is a custom-designed 

Raspberry Pi add-on that is compatible with the majority of Raspberry Pi models. The 

resolution of the camera is 5 megapixels. It has a fixed focus lens on the board. This camera 

able to capture 2592 X 1944-pixel image and it can support up to 1080p30.  

 

Figure 4.2.1.1 Diagram above showed a sample camera module for raspberry pi 

Table 4.2.1.3 Specifications of Camera 

Description Specifications 

Model 5 Megapixel, Rev 1.3 

Size of board 25mm x 20mm x 9mm 

Weight 3g 

Connection Short ribbon cable 

Resolution 5 megapixels, 2592 X 1944 pixels static images 

Supports quality Up to 1080p30 
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D]GPS module:  

GPS module will be used to trace on the status location of the raspberry pi. The GPS module 

will be used is called Neo 6M GPS module. It is cheap and easy to use by just plugging it in to 

the raspberry pi and it works. After that, we will write a script in python to retrieve the current 

location in longitude and latitude.  

 

Figure 4.2.1.2 Diagram above showed a sample of GPS Module called “Neo 6M GPS module”. 

 

Table 4.2.1.4 Specifications of GPS module 

Description Specifications 

Model Neo 6M GPS 

Supply voltage 3.3V - 5V DC 

Update rate 5Hz 

Operating 

temperature range 

-40 to +85 ̊ C 

Dimension 22 X 30 X 13 mm 

Weight 19g 
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E] Power Bank: 

Power bank is needed because the power source of the raspberry pi is using Micro-USB. The 

higher amount capacity of the power bank, the longer the raspberry pi can be lasted to. There 

is no specific model or brands needed as long as it is a power bank, support fast charging and 

high capacity, and low weight as it will make the robot car chassis easier in driving. 

 

Figure 4.2.1.3 Diagram above showed an example of power bank which has the 12,000 mAh battery 

capacity. 

Table 4.2.1.5 Specifications of Power bank 

Description Specifications 

Model Cager B17 

Battery capacity 12000mAh/3.7V 

Input voltage Micro USB, DC5V-2A 

Output voltage USB, DC5V-1A / 5V-2.1A 

Size 2.1 x 6.4 x 14cm 

Weight 280g 
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4.2.2  Software 

F] Software used: 

Visual Studio Code (VS Code) is a free and open-sourced code editor created by Microsoft that 

is accessible on Windows, Linux, and macOS. It has become one of the most popular code 

editors due to its versatility, user-interface, and extensive library of extensions. VS Code offers 

support for many programming languages, including popular ones such as Python, JavaScript, 

HTML, C++ etc.  

 

One of the main features of VS Code is its IntelliSense, which provides context-aware 

code completion suggestions and error highlighting as you type. It also includes a built-in 

debugger and version control integration, allowing developers to easily debug their code and 

track changes made to their codebase. Overall, VS Code is a great code editor that can be used 

for a variety of programming tasks ranging from simple scripts to complex projects. 

 

Figure 4.2.2.1 Visual Studio Code. 

 

OpenCV (Open-Source Computer Vision Library) is a well-known open-source 

computer vision with machine learning library. It is written in C++ and has bindings for several 

programming languages, including Python. OpenCV for Python (cv2) is a Python library that 

provides a comprehensive set of functions and tools for image processing, video analysis, 

object detection and recognition, and more. 

 

OpenCV-Python is easy to install, use. It offers a wide range of features and algorithms 

for computer vision tasks, including basic image processing, feature detection and extraction, 

object detection and tracking, face detection and recognition, and more. It also has tools for 

machine learning, including support for popular machine learning frameworks like TensorFlow 

and PyTorch. It able to read frames and applies image processing technique for detection. 
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Figure 4.2.2.2 OpenCV. 

 

VNC Viewer is a software application that allows remote access and control of a 

computer desktop or server from another computer or mobile device. To connect the two 

devices, it uses the Virtual Network Computing (VNC) protocol. 

 

The user can view and interact with the remote desktop using VNC Viewer just as if 

they were physically in front of the computer. The software uses the remote computer's display 

to capture an image, which it then sends over the network to the local device. The user can then 

control the remote computer and carry out other operations using the keyboard and mouse of 

their local device. 

 

VNC Viewer works with a variety of operating systems, including Windows, macOS, 

Linux, and mobile platforms such as iOS and Android. The software is available in both free 

and paid versions, each with its own set of features and capabilities. 

 

Figure 4.2.2.3 VNC Viewer. 
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4.3 Circuits and Components Design 

 

 

Figure 4.3.1 showed the robot car chassis model circuits design. 

 

The Raspberry Pi 3B+ is the primary component of the system, based on the circuit design for 

the robot car chassis model shown above. Several other components, including the L298N 2A 

motor driver and GPS module, are connected to this device via female-to-female jumper wires. 

 

The L298N 2A motor driver is in charge of controlling the four DC motors that power 

the robot car chassis model, which are powered by a 4 AA battery holder. The GPS module is 

also linked to the Raspberry Pi 3B+ to provide real-time location data. 

 

A camera module is connected to the Raspberry Pi 3B+'s camera port to capture real-

time camera frames. A power bank with a capacity of 12,000 mAh is used to power the 

Raspberry Pi 3B+. 



Chapter 4 System Design 

33 

Bachelor of Information Systems (Honours) Information Systems Engineering 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 

 

In summary, the circuit design for the robot car chassis model involves the use of 

several components, with the Raspberry Pi 3B+ serving as the primary device. Other 

components include the L298N 2A motor driver, GPS module, camera module, and power 

bank. These components are interconnected using female-to-female jumper wires and are 

responsible for powering and controlling the various functions of the robot car chassis model. 

 

 

 

 

Figure 4.3.2 Conceptual diagram 
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The diagram above showed 2 types of lanes are designed which are S curve lane and 

oval lane along with the design diagram of robot car chassis model will be developed. First, 

both type of lanes is drawn on Mahjong paper with 20 cm width for lane and the boarder lines 

are in 1cm width. For the oval lane, both U-turn turning point of the lane has 20cm width lane, 

1cm boarder lines between the lane and 9.6 cm radius excluding the boarder lines. For the S 

curve lane, it also has 20 cm width of white lane and 1cm for the red boarder lines. Moreover, 

the car chassis model is built by a raspberry pi which connected with camera module to detect 

the lane, L298N 2A dc motor driver that connected with 4 DC motor wheels and 4 AA battery 

holder. 
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4.4 System Components Interaction Operations 

 

A robot car chassis model consists of multiple components that interact with each other to 

enable the car to detect and stay within its lane. The system typically includes hardware 

components such as camera module, 4 DC motors, L298N 2A motor driver, wheels, 4 AA 

battery holder Raspberry Pi 3B+ and power bank, as well as software components such as 

Visual Studio Code (VS Code) and OpenCV. First, the camera captures frame of the lane ahead 

and sends them to the processor for analysis in real time. The OpenCV based scripts algorithms 

will process the frame to detect red boarder lines between the lane by filtering the colour of the 

boarder lines that interested in this line “cv2.inRange(hsv, lower_red, upper_red)”. Then, it 

will be used to detect the red boarder lines between the lane and calculating the slope value of 

it. Once the boarder lines are detected and slope value is calculated, the motor control system 

takes action to make decision whether to turn left, right, or straight. These are made based on 

the result of the slope value calculated from the detected boarder lines. Then, it will call the 

“motor.py” scripts which contain the codes of controlling the 4 DC motors make decision such 

as turning left, right, or straight. It defined the number of GPIO pins on Raspberry Pi board and 

send signal to the L298N 2A motor driver that connected with the motors to control the 

direction of the wheels should move. Meanwhile, it also interacts with other components in the 

car such as the GPS module to get the current location data of it. To make a test on the scripts 

before running in the Raspberry Pi 3B+, the code will run on the Visual Studio Code (VS Code) 

code editor with the recorded lane video as frame input. Overall, the interactions between the 

various components of the robot car chassis model are critical to the successful operation of 

the system. By analysing and optimizing these interactions, the robot car chassis model can be 

built successfully.
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Chapter 5 

Experiment/Simulation 

5.1 Hardware Setup 

 

  

Figure 5.1.1 showed a L298N motor driver 

connects to jumper wires along with black 

and red wires of motors. 

Figure 5.1.2 showed the L298N motor 

driver is well-connected with 4 DC motors 

and wheels. 

  

Figure 5.1.3 showed the jumper wires 

connected to Raspberry Pi 3B+. 

Figure 5.1.4 showed GPS module is 

connected at the Raspberry Pi 3B+ GPIO 

pins. 
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Figure 5.1.5 showed the camera mounted at 

a board. 

Figure 5.1.6 showed how the camera 

mounted and a better angle of frame view. 

 

Figure 5.1.7 showed how the full robot car chassis is built. 

 

According to the figures above showed, it shows how whole robot car chassis model is built. 

With this design of robot chassis car model, it able to connect Wi-Fi through the Wi-Fi USB 

receiver. Then, with the remote connection to Raspberry Pi 3B+, it able to let user controls the 

DC motors, camera module, and GPS module with the python-based script. The 4 AA battery 

holder and power bank are the power source of the robot car chassis model.  
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5.2 Software Setup 

 

 

Figure 5.2.1 showed downloading python for Windows at python official website. 

 

Based on the Figure 5.2.1, it showed where the python can be downloaded at official website. 

It is needed as the script need to be coded and tested in Windows 10 operating system laptop. 

 

 

Figure 5.2.2 showed Python extension at VS Code extension store. 

 

Based on the figure 5.2.2, it showed that python extension also available in the VS Code editor 

extension store. It can be installed from there too in order to code in python programming 

language. 
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Figure 5.2.3 showed VS Code editor can be downloaded at different operating system at Visual Studio 

Code official website. 

 

Based on the figure above showed where the VS Code editor can be downloaded at official 

website, it has various version for different operating system such as Windows, Linux, and 

Mac operating system. It is needed to be install in laptop for coding purpose. 

 

 

Figure 5.2.4 showed Raspberry Pi Imager is available at the official website of Raspberry Pi. 
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Based on the figure 5.2.4 showed where the Raspberry Pi Imager can be downloaded and 

installed from its official website. It is used to install the raspberry pi operating system images 

write into SD card which used to boot the Raspberry Pi 3B+.  

 

 

Figure 5.2.5 showed the raspberry pi operating system image. 

 

Based on the figure 5.2.5 showed above, it is a raspberry pi operating system image that used 

to boot the raspberry pi. This is the Raspberry Pi operating system version. It is because the 

Wi-Fi adapter used as Wi-Fi receiver need to download its driver and it can’t support the latest 

raspberry pi operating system. Thus, this specific version of raspberry pi operating system is 

needed to compatible with the Wi-Fi receiver driver. 

 

 

Figure 5.2.6 showed the Wi-Fi receiver driver installed. 

 

Based on the figure 5.2.6 showed above, it showed the Wi-Fi receiver driver used. It is installed 

to let the Wi-Fi USB receiver able to scan and connect to the Wi-Fi. This is the specific version 

of driver used for the Wi-Fi USB receiver. 

 

 

Figure 5.2.7 showed the OpenCV cv2 library version installed. 

 

Based on the figure 5.2.7 showed above, it is the OpenCV cv2 library version used. It is needed 

when writing the lane detection script as it is a powerful library of computer vision and image 

processing algorithms.  
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5.3 Setting and Configuration 

 

 

Figure 5.3.1 showed the Ip address of 

Raspberry Pi 3B+ 

Figure 5.3.2 showed the connection from 

VNC Viewer 

 

Based on the figures above showed, to have a remote control from local laptop, Raspberry Pi 

need to connect to the same local network that also connected by the local laptop. Then, find 

out the Ip address of raspberry pi at the terminal with the command of “ifconfig”. Then, type 

the Ip address of raspberry pi to the VNC Viewer application there and type the raspberry pi’s 

password. Once it is done, the remote control of raspberry pi from laptop is completed. 

 

 

Figure 5.3.3 showed the CPU usage and temperature monitor. 
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Based on the figure 5.3.3 showed above, it is important to turn on the CPU usage and 

temperature monitor to keep monitoring it. Thus, it will show how the raspberry pi’s 

performance every time run the Python script. 

 

 

Figure 5.3.4 showed the Raspberry Pi configuration page. 

Based on the figure 5.3.4 showed above, there are few features needed to turn on once the 

raspberry pi operating system is installed such as camera, SSH connection and VNC 

connection. Thus, these features able to use and work normally. 

 

GPS module 

 

 

Figure 5.3.5 showed the command of accessing 

config.txt. 

Figure 5.3.6 showed the list of 

commands. 
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Figure 5.3.7 showed the command paste in config.txt. 

 

Based on the figures showed above, in order to setup the GPS module after connecting with 

Raspberry Pi 3B+ with jumper wires to the correct raspberry pi’s GPIIO pins, the command 

showed in the figure 5.3.5 need to be type in terminal and click ‘enter’. It will access to the 

config.txt that stored at ‘/boot’ folder. Then, paste the list of commands showed in figure 5.3.6 

at the bottom of the config.txt file. Next, close the text editor by clicking ‘ctrl’ + ‘x’ and ‘y’ for 

saving the config.txt after pasting it just like the figure 5.3.7 showed. Lastly, type “sudo reboot” 

in the terminal and click ‘enter’ to reboot the raspberry pi. After rebooting, open the terminal 

and type “sudo cat /dev/ttyAMA0” and it will show lots of location data that need to express 

by using python script. 

 

 

Figure 5.3.8 showed the location data after the command “sudo cat /dev/ttyAMA0” is typed in 

terminal. 
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5.4 System Operation 

 

Lane Detection – Oval Lane 

 

 

Figure 5.4.1 showed the right red boarder line of lane is detected and show “left” as the moving 

direction. 

 

Based on the figure showed above, when the frame of video is fed as input, the red boarder line 

between the lane is detected and make responses of direction left after calculating the slope 

value of the lines. 
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Figure 5.4.2 showed the two red boarder lines of lane are detected and show “right” as the moving 

direction. 

 

Based on the figure showed above, when the frame of video is fed as input, the red boarder 

lines between the lane are detected and make responses of direction right after calculating the 

slope value of the lines. 
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Figure 5.4.3 showed the two red boarder lines of lane are detected and show “straight” as the moving 

direction. 

 

Based on the figure showed above, when the frame of video is fed as input, the red boarder 

lines between the lane are detected and make responses of direction straight after calculating 

the slope value of the lines. 

 

Lane Detection – S curve Lane 

 

 

Figure 5.4.4 S curve lane. 

 

Based on the figure showed above, it is a S curve lane. It has 20 cm width of white lane and 2 

red boarder lines between it are detected. It will calculate the slope value and determined the 

direction it should turn in result of slope value and left, right, or straight.  
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Figure 5.4.5 showed the codes wrote in lane detection about the error handling. 

 

Based on the figure showed above, error handling lines are coded so that it is easy to debug by 

showing the slope value and frame time in minutes and seconds that has error when error 

occurred. Then, it will calculate the amount of error in total. 

 

import cv2 

cap = cv2.VideoCapture('output.mp4') 

e = 0 

l = 0 

r = 0 

s = 0 

while True: 

    ret, frame = cap.read() 

    print("ret:", ret) 

    if not ret: 
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        print("End of video file reached") 

        break 

    hsv = cv2.cvtColor(frame, cv2.COLOR_BGR2HSV) 

    lower_red = (0, 50, 50) 

    upper_red = (10, 255, 255) 

    mask1 = cv2.inRange(hsv, lower_red, upper_red) 

    lower_red = (170, 50, 50) 

    upper_red = (180, 255, 255) 

    mask2 = cv2.inRange(hsv, lower_red, upper_red) 

    mask = cv2.bitwise_or(mask1, mask2) 

    contours, _ = cv2.findContours( 

        mask, cv2.RETR_TREE, cv2.CHAIN_APPROX_SIMPLE) 

    if len(contours) == 0: 

        print("Stop") 

    else: 

        largest_contour = max(contours, key=cv2.contourArea) 

        vx, vy, x, y = cv2.fitLine(largest_contour, cv2.DIST_L2, 0, 0.01, 0.01) 

        slope = vy / vx 

        print("slope:", slope) 

        if (slope >= 0.15 and slope <= 2) or (slope <= -91 and slope >= -267): 

            print("Left") 

            x = "no" 

            l += 1 

        elif slope < 0.15 and slope >= -1.3: 

            print("Right") 

            x = "no" 

            r += 1 

        elif slope > 2 or (slope > -90 and slope < -1.3): 

            print("Straight") 

            x = "no" 

            s += 1 

        else: 

            frame_time = cap.get(cv2.CAP_PROP_POS_MSEC) 
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            e += 1 

            frame_time_secs, frame_time_mins = divmod(frame_time / 1000, 60) 

            print("Error Slope"+str(e)+" : "+str(slope)) 

            print("Frame time: {} mins {:.2f} secs".format( 

                int(frame_time_mins), frame_time_secs)) 

            x = "Error" 

    cv2.drawContours(frame, contours, -1, (0, 255, 0), thickness=2) 

    cv2.imshow("Contours", frame) 

    if cv2.waitKey(1) & 0xFF == ord('q'): 

        break 

print("Error: ", e) 

print("\nStraight: ", s) 

print("\nRight: ", r) 

print("\nLeft: ", l) 

cap.release() 

cv2.destroyAllWindows() 

Table 5.4.1 Source code of lane detection. 

 

Based on the table 5.4.1 above, it showed the whole source code wrote in this final year project 

2. First, it imports the cv2 libraries and read the recorded lane video called “out.mp4”. Then, 

declare the variables to store the increment value later. Moreover, it will read each frame of 

video while it is true. Furthermore, a list of code to filter out the red colour in order to detect 

the interested colour of red boarder lines and calculate the slope value of it. with the condition 

set, it will print the result “left”, “right”, or “straight” based on the slope value. It also prints 

“stop” if the contours are equal to 0. Besides, it also has an error handling for detect the error 

occurred by showing its frame time and slope value. Then, it will stop when the ‘q’ as quit is 

pressed or the video is ended. Finally, it will print out the amount of error, straight, left, and 

right as result for the video. 

 

Location detection 

 

Moreover, we setup the raspberry pi with the GPS module by connecting them using 

jumper wire. Then, we install the raspberry pi operating system into SD card by using 
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Raspberry Pi Imager. Next, all the library or setup are installed to run the GPS module. Then, 

we wrote a simple function in python code to get the longitude and latitude of the current 

location.  

 

Figure 5.4.6 above showed a file called “try.py”.  

 

Based on the figure 5.4.5 above, a file called “try.py” is written in python language to grab 

the results of GPS module. 

In GPS module implementation, it involves some setup in raspberry pi setting, coding 

on website and functions written in python language and testing on location. 

In this project, it aims to propose some solutions for better localization system and 

overcome the main limitation of methods that proposed by the studied papers. The solution that 

will be implement a python OpenCV based lane detection script and show the current location 

of the raspberry pi using GPS module. The methods are using 1 raspberry pi 3 model B+, 1 

camera attached with the raspberry pi, GPS tracker, power bank with 20,000mAh, and python 

OpenCV based lane detection scripts. It believes that it can highly improve the accuracy of the 

autonomous vehicles by using these methods although it is cheaper than the proposed methods 

in studied papers. 
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5.5 Implementation Issues and Challenges 

 

During the final year project 2, there are many issues and challenges faced such as high time 

consumption, and invalid and incorrect information on online guideline.  

First, high time consumption of writing and testing the scripts. It needs to keep trying the 

scripts wrote to detect the boarder lines of the lane and figuring out the errors occurred in the 

scripts. It can be due to many reasons, raspberry pi setup problem, environment light 

condition or invalid libraries installed while self-learning on these libraries used. It is because 

the environment light condition, and other issues can cause bad detection on the boarder lines 

of the lane. Besides, there are many errors too in setting up the GPS module in Raspberry Pi 

such as bad soldering of male pin header on GPS module, invalid version of raspberry pi 

operating system, and others. Luckily, most of the issues and challenges that faced is solved 

one by one although it took long period of time. It is benefit because the more errors 

occurred, the more solutions are learned while solving it. 
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5.6 Concluding Remark 

 

In shorts, location detection and lane detection are built successfully. With the GPS module, it 

believes able to retrieve the correct location data continuously. Besides, with the robot car 

chassis model, it believes that it able to make detection on the frame of lane using camera and 

control the 4 DC motors to make correct direction based on what detected.
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Chapter 6 System Evaluation and Discussion 

 

6.1 System testing and Performance Metrics 

 

 

Figure 6.1.1 showed the picture of the red border lines between the lane is detected. 

 

Based on the figure showed above, it is trying to detect the lane from the video frame. The 

boarder lines between the lane are detected correctly. When the lines are detected, it will mask 

the lines with the green lines around it to show the boarder lines are detected. The performance 

of the lane detection script is good while it takes the recorded lane video as input and runs with 

Visual Studio Code (VS Code) in Windows 10 Laptop. 
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Figure 6.1.2 showed the robot chassis car model is running on the designed path. 

 

Based on the figure above, it shows the robot car chassis model is going straight out of the lane, 

but the frame showed is still at the previous frame which showing the turning right. It can be 

concluded that Raspberry Pi 3B+ is not very good in doing the real time lane detection as its 

frame still freezes at the previous frame, not the latest frame showed. 

 

  

Figure 6.1.3 showed the raspberry pi is attached 

with the GPS module. 

 

Figure 6.1.4 showed the result of location 

data. 

 

Based on the figure 6.1.3 and 6.1.4, the raspberry pi is attached with GPS module and the 

monitor is showing the result after running the file that coded in python. It showed the longitude 
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and latitude that detected from GPS module. With the value retrieved, it able to know the 

current location of the robot car chassis model. 
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6.2 Testing Setup and Result 

 

 

Figure 6.2.1 showed performance of the lane detection. 

 

Based on the figure showed above, it is the lane detection script that run in Visual Studio Code 

editor. It can see that based on the printed results, the error handling code is detected 0 error, 
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1307 frames in recorded lane video are detected to go straight, 1036 frames are detected to turn 

right, and 4 frames are detected to turn left. 

 

 

Figure 6.2.2 above showed the result of the longitude and latitude of the current location. 

Based on the figure 6.2.2 above, it showed the result of longitude and latitude that 

detected from the GPS module after running the “try.py”. It showed the current location of 

where it is located after the detection. 

 



Chapter 6 System Evaluation and Discussion 

58 

Bachelor of Information Systems (Honours) Information Systems Engineering 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 

Figure 6.2.3 above showed the pinned result of the longitude and latitude. 

Based on the figure 6.2.3 above, it showed the pinned result of longitude and latitude 

that detected from the GPS module after running the “try.py” while the robot car chassis 

running. It showed the latest current location of where it is located after the detection and able 

to show in map with the location data detected. 
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6.3 Project Challenges 

 

In this final year project 2, there are many challenges faced in the project development. One 

of the project challenges is bad performance on Raspberry Pi 3B+ CPU. It is because when 

the lane detection script runs, the frame showed starts lagging although it still able to print the 

correct direction it should goes. Then, to ensure it is because of the low or bad performance 

of Raspberry Pi CPU, a recorded lane video is made by a keyboard-controlled scripts which 

able to run with keyword’s keys such as ‘w’, ‘a’, ‘s’, ‘d’, ‘q’, ‘e’ for motors direction and ‘r’ 

and ‘t’ are for start and stop recording. Then, the lane detection script is tested using 

Windows 10 Visual Studio Code (VS Code). The result showed that the lane is perfectly 

detected, and the responses of motors direction are good too. 
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6.4 Objectives Evaluation 

 

Based on the objective of this project mentioned above is to provide a solution in increasing 

the accuracy of localization of autonomous vehicle by using OpenCV by building a car chassis 

model that run by python OpenCV detecting the lane and get location data from GPS 

module. Based on the results stated in 6.2, the lane detection script is well-performed in lane 

detection and location data from the GPS module is retrieved successfully. However, the lane 

detection script is performed badly while running in the robot car chassis model. It is because 

of the low or bad CPU of Raspberry Pi 3B+. It not able to handle heavy task as the lane 

detection script needs to get the frame from camera and make detection on the boarder lines 

between the lane and make decision after calculating the slope value. Thus, lane detection script 

is done using Visual Studio Code (VS Code) code editor in Windows 10 laptop to make sure 

the code in script is working well. 

 This will not only increase the localization accuracy of the autonomous vehicle, but it 

will also improve the traditional autonomous car lane detection. Through this system, it 

believes that it can greatly reduce the numbers of the accidents. It can be concluded that the 

objectives set is achieved.  
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6.5 Concluding Remark 

 

In shorts, it can be concluded that the lane detection script performs well when executed in 

Visual Studio Code (VS Code) code editors, and real-time location data of the robot car chassis 

can be obtained successfully. However, when the script runs on the robot car chassis, it lags 

and delivers poor results due to high CPU consumption on the Raspberry Pi 3B+. This issue 

results in an inability to display the latest camera frame on the Raspberry Pi 3B+.
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Chapter 7 Conclusion and Recommendation  

 

7.1 Conclusion 

 

In conclusion, the aim of this final year project is to enhance the localization of autonomous 

vehicles with the use of OpenCV. To achieve this, a robot car chassis has been developed, 

which utilizes a Python-based OpenCV script to detect lanes and collect real-time location data 

from a GPS module. However, due to the limited CPU performance of the Raspberry Pi, the 

robot car chassis only used to record the lane in MP4 format. The recorded lane is then used as 

input for the script that runs on a Windows 10 laptop using Visual Studio Code (VS Code). 

The robot car chassis is also capable of retrieving location data from the GPS module. The 

project's goal is to explore innovative computer vision techniques to improve the safety and 

efficiency of autonomous vehicles' localization. 
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7.2 Recommendation 

 

For the future recommendation, better hardware component such as Nvidia Jetson Nano can 

be used to replace the Raspberry Pi 3B+ as it has much more capable GPU and CPU than 

Raspberry Pi 3B+. Thus, the robot car chassis model can be run more smoothly during lane 

detection while retrieving the real time current location data. Higher output for DC motors 

should be replaced so that it can run easily as the robot car chassis model is quite heavy. Better 

design of camera holder is recommended so that it has a better view. It can be done by 3D 

printer to print out customized camera holder on the robot car chassis model after calculating 

the angle and size of the camera holder.
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