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ABSTRACT 

 

Video anomaly detection (VAD) which is able to automatically identify the location of the 

anomaly event that happened in the video is one of the current hot study areas in deep learning. 

Due to expensive frame-level annotation in video samples, most of the VAD are trained with 

the weakly-supervised method. In a weakly-supervised manner, the labels are at video level. 

VAD is still an open question and challenging task because the model is trained with a limited 

sample in weakly supervised video-level labels. In this project, we aim to improve the VAD 

network with 2 different aspects. Firstly, we explore a technique to model the local and global 

temporal dependencies. Temporal dependencies are critical to detect anomaly events. Previous 

methods such as stacked RNN, temporal consistency and ConvLSTM can only capture short-

range dependencies. GCN-based methods can model long-range dependencies, but they are 

slower and more difficult to train. RTFM captures both the short and long-temporal 

dependencies using two parallel structures, one for each type. However, the two dependencies 

are considered separately, neglecting the close relationship between them. In this aspect, we 

propose to use U-Net like structure to model both local and global dependencies for specialized 

features generation. Second, we explore a new regularization technique in a weakly-supervised 

manner to reduce overfitting. Insufficient training samples will lead to overfitting easily. 

Generally, the overfitting issue can be improved by reducing the complexity of the network, 

data augmentation, injecting noise into the network or applying dropout regularization. For 

VAD, previous works have applied special heuristics such as sparsity constraint and temporal 

smoothness to regulate the output of the model. However, none of the existing work has 

extended a feature-based approach to regularization where the strategy is to learn more 

discriminative features. In this project, we extend contrastive regularization in a weakly-

supervised manner as a new regularization technique to reduce overfitting by learning more 

discriminative features and enhancing the separability of the features from different classes. 

We evaluated our model’s performance and compared the AUC performance with other state-

of-the-art methods. Experimental results show that our model achieves the second-highest 

AUC performance compared to all published work on a benchmark dataset, namely UCF-

Crime using the same pre-trained features.  
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Chapter 1 

Introduction 

 

Surveillance camera has been deployed and implemented everywhere but expensive 

human manual work on live monitoring is required for large-scale deployment surveillance. 

Therefore, video anomaly detection (VAD) that is able to localize an abnormal event in the 

surveillance video is one of the hot research topics in deep learning.  

Given a video that contains an anomaly event in somewhere the sub-region of the video, 

the VAD is expected not only to detect the presence of the anomaly event in the video but also 

to localize the anomaly event that happened in the video. The kind of anomaly event that is 

expected to be detected by VAD included real-world anomalies such as explosion, robbery, 

abuse, fighting, shoplifting, stealing, and vandalism. VAD is still an open question and 

challenging task because the anomaly in the real world come in many different and complex 

forms.  

Due to the infrequency of abnormal events and the difficulty in obtaining enough 

positive samples, video anomaly detectors are typically trained using unsupervised learning 

[26,27] or weakly supervised methods [1,2,3,4]. In weakly supervised learning, labels are only 

provided at the video level, indicating whether a video contains anomalous events that could 

occur at any point within the video. 

The general VAD network architecture is shown in Figure 1.1. It includes 3 major 

processes which are generic feature extraction with backbone network, anomaly feature 

extraction and anomaly classification. The purpose of generic feature extraction is to extract 

all the semantics spatiotemporal features from the video clip. While anomaly feature extraction 

will extract the specialized feature like anomaly feature from the semantics spatiotemporal 

features. Then, anomaly classification will predict the anomaly score at the segment level based 

on the anomaly feature. Based on the anomaly scores, MIL loss will be computed to train the 

model. In this project, we aim to improve the network with 2 different aspects, including 

temporal modelling in anomaly feature extraction and regularization to prevent overfitting.  
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Figure 1.1 General VAD network architecture proposed in previous works 

 

In recent research, it has been proven that modelling local and global temporal 

dependencies are effective in VAD [2, 29, 30, 31, 32]. Local temporal information captures 

immediate anomalous characteristics such as sudden movement, unusual human behaviour, 

and environmental changes while global temporal information provides the overall context that 

enables the network to distinguish between normal and abnormal scenes in the videos. Previous 

methods such as stacked RNN [5], temporal consistency [33] and ConvLSTM [34] can only 

capture short-range dependencies. GCN-based methods [31, 32] can model long-range 

dependencies, but they are slower and more difficult to train. Although [2] has proposed a 

method that models local and global temporal dependencies, the structures are considered 

separately and neglect the close relationship between them. In this paper, we propose a unique 

approach toward this weakness by using a single structure to model local and global temporal 

dependencies.  

Besides that, we explore a new strategy to reduce overfitting. Overfitting is a common 

problem due to the scarcity of positive samples available for training. Typically, regularization 

is achieved by reducing the complexity of the network, adding noise to the network or data, 

and augmenting the training set [3]. Previous research in VAD has utilized heuristics such as 

sparsity constraints [1] and temporal smoothness [1] to regulate the network's output. In this 

work, we adopt a feature-based approach called contrastive regularization where the strategy 

is to learn more generalizable features. Contrastive regularization [22] has been proven that it 

can be extended to learn discriminative features and prevent overfitting of the model by 

enhancing the features of different classes. However, the original work of contrastive 

regularization is in a supervised manner and none of the previous works has considered using 

contrastive regularization in a weakly-supervised manner. In this project, we extend the 

contrastive regularization technique in a weakly-supervised manner.  
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The main objective of this project is to design a novel anomaly detection system that can 

model useful temporal dependencies on the relevant part of the video while preventing 

overfitting. The proposed structure has the following characteristics: 

• U-Net structure to model local and global temporal dependencies. 

• Contrastive regularization to prevent overfitting. 

This project is a video anomaly detection algorithm. The video anomaly detection 

algorithm is built by neural networks. The video training dataset and testing dataset used in this 

project is the video anomaly detection benchmark dataset called UCF-Crime. The anomaly 

event included in the dataset included 13 real-world anomalies such as explosion, arrest, abuse, 

fighting, shoplifting, stealing, and vandalism. The network will take video data as input for the 

network and predict the anomaly score for each segment of the video.  

There are 2 contributions in this project. Firstly, we extend a U-Net structure with the MIL 

framework to model the local and global temporal dependencies in a single integrated structure. 

Secondly, we extend the contrastive regularization technique with MIL framework in a weakly-

supervised manner. The experimental result shows that our work achieves state-of-the-art 

performance on the UCF-Crime benchmark. 
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Chapter 2 

Literature Review 

In this chapter, we discuss 4 previous works on anomaly detection algorithms. 

 

2.1  Previous Works on Anomaly Detection Algorithm 

In this sub-chapter, we discuss the weakly supervised anomaly detection with Multiple Instance 

Learning (MIL) framework, Robust Temporal Feature Magnitude Learning (RTFM), Weakly 

Supervised Anomaly Localization (WSAL), and Multiple Instance Self-Training Framework 

(MIST). 

 

2.1.1  Weakly Supervised Anomaly Detection with Multiple Instance Learning (MIL) 

Frameworks 

Initially, most previous works proposed a supervised learning method to learn the anomaly. 

However, preparing a huge number of labelled sample videos is expensive. Also, since the 

anomaly in the real world come in many different and complex forms, it is challenging to make 

a complete list of all potential anomalous events. Therefore, in order to avoid spending a lot of 

time annotating the anomaly and normal label for segments or clips in videos, [1] proposed 

multiple instances ranking framework to learn anomalies with weakly labelled videos which 

have only the video-level label. Simply said, the label only shows whether the video contains 

any anomalous event somewhere in the video but did not show when the anomalous happened 

in the video. With the objective of predicting a high anomaly score for the positive segment, 

they applied multiple instance learning (MIL) to create a weakly-supervised learning strategy. 

As shown in Figure 2.1, they divide the video into segments as an instance of the bag. Then, 

they predict the anomaly score for each segment. To train the network with weakly labelled 

video data, they applied a loss function that is able to guide the model to predict a maximum 

segment score in the anomalous video that is higher than the maximum segment score in the 

normal video. 
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Figure 2.1 Network architecture proposed in [1] 

Since their goal is to have the abnormal video segments have greater anomaly scores than the 

regular video portions, the ranking loss is simply a loss function that rewards abnormal video 

segments with high scores compared to normal segments. The equation of the loss function is 

shown in Eq 2.1, where max
𝑖 ∈ 𝐵𝑎

𝑓(𝑉𝑎
𝑖)  and max

𝑖 ∈ 𝐵𝑛

𝑓(𝑉𝑛
𝑖) represent the maximum segment score in 

the anomalous video and the maximum segment score in the normal video respectively. 

                                (2.1)  

In fact, anomaly case in the real world usually occurs for a short amount of time. Therefore, 

they applied a sparse constraint in the loss function that was also used in [18] and [19] so that 

the instances (segments) in the anomalous bag should have scores that are sparse, indicating 

that only a small number of segments may contain the anomaly. In addition, as the video 

consists of a series of segments, they applied a smoothness constraint in the loss function to 

minimize the difference in the score between adjacent video segments so that the anomaly score 

varies naturally between video segments. As a result, they proposed a loss function with 

sparsity and smoothness constraints as shown in Eq. 2.2, where ① represents the smoothness 

term and ② indicates the sparsity term. 

                            (2.2) 

In the training phase, each video frame in anomaly video and normal video will be resized and 

fixed to a specific frame rate. Then, every video clip will be passed to C3D [6] to extract the 

features followed by l2 normalization. The video clips are then divided into segments as an 

instance of the bag. Each video segment feature will then be obtained by averaging all the clip 

features in the segment.  These features will then pass to a fully connected neural network to 
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get an anomaly score for each segment. Then, the loss will be computed by using the loss 

function with sparsity and smoothness constraints in Eq. 2.2.  

Although the proposed method successfully timely detects the anomaly frames in anomalous 

videos with high anomaly scores. However, it failed to identify the normal group activity and 

generated a false alarm. In other words, the model cannot differentiate the anomalies frames 

and normal frames well. This issue is mainly caused by 4 major problems. Firstly, the snippet 

with the highest anomaly score in a positive (anomalous) video may not be one of the positive 

snippets. Secondly, the training is convergence since the negative (normal) snippet that is used 

to train the model is randomly selected from the negative video. Thirdly, the training process 

is not effective since only the top score snippet will be involved in calculating the cost for the 

model although the video has more than one positive snippet. Lastly, the separation between 

positive and negative snippets may not be achieved by using a classification score. In addition, 

the feature extracted is only the feature within 1 segment itself which does not have the 

temporal feature relation between the neighbours segments. Also, this method does not model 

any temporal information. 

 

2.1.2  Robust Temporal Feature Magnitude Learning (RTFM)  

[2] proposed Robust Temporal Feature Magnitude (RTFM) learning that used a top-k instance 

instead of a top anomaly score instance to train a model to solve the training issues in [1]. The 

variable k indicates the number of snippets used to train the model. Instead of predicting 

anomaly scores based on features extracted by the backbone network proposed in previous 

work, they proposed a snippet classifier that predicts anomaly scores based on the feature 

magnitude. Besides 2 loss functions for temporal smoothness and sparsity that are used in 

previous work, RTFM included 2 additional loss functions called Feature Magnitude Learning 

and RTFM-enabled Snippet Classifier Learning to train the model.  

Feature Magnitude Learning is used to guide the model to update the parameters so that the 

RTFM model can generate high feature magnitude for positive (anomaly) snippets and low 

feature magnitude for negative (normal) snippets. The Feature Magnitude Learning loss 

function is based on the difference in the mean of the top-k feature magnitudes between the 

positive snippet and negative snippet. An example of the difference in the mean of the top-3 

feature magnitudes is shown in Figure 2.2. In Figure 2.2, X+ and X- indicate a positive 

(anomaly) video and a negative (normal) video. ||x+|| and ||x-|| indicate feature magnitude for 

positive (anomaly) snippet and negative (normal) snippet. Score(X+) and score(X-) indicate the 

mean of top-k feature magnitude in a positive (anomaly) video and negative (normal) video. 
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Figure 2.2 Visualization of computing difference in the mean of top-3 feature magnitudes [2] 

 

RTFM-enabled Snippet Classifier Learning is a binary cross-entropy loss function which takes 

the predicted label for top-k snippets and ground truth video-level label to calculate the loss for 

the model. The binary cross-entropy loss will guide the model to predict a high anomaly score 

for a positive snippet and a low anomaly score for a negative snippet. 

As shown in Figure 2.3, during the training phase in RTFM, the features extracted by pre-

trained networks such as C3D [6] or I3D [7] will be further extracted by the Multi-scale 

Temporal Network (MTN) with a pyramid of dilated convolutions (PDC) [9] and a temporal 

self-attention module (TSA) [8]. Then, RTFM will apply the L2 norm to compute feature 

magnitude and use the top-k feature magnitude to classify the top-k snippets. Then the cost of 

the network will be computed by feature magnitude learning and RTFM-enabled snippet 

classifier learning with temporal smoothness and sparsity regularization. 

 

Figure 2.3 Network architecture of RTFM 
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By using the top-k instance to train the model, there are several weaknesses in MIL that can be 

solved by RTFM. Firstly, the chance of getting abnormal snippets from positive video 

(anomaly video) increases since more snippets will be chosen from each video. Secondly, it 

improves the training convergence since the hard negative (normal) snippets which look like 

an abnormal snippet for the model will be used to train the model. Thirdly, more abnormal 

snippets could be included in each abnormal video since more than 1 snippet can be used to 

train the model. Lastly, a large margin between abnormal and normal snippets can be enforced 

by using feature magnitude to classify the anomaly since the magnitude can rise throughout the 

training period. 

Although the pyramid of dilated convolutions (PDC) and temporal self-attention module (TSA) 

are used to capture the local and global temporal dependencies, it is 2 parallel structures that 

do not have a relationship between the local and global dependencies.  

 

2.1.3  Weakly Supervised Anomaly Localization (WSAL) 

Since the previous work has not considered the temporal relation feature among the neighbour 

segments that bring temporal context for anomaly localization, [3] proposed the Weakly 

Supervised Anomaly Localization method. As shown in figure 2.4, they used High-order 

Context Encoding (HCE) model to encode the variation in time series and extract the high-

level semantic features based on the feature extracted from the pre-trained model called BN-

Inception version of TSN.  

 

Figure 2.4 feature extraction in WSAL 

As shown in figure 2.5, they pass the high-level semantic features to a fully connected layer 

with a sigmoid activation function to get an immediate semantic score and used cosine 
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similarity measurement to get a dynamic variation score. The margin dynamic variation score 

and margin immediate semantic score for the video is then defined by the maximum margin 

between the 2 scores.  

 

Figure 2.5 workflow to compute margin score in WSAL 

Instead of using binary cross entropy to train the classifier that was proposed in previous work, 

they used a margin distance score to train the classifier. As shown in Figure 2.6, the margin 

loss for the dynamic variation score or immediate semantic score for a batch is dependent on 

the mean of the margin score from positive video and negative video respectively. The margin 

loss will guide the model to predict a large margin score for a positive video and a small margin 

score for a negative video.  
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Figure 2.6 workflow to compute margin loss in WSAL 

To reduce false alarms happened that due to hardware failure or large changes in the 

environment, they have also applied noise simulation and hand-crafted anomaly to augment 

the training video. The augmented videos will be treated as negative training samples and used 

to train the network. A noise loss function is also applied to guide the network to predict a low 

immediate semantic score and low dynamic variation score for the sample video that is 

augmented with noise simulation. Also, a pseudo location loss function is applied to guide the 

network to predict hand-crafted anomaly samples with lower scores compared to the maximum 

score from not hand-crafted anomaly samples. In summary, the whole loss function for the 

network is the aggregation of the margin loss for immediate semantic score and dynamic 

variation score, sparsity constraint, noise loss and pseudo location loss. 

The weakness of this proposed method is that they only have local information but ignored 

global temporal dependencies. 

 

2.1.4  Multiple Instance Self-Training Framework (MIST) 

[4] proposed a multiple instance self-training framework (MIST) that consists of multiple 

instances of pseudo label generator and self-guided attention-boosted feature encoder. Instead 

of using the video-level label to train the network, they proposed a Multiple instance pseudo 

label generator that produces clip-level pseudo label to train the network. While the self-guided 

attention boosted feature encoder that used a vanilla feature encoder, E a boosted feature 

encoder, ESGA is used to automatically extract the important region of the feature maps. Also, 

they used the combination of ranking loss with sparsity constraint and cross-entropy loss 

function as their proposed framework loss function. 

The first step they do in the training phase is the same as previous works, they extract the 

feature for video clips with C3D [6] / I3D [7] as vanilla feature encoder, E. Then they uniformly 

sample the video clips to several subsets, L. Instead of fixing the number of segments video 
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that proposed in previous work, they sample T clips for each subset L. In other words, they 

treat the temporal length as a hyperparameter to be tuned. After that, they feed the extracted 

features to a pseudo-label generator to predict the anomaly score for clips, t in each subset, l. 

Then, they perform average pooling for predicted instance-level anomaly scores in each subset 

to get the sub-bag score, Sl. The formula to perform average pooling is shown in Eq. 2.3. For 

all positive videos, they perform temporal smoothing with k neighbours sub-bag for the sub-

bag score and followed by min-max normalization to compute pseudo labels in a video. The 

formula to perform temporal smoothing and min-max normalization are shown in Eq. 2.4. and 

Eq. 2.5. Then, they combine the pseudo-labelled data with clip-level labelled data to train the 

proposed feature encoder, ESGA. The network architecture of the proposed multiple instance 

pseudo label generator is shown in Figure 2.7. 

                                                    (2.3) 

                                                    (2.4) 

                    (2.5) 

 

Figure 2.7  Network architecture of multiple instance pseudo label generator 

To train the feature encoder, they propose a self-guided attention module (SGA) that used 

vanilla feature encoder, E as boosted feature encoder, ESGA. Firstly, The 2 feature maps, Mb-4 

and Mb-5 that generated by 4th and 5th blocks of the vanilla feature encoder, will feed as input 

to the SGA. Three encoding units, called F1, F2 and F3 which are created by convolutional 

layers are included in SGA to encode the feature maps. Secondly, they encode Mb-4 with F1 

followed by F2 to generate an attention map, A. Thirdly, they perform element-wise 
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multiplication for the attention map, A and feature maps Mb-5  followed by addition with Mb-5  

to get the final attention features map, MA. The final attention features map, MA will feed to 

fully-connected layers, Hc with sigmoid activation to predict the final anomaly score for L1. On 

the other hand, they encode feature maps Mb-4  with F1 followed by F3 into M. Then, they 

perform channel-wise spatiotemporal average pooling for the normal and abnormal channel, K 

respectively and followed by the softmax activation function to get a guided anomaly score for 

the normal class and abnormal class, L2. The network architecture of SGA module is shown in 

figure 2.8. 

 

Figure 2.8 Network architecture of SGA module 

After the anomaly scores, L1 and L2 are obtained, they applied a ranking loss function with 

sparsity constraint on positive bags and a cross-entropy loss function to train the network. In 

their ranking loss function, they compared the anomaly score for the highest anomaly score 

from the positive bag and the highest anomaly score from the negative bag so that the network 

is always trained by a hard training sample. The ranking loss function is to train the network to 

predict the highest anomaly score from the positive bag having a greater anomaly score from 

the negative bag with a margin of ϵ. The ranking loss function is also included a sparsity 

constraint that included also in [1], [2] and [3]. The ranking loss function with sparsity 

constraint is shown in Eq. 2.6.  

                           (2.6) 

While for the cross entropy loss function, they applied the cross-entropy loss function for both 

predicted anomaly scores L1 and L2 with the pseudo labels for abnormal video and clip-level 

label for normal video so that the network can predict an anomaly score that is close to 1 for 

positive sample while predicting anomaly score that is close to 0 for negative sample. 
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Different from the methods proposed in [1], [2] and [3], they considered the important region 

feature of the spatial dimension. However, they still ignored the importance of the temporal 

relation feature. 

 

 

 

2.2 Limitations of Previous Studies 

Most of the previous studies for surveillance video anomaly detection do not model the local 

and global temporal dependencies while [2] modelling the local and global temporal 

dependencies with 2 separate branches. Also, none of the previous works has considered 

extending the contrastive regularization in the MIL framework to learn discriminative features.    
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Chapter 3 

Proposed Method 

Figure 3.1 shows the framework of our proposed network. The objective of the network is to 

identify abnormal segments in videos with only video-level annotation where segment-level 

annotations are not available. The training data is a sequence of T segment-level features with 

dimensions of Dg and 𝑦𝑖 ∈ {0, 1} is the corresponding video-level label to indicate whether 

there are any abnormal segments present in the video. The input features are the generic 

features extracted from a pre-trained 3D-CNN model called I3D [7].  

 The segment-level generic features are first input to the U-Net feature extractor to capture 

the local and global temporal dependencies among the segments in the video. The U-Net 

features which are enriched with temporal information are then passed to the anomaly classifier 

to predict segment-level anomalous scores Si ∈ ℝ𝑇  indicating how likely the segment is an 

abnormal segment. The anomaly classifier also outputs the specialized features 𝐹𝑖 ∈ ℝ𝑇×𝐷𝑓 

that is used to regularize the network through contrastive regularization.  

 Since the network is trained with a weakly supervised setup where only video-level 

annotations are provided, we select k number of segment score �̂� ∈ ℝ𝑘   and features �̂� ∈

ℝ𝑘×𝐷𝑓 based on the segment anomaly score to generate pseudo-labels. For positive videos, the 

features and anomaly scores of the top-k segments with the highest anomalous scores are 

selected as pseudo-positive samples and bottom-k segments as pseudo-negative samples. For 

negative videos, the top-k segments are selected as hard negative normal segments that the 

network has more difficulty correctly predict them since their anomaly score are high in the 

situation where they should ideally predict with a low anomaly score. The top-k anomaly scores 

from positive video and negative video �̂� = {�̂�𝑖
+, �̂�𝑖

−} are used to compute the binary cross 

entropy loss to train the model. While the pseudo-label features �̂� = {�̂�𝑖
+, �̂�𝑖

−} are used to 

perform contrastive regularization to reduce overfitting. 
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Figure 3.1 Proposed video anomaly detection with U-Net and Contrastive Regularization 

 

3.1  Modeling Local and Global Temporal Dependencies with U-Net 

Temporal dependencies have been shown to be critical to the performance of VAD models [2, 

29, 30, 31, 32]. Local temporal information captures immediate anomalous characteristics such 

as sudden movement, unusual human behaviour, and environmental changes while global 

temporal information provides the overall context that enables the network to distinguish 

between normal and abnormal scenes in the videos. Although [2] has proposed a method that 

models local and global temporal dependencies, the structures are considered separately and 

neglect the close relationship between them. Inspired by this, we proposed U-Net to capture 

both the local and global temporal dependencies in a single integrated structure.  

Although the U-Net is commonly used for image segmentation tasks like medical imaging 

[20], our research is the first to apply it to detect anomalous segments in videos. Figure 3.2 

shows the proposed U-Net adapted for VAD. The network receives a sequence of snippet-level 

features 𝑋𝑖 ∈ ℝ𝑇×𝐷𝑔 from the backbone network as input, and U-Net captures the temporal 

dependencies among the snippets to enhance the output features 𝑈𝑖 ∈ ℝ𝑇×𝐷𝑢. The network has 

an encoder and a decoder.  

The encoder network is responsible for learning both local and global temporal 

dependencies in the input sequence. Local dependencies are captured using 1-D convolutional 

operations. Stacking multiple convolutional operations enables the network to learn the global 
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context in a hierarchical manner. The encoder compresses the input features into a temporally 

condensed representation and captures local dependencies at the shallower layers and global 

dependencies at the deeper layers. Due to the fact that the receptive fields in a CNN are more 

localized at shallower layers and become gradually more global as the network goes deeper 

[28], the network is able to learn increasingly global information from local ones in previous 

layers. At the end of the encoding process, the output is a temporally compact representation 

with high semantic value and global temporal coverage. This encoding process has been 

demonstrated to be effective in removing noise and capturing common patterns that represent 

the training samples. 

In contrast, the decoder takes the encoded message from the encoder and restores it to 

segment-level features by combining the activation maps from deeper layers with those of the 

current layer to obtain a more refined representation, thereby combining both global and local 

information. To increase the temporal resolution from one layer to the next, transposed 

convolution is used. The up-sampled features are concatenated with the encoder output at the 

same height level and then passed to the decoder block for further feature extraction. Through 

this process, high-level global information is propagated through the layers back to the local 

segments. As a result, the segment-level features generated by the decoder network are infused 

with high-level local and global temporal information. 

The network height is fixed at 𝐿 = 4, and the temporal resolution 𝑇(𝑙) at each height level 

𝑙 ∈ {1, ⋯ , 𝐿} is halved from the previous level, following the formula 𝑇(𝑙)  =  
𝑇

2𝑙−1. In contrast 

to conventional U-Net architectures that increase the number of channels with height, our 

network uses a constant channel size of 𝐷𝑢 for all blocks. The network is designed with a 

residual block structure that consists of three 1-D convolutional layers with ReLU activation 

and has a skip connection to aid in training. The convolutional layers are set up to produce 

activation maps of a regular shape of 𝑇(𝑙) × 𝐷𝑢 within each block. The conventional U-Net 

[20] architecture increases the number of channels in the encoder and decreases it in the 

decoder. However, in our network, the number of channels is kept fixed to 𝐷𝑢 in all blocks. 

This is because our network receives high-level and high-dimensional features from the 

backbone network, unlike the low-level 3-dimensional features in the conventional U-Net. 

Also, doubling the channels leads to a huge network and overfitting, while adding a reduction 

layer results in information loss and lower performance. Therefore, fixing the number of 

channels to 𝐷𝑢 is found to be the best option for enriching the already high-level input features 

with temporal information. 
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Figure 3.2 Modeling local and global dependencies with U-Net 

 

3.2  Segment-level Anomaly Classification 

The anomaly classifier takes the output of the U-Net to predict the anomalous scores Si ∈

ℝ𝑇 for all T segments in the video. An Anomaly classifier is a simple 3-layered multi-layer 

perceptron (MLP) network. The first and second layers use ReLU activation functions and 

function as feature extractors, while the last layer uses a sigmoid activation function and 

functions as a binary classifier to generate anomalous scores for all 𝑇 segments in the video. 

The features extracted from the second layer 𝐹𝑖 ∈ ℝ𝑇×𝐷𝑓  are subjected to contrastive 

regularization to reduce overfitting. 
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3.3  Weakly Supervised Contrastive Regularization 

VAD systems face a high risk of overfitting due to the limited number of positive samples. 

To prevent this, regularization is necessary to enhance the model's ability to generalize. This 

study proposes a feature-based approach for regularization, where the model is trained to 

generate features that are robust and can distinguish between events of different types. 

In this work, we extend contrastive regularization [22] to a weakly supervised setting. In 

the weakly supervised setting, we only have access to video-level labels, where a video is 

labelled as positive if any of its segments is anomalous and negative if none of its segments is 

anomalous. To deal with the lack of segment-level labels, we use the segment-level anomaly 

scores generated by the anomaly classification head to generate pseudo-labels using the multi-

instance learning (MIL) framework. We extract the top-k segments with the highest anomaly 

scores as pseudo-positive samples and bottom-k segments as pseudo-negative samples from 

positive videos. For negative videos, only the top-k segments are selected as hard negative 

samples. We avoid selecting all segments from negative videos to prevent data imbalance. This 

approach helps to generate more robust features, making the model more generalizable and 

noise-tolerant, which is crucial for VAD since positive samples are scarce, making the model 

vulnerable to overfitting. After generating labels using the anomaly scores, the network can be 

trained through supervised learning. The multi-instance learning approach assumes that 

positive segments share common patterns, such as sudden movements, scene changes, or 

abnormal actions. When selected as pseudo-positive samples, these patterns update the network 

parameters coherently. Conversely, negative segments in different videos are dissimilar, with 

varying scenes and activities. If these segments are erroneously selected as pseudo-positive 

samples, they update the network in an incoherent manner. Over time, the network becomes 

better at identifying positive segments due to the coherent updates. 

Figure 3.3 shows how the contrastive regularization in a supervised setting [22] (left) is 

extended to our proposed weakly supervised setting (right). The contrastive regularization 

method enhances the network's generalization by producing distinctive features that distinguish 

normal features from abnormal ones. This is accomplished by setting up C centers for 2 classes 

which represent different kinds of normal and anomalous events. These centers are network 

parameters and will be learned through the training. Let 𝐻 = {𝐻+, 𝐻−} where 𝐻+ = {ℎ𝑖
+}𝑖=1

𝐶  

and 𝐻− = {ℎ𝑖
−}𝑖=1

𝐶  are the set of all positive and negative centers respectively, the proposed 

contrastive regularization loss is given by: 



Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    19 
 

𝑅𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡 (�̂�, 𝐻)  

=  λ (
1

|�̂�+|
∑ min

ℎ+∈𝐻+
‖𝑓+ − ℎ+‖2

2

𝑓+∈�̂�+

+
1

|�̂�−|
∑ min

ℎ−∈𝐻−
‖𝑓− − ℎ−‖2

2

𝑓−∈�̂�−

)

+ 𝛽
1

𝐶(𝐶 − 1)
∑ ∑ max (0, 𝑚 − ‖ℎ𝑖 − ℎ𝑗‖

2

2
)

ℎ𝑗∈𝐻,𝑗≠𝑖ℎ𝑖∈𝐻

 

Where 𝜆 is the compactness strength, 𝛽 is the separability strength, |•| is the cardinality of a set, 

and ‖•‖2
2 is the L2-norm. The first term is the intra-center compactness which minimizes the 

distance between the feature fi and its closest center in the same class ℎ𝑖. Both the pseudo-

positive and pseudo-negative segments from positive videos are pulled towards different types 

of class centers to enable distinguishing between abnormal and normal events within the same 

video.  

 The second term is the inter-class separability that enforces the network to separate all the 

centers. When the distance of any 2 centers is smaller than the margin value m, the inter-class 

separability will incur a cost. The inter-class separability promotes the learning of a more 

diverse set of features, where each feature represents a different type of anomaly or normal 

event. Furthermore, the network's classification decision can be associated with the events 

associated with the nearest class center, which enhances the explainability of the network. The 

learned centers play a crucial role in generalizing the different common patterns within each 

class and distinguishing the two classes. Therefore, when the network generates features that 

are close to these centers, it helps to reduce overfitting. 
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Figure 3.3 Supervised contrastive regularization [22] (left), aims to make samples close to 

the nearest centers of the same class with intra-class compactness and ensure all centers are 

well separated with inter-class separability. Proposed weakly supervised contrastive 

regularization (right) to handle weak video-level labels with pseudo-label. 

 

3.4  Loss Function 

With anomaly score for T segments 𝑆 =  {𝑆1, 𝑆2, . . . , 𝑆𝑇}, anomaly score for selected top-k 

segment �̂� = {�̂�𝑖
+, �̂�𝑖

−}, features of the pseudo-label segment �̂� = {�̂�𝑖
+, �̂�𝑖

−} and centers 𝐻 =

{𝐻+, 𝐻−}, the overall loss function of the network is defined as follows: 

𝐿𝑜𝑣𝑒𝑟𝑎𝑙𝑙 = 𝐿𝐵𝐶𝐸(�̂�) + 𝑅𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡(�̂�, 𝐻) + 𝛾 ∑ (𝑆𝑖 − 𝑆𝑖+1)2

(𝑇−1)

𝑖

+ 𝛼 ∑ 𝑆𝑖

𝑇

𝑖

 

Where 𝐿𝐵𝐶𝐸(�̂�) is the binary cross entropy loss which minimizes the data loss with selected 

top-k segment to train the VAD model. 𝑅𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡(�̂�, 𝐻) is the contrastive regularization to 

regulate the network and prevent overfitting. The third term is the temporal smoothness 

constraint that is used to force the model to predict a low difference in segment score compared 

to the neighbours’ segment score since the event in the real world is changed slowly. The fourth 

term is the sparsity constraint that used to force the model to predict only a few segments with 
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high segment scores since the anomaly event in the real world is often occurs in a short period. 

The 𝛾 and 𝛼 are the hyperparameters to adjust the strength of temporal smoothness and sparsity 

constraint. 

 

CHAPTER 4 Result 

 

4.1  Experiments and Evaluation 

UCF-Crime [1] is a large-scale dataset that consists of long untrimmed real-world weakly 

labelled surveillance video data. The duration of the sample included from 8 seconds to 9 hours. 

The dataset consists of 950 long untrimmed surveillance videos that captured the anomaly 

event and 950 normal videos. Besides, UCF-Crime have 290 video data with frame-level 

labels. 

Similar to previous studies on VAD [1,2,3,4,26,27], the performance of our proposed 

system is evaluated using the frame-level AUC metric, which quantifies the area under the 

ROC curve. A higher AUC indicates better performance. For AUC computation, the anomaly 

score at the segment level is extended to all frames within the segment. In addition to 

quantitative evaluation, we also provide qualitative results to assess the localization 

performance of our system and the impact of contrastive regularization. 

 

4.2  Implementation Details 

We applied data augmentation to the dataset. We do 10-crop augmentation for both training 

data and testing data. The cropped frame size is 210x280 pixels which is 87.5% of the original 

size. As with other weakly-supervised methods, for every 16-frame video clip, we used pre-

trained I3D [7] as a feature extractor to extract 1024D features followed by l2 normalization. 

For train data, we further equally divide the clips into 32 segments and average all 16-frame 

clip features within a segment to get the features for a segment. For short videos that have less 

than 32 clips, we insert some blank frames at the end of the video. In the end, the features of 

the train data are at the segment level with a uniform temporal resolution while the features of 

the test data are at the clip level with a varying temporal resolution. Each mini-batch included 

multiple 32 normal segments and 32 anomaly segments. With training and testing data ready, 

we build our proposed neural network and train the model. 

For the U-Net feature extractor, we set the number of channels Du to 1024 for all blocks. 

The number of neurons for each layer in the classification head is 512 units, 32 units and 1 

unit. We applied 70% dropout regularization [23] between the fully connected layers. ReLU 
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[21] activation is also used for the first and second layers while Sigmoid activation is used in 

the last fully connected layer to predict the score in the range from 0 to 1. With a learning rate 

of 0.0001, the model is trained using the Adam optimizer [24] with a weight decay of 0.01 and 

batch size of 64 for 500 epochs. As [1], we set the hyperparameter of temporal smoothness 𝛾 

and sparsity constraints 𝛼 to 0.0008. For the hyperparameter in the multicenter loss function, 

we set the number of centers per class C=16, λ = 0.2304, β = 0.00256 and m = 1.25. 

 

4.3  Results on UCF-Crime 

The comparison of AUC performance with other state-of-the-art methods on UCF-Crime 

[1] is shown in Table 4.1. We compared our proposed network to unsupervised methods [26,27] 

and weakly supervised methods [1,2,3,4]. Overall, the methods that use weakly supervised 

methods tend to perform much better than those using unsupervised methods. This suggests 

that having some form of supervisory labels, even if they are weak, it is crucial for achieving 

better results. 

Our proposed model’s AUC performance surpasses most of the SOTA methods with an 

AUC of 85.24% using the same I3D [7] features. Our proposed method outperforms MIL-

ranking [1] by 7.32%, RTFM [2] by 0.94% and MIST [4] by 7.32%. Among all the methods 

that were evaluated, HCE [3] achieved the highest AUC of 85.38%. However, the performance 

has come from its data augmentation method that included hand-crafted anomalies (HC) and 

noise simulation (NS) in their training dataset. Without the data augmentation method, the 

performance of HCE [3] drops to 84.44%. Therefore, our proposed method actually 

outperforms HCE [3] by 0.71% on the same training dataset. This is mainly due to the efficacy 

of U-Net that able to capture both local and global temporal information compared to the 

temporal modelling method in HCE [3] that mainly captures local temporal information. On 

the other hand, while RTFM can capture both types of dependencies, they are implemented in 

two independent structures and cannot effectively model the interaction between the two. In 

contrast, U-Net can model both types of dependencies more effectively, which results in better 

performance compared to other methods. 
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Table 4.1. Comparison of AUC performance with other state-of-the-art methods on UCF-
Crime. 

Supervision Method Feature AUC (%) 

 Sparsity-Combination [27] C3D RGB 65.51 

Unsupervised BODS [26] I3D RGB 68.26 

 GODS [26] I3D RGB 70.46 

 MIL-ranking [1] C3D RGB 75.41 

 MIST [4] C3D RGB 81.40 

 RTFM [2] C3D RGB 83.28 

Weakly supervised MIL-ranking [1] I3D RGB 77.92 

 MIST [4] I3D RGB 82.30 

 RTFM [2] I3D RGB 84.30 

 HCE [3] (original training dataset) I3D RGB 84.44 

 HCE [3] (with noise-augmented dataset) I3D RGB 85.38 

 Ours I3D RGB 85.24 

 

4.4  Comparative and Ablation Study 

We perform the ablation study as shown in Table 4.2 to evaluate the effectiveness of 

our proposed method. The baseline model represents the 3-layered MLP network from [1] that 

does not have any temporal modelling in the network. The second model is the network with 

the pyramid of dilated convolution (PDC) and transformer structure (TSA) from [2] that models 

the local and global temporal dependencies separately in 2 branches.  

Table 4.2. Ablation studies of our proposed method 

Baseline PDC+TSA [2] U-Net 
Contrastive 

Regularization  
AUC (%) 

✓    81.74 
✓ ✓   82.20 (+0.46) 
✓  ✓  83.43 (+1.23) 
✓  ✓ ✓ 85.24 (+1.81) 

 

The baseline model achieves the lowest AUC of 81.74% due to a lack of temporal modelling. 

When the baseline model is extended with PDC and TSA, the AUC improves to 82.20%. This 

show that the performance of VAD can be improved by learning temporal dependencies. 

However, the PDC+TSA approach only models local and global temporal dependencies 

independently, without considering their close relationship. The proposed U-Net feature 

extractor resolves this weakness by modelling both local and global temporal dependencies in 

a single structure. By extending the baseline network with the U-Net feature extractor, the AUC 

performance is boosted to 83.43%.  
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Next, we evaluate the effectiveness of contrastive regularization for VAD. The AUC 

performance was boosted to 85.24% when extending both the U-Net feature extractor and 

contrastive regularization to the baseline network. This shows that networks that learn to 

separate the feature are indeed more generalizable. 

4.5  Fine-tunning the model 

4.5.1  Number of Channels 

 In this section, we evaluate the impact of channel and filter size in the U-Net feature 

extractor and the number of centers in contrastive regularization. To study the impact of the 

channel sizes Du in U-Net, we evaluate the following channel sizes: 256, 512, 1024 and 2048. 

Different from traditional U-Net, in our design, all convolutional layers have the same channel 

size. Since the input to U-Net from the backbone network has a channel size of 1024, the first 

2 settings (Du = 256 and Du = 512) will shrink the channel size while the last setting (Du = 

2048) will expand the channel size.  

Table 4.3. Impact of convolutional channel size 

Channel Size, Du AUC (%) 

256 84.08 

512 84.85 

1024 85.24 

2048 83.78 

 

The model with the same channel size as the backbone network feature (Du = 1024) achieved 

the best AUC. The lower channel size settings (Du = 256 and Du = 512) having the lower AUC 

performance might be due to the loss of useful information when compressing the channel size. 

While the higher channel size setting (Du = 2048) also has a lower AUC performance because 

a bigger network having higher parameters needed to be tuned. Therefore, it is more difficult 

to optimize and easier to overfit without enough training samples. 

 

4.5.2  Filter Size 

 Next, we evaluate the impact of filter size in U-Net. The filter sizes of 3, 5 and 7 are 

evaluated. A suitable filter size is important so that the network can effectively capture the 

temporal dependencies information. As shown in Table 4.4, the model with filter size f = 5 has 

the best performance. A larger filter size f = 7 makes the network less sensitive to subtle local 

cues. A larger filter size also causes the network to have more parameters and therefore it is 

easier to overfit when the training samples are not sufficient. A smaller filter size f = 3 cannot 
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effectively capture longer-range temporal dependencies, especially at the current depth level 

due to its limited temporal range. 

Table 4.4. Impact of filter size in the residual block 

Filter Size, f AUC (%) 

3 83.44 

5 85.24 

7 83.84 

 

4.5.3  Number of Centers 

 In this section, we evaluate the impact of the number of centers in our proposed contrastive 

regularization method. The number of centers C in contrastive regularization signifies the 

number of representative events captured by the model. We evaluate C = 0, 2, 4, 8, 16 and 24. 

The contrastive regularization is disabled when C = 0. As shown in Table 4.5, the performance 

of the model improved when contrastive regularization is enabled (𝐶 ≥ 2). The performance 

of the model improved significantly by 2.1% to 85.24% with the number of centers C = 16. 

The performance does not have further improvement by further increasing the number of 

centers to 24 because the network is more difficult to train, and 16 centers are sufficient to 

explain the anomalies. 

Table 4.5. Impact of Number of Centers on UCF-Crime 

Number of Centers, C AUC (%) 

0 83.14 

2 84.01 

4 84.09 

8 84.01 

16 85.24 

24 84.89 

 

4.5.4  Distance metrics 

 In explore the best formula for contrastive regularization, we experiment and evaluate the 

contrastive regularization using different distance metrics. Specifically, the Euclidean distance 

and cosine similarity are used to measure the difference between feature-center and center-

center respectively. As shown in Table 4.6, the contrastive regularization with Euclidean 

distance outperforms the one with cosine similarity by 1.66%. This is because Euclidean 

distance measure also the magnitude of the vectors compared to cosine similarity only 

measures the angle between the vectors. 
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Table 4.6. Impact of Distance metrics in Contrastive Regularization 

Distance metrics AUC (%) 

Euclidean distance 85.24 

Cosine similarity 83.58 

4.6  Qualitative Analysis 

 In this section, we perform a qualitative analysis of the model. Figure 4.1 shows the 

graph of anomaly score versus frame number for several test videos by our model. The red 

colour region indicates the region where an anomaly event happened. Figure 4.1 (a) – (e) shows 

the result for 6 positive videos that contain anomalous segments such as arson, road accident, 

robbery, shooting and shoplifting. Figure 4.1 (f) shows a normal video without any anomaly 

event while (g) and (h) show 2 failure cases where (g) is a missed anomaly detection case and 

(h) is a false alarm case. In general, the anomaly scores produced by the network accurately 

correspond to the ground truth where high anomaly scores are generated for abnormal regions 

and low scores for normal regions. Figure 4.1 (f) shows that the network is able to correctly 

produce low anomaly scores for every frame of a normal video, indicating that it is accurately 

detecting normal regions. Figure 4.1 (g) shows that the network failed to detect a shop-lifting 

event, where a man was caught on camera putting a stolen watch into his pocket. The reason 

for the failure was due to the subtle nature of the action, as well as the fact that the stolen item 

was occluded, making it a challenging detection even for a human observer who is not paying 

close attention. Figure 4.1 (h) shows a false alarm where the network incorrectly identifies a 

group of people making contact with each other as a fighting event. 

 

Figure 4.1 Predicted anomaly scores for several test videos from UCF-Crime by our 

proposed method. 
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Figure 4.2 provides a more detailed analysis of two test videos that involve burglary and 

explosion events. The first video, titled "Burglary037" begins with an empty cashier counter 

shown in Frame 78. A man then enters and climbs over the counter in Frame 257. Then, he 

passes several stolen bottles of wine to his accomplice in Frame 796. The man then proceeds 

to ransack the cash register before leaving quickly in Frame 1815. Our proposed network 

accurately identifies the initial scene as normal and consistently produces higher anomaly 

scores after the appearance of the burglary. The model also predicts a lower anomaly score 

after the burglars left. The second video, titled "Explosion033," included two separate 

explosion events in a single video. The anomaly scores are lower for the scenes leading up to 

the two explosions at their respective locations (frames 499 and 1505) but become significantly 

higher when the explosions occur (frames 1075 and 2095). This demonstrates that the model 

can detect anomalous events within a frame, even though it was trained using video-level 

labels. 

 

Figure 4.2 Chronology of events and the corresponding predicted anomaly scores for 2 

UCF-Crime test videos. 
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4.7  Impact of Contrastive Regularization 

 To evaluate the effectiveness of contrastive regularization, we compare the distance 

between a segment feature f to its nearest normal center 𝐡− ∈ 𝐇− and its nearest anomaly 

center 𝐡+ ∈ 𝐇+. The relative distance is computed as follows: 

𝐷𝑖𝑠𝑡(𝐟, 𝐇)  =  min
𝐡−∈𝐇−

‖𝐟 −  𝐡−‖2
2  −  min

𝐡+∈𝐇+
‖𝐟 −  𝐡+‖2

2 

Figure 4.6 shows the relative distances of the segments in 8 different test videos. A negative 

value of relative distances indicated that f is closer to the center of normal activity than to the 

center of abnormal activity. Conversely, if the value relative distances are positive, it indicates 

that f is closer to the center of abnormal activity. The red colour region indicates the region 

where an anomaly event happened. Figure 4.6(a) – (e) shows 5 different test videos that contain 

anomalous events while figure 4.6(f) represents a test video that does not have any anomalous 

events. The embedding feature of the normal event, which is represented by the white region, 

is situated closer to the normal center (below the horizontal line). In contrast, the embedding 

feature of the anomalous event (red zone) is located closer to the anomaly center (above the 

horizontal line). This indicates that the features generated using contrastive regularization are 

more effective at distinguishing between the two event types and are well-aligned with the 

correct event category. Figure 4.3(g) – (h) shows 2 failure cases on a test video that contains 

an anomalous event and a test video that does not, respectively. For the former, the features 

generated are unable to accurately capture the subtle anomalous event. For the latter, the 

features generated indicate that normal actions are occasionally misidentified as abnormal due 

to the high level of activity in the scene. 

 

Figure 4.3 Relative distance between segments and the normal versus abnormal centers. 



Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    29 
 

4.8  Comparison of AUC performance with different category events on UCF-Crime 

 In this section, we evaluate our model’s performance for every different category event 

on UCF-Crime. Since the ground truth of normal video is all 0, it is not applicable to compute 

the AUC. Table 4.7 shows the AUC performance for different category events sorted by AUC. 

As shown in Table 4.7, there are a total of 13 categories of anomaly events are evaluated. In 

general, the lower the ratio of train video and test video (
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑖𝑛 𝑣𝑖𝑑𝑒𝑜

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑒𝑠𝑡 𝑣𝑖𝑑𝑒𝑜
), the lower the 

AUC performance due to the insufficient training sample. For anomaly cases that happened 

without humans appearing on the scene like arson, explosion and road accident, the model is 

only able to localize the anomaly event based on the understanding of the environment. 

Therefore, the model has difficulty localizing such anomaly cases because the background and 

environment in UCF-Crime are very different for each sample. While anomaly cases like abuse, 

vandalism, assault and fighting, the model is able to understand the event based on the 

understanding of human action. The more unique and distinct the body movements will have 

appeared for a particular anomaly case, the easier the model can understand and localize the 

anomaly event. 

  

Table 4.7. Comparison of AUC performance with different category events on UCF-Crime. 

Category AUC (%) Number of Test Video Number of Train Video 

Abuse 0.8767 2 48 

Vandalism 0.8560 5 45 

Assault 0.8311 3 47 

Fighting 0.8292 5 45 

Stealing 0.8038 5 95 

Robbery 0.7323 5 145 

Burglary 0.7293 13 87 

Shooting 0.7168 23 27 

Arrest 0.6837 5 45 

Shoplifting 0.6559 21 29 

Arson 0.5868 9 41 

Explosion 0.5015 21 29 

RoadAccidents 0.4865 23 127 
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CHAPTER 5  

Conclusion 

In conclusion, this study proposes the use of U-Net to effectively detect anomalous segments 

in a video by simultaneously capturing both local and global temporal information. Unlike 

previous methods that separately model these dependencies, U-Net learns global temporal 

dependencies in the encoder and propagates this information back to the local level in the 

decoder. To address overfitting, a weakly supervised contrastive regularization approach is 

introduced, which promotes discriminative and generalizable feature representations. For 

future work, it is interesting to explore how the encoder and self-attention mechanism in the 

transformer model can be integrated with our proposed method to further improve the 

performance of the model. 
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