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#### Abstract

The main issue with the below expectations in detecting purchasing intention is caused by the unbalanced data set and its overlapping class problem. To identify a sampling method that best improves the detection rate, this project performed four categories of sampling experiments, resulting in 2,011 experiments in total. To improve the detection results, a hybrid of undersampling and oversampling was applied to reduce and increase the size of the majority and minority classes of the unbalanced data set used in this project, respectively. Undersampling rates from $10 \%$ to $80 \%$, and oversampling rates from $10 \%$ to $90 \%$ are used in combinations to achieve effective detections for the class "Buy", which is the minority in the data set. Random undersampling and five variants of Synthetic Minority Oversampling Techniques (SMOTE): Standard SMOTE, ADASYN, ANS, Borderline SMOTE, and SVM SMOTE, were utilised on the data set. Then, the resulting data sets were crossvalidated and tested with five classifiers: Decision Tree, Logistic Regression, Naïve Bayes, Random Forest and SVM. The result indicated that applying Random Forest with the random undersampling rate of $80 \%$ and oversampling rate (ANS) of $80 \%$ yielded the best recall in detecting the majority and minority classes overall.
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## CHAPTER 1

## INTRODUCTION

### 1.1 General Introduction

Globally, the e-commerce market has made a total sale of 4.938 trillion in 2021, a $16 \%$ growth from the previous year's sales (Bernhardt, 2022). The e-commerce landscape is extremely competitive; it's a zero-sum game. The increasingly demanding customer base raises the entry barrier for new players to join the e-commerce arena. As for the existing major e-commerce companies, much capital is being injected to compete with other e-commerce rivals (Philips, 2016).

While most companies focus on building brand awareness, some companies compete by creating personalised e-commerce experiences so that the services or products accommodate the needs of users (Philips, 2016). This is where machine learning comes into place. Many companies invest in a salesperson-like behavioural prediction system. These systems collect and analyse users' behavioural data to extract the pattern of consumption/purchasing by users (Sakar et al., 2019).

However, their efforts do not equate to low conversion rates. The average ecommerce conversion rate was $1.75 \%$ in June 2022 (IRP Commerce, 2022). This is because of the prediction system's inability to effectively interpret user behaviours due to the rare class problem. The rare class problem occurs when the prediction system cannot effectively predict buyers with purchasing intention. Two core factors are causing the rare class problem: unbalanced data sets and overlapping problems. These two factors are common in the machine learning field as they significantly reduce the effectiveness of conventional machine learning algorithms. The first factor exists whenever there is an unequal distribution of the data training set. In this case, the data set consists of the majority of samples with low-purchase intention rather than the opposite. The second factor exists when the majority and minority samples overlap in the data space.

### 1.2 Importance of the Project

This project strives to benefit e-commerce companies by producing predictions with high accuracy when it comes to buyer intentions. With a more efficient machine learning model, there will be a high accuracy in identifying buyers with purchasing intentions. Therefore, more users can be converted into buyers by targeting personalised marketing strategies, such as targeted advertisements, discounts, personalised recommendations, and cart notifications. These will, in turn, make the return worth the price tag of the companies' investment.

This project also strives to contribute to the research field by helping researchers to compare the application of several oversampling techniques in solving the rare class problem. Other than contributing to the research field, this project also aspires to assist practitioners in deciding on variants of oversampling methods to apply, especially when dealing with user purchasing intention.

### 1.3 Problem Statement

### 1.3.1 Unbalanced Data Set Problem

Major e-commerce companies usually invest huge sums of money into machine learning for customer behaviour analysis, but the results are usually unsatisfactory. The main issue is that in the training data, the portion of low purchasing intention samples surpasses high purchasing intention samples. In this case, the samples with high purchasing intention are the minority class whereas the samples with low purchasing intention are the majority class. This, in turn, causes machine learning algorithms to favour the data samples with low purchasing intention, resulting in low accuracy for predicting data samples with high purchasing intention (Weiss, 2004). There are various methods to overcome this issue: algorithm-level, data-level, and ensemble classification (Kurniawan et al., 2020; Fernandez et al., 2018; Dongre and Snehlata, 2017; Sun et al., 2009). This project focuses on the data-level method, which is pre-processing the unbalanced data set before constructing classification models.

Data-level methods are further broken down into under-sampling, oversampling, and hybrid sampling (Kumar et al., 2021). Under-sampling reduces the number of majority instances, whereas oversampling generates and adds more
minority class instances to balance the data set. Under-sampling risks removing the majority of instances which are significant (Prachuabsupakij, 2015). Contrarily, oversampling increases the chance of overfitting. Hybrid sampling combines the oversampling of the minority instances and the under-sampling of the majority instances to balance the data set.

### 1.3.2 Overlapping Class Problem

The overlapping class issue complicates the process of machine learning. The issue arises when instances of multiple classes occupy the same region in the data space (Vuttipittayamongkol, Elyan, and Petrovski, 2021). Instances that overlap share similar feature values but belong to distinct classes (Figure 1.1). When a data set is unbalanced and overlapping, the decision boundary shifts towards the majority class (Vuttipittayamongkol, Elyan, \& Petrovski, 2021). Classifying minority groups is more difficult because separating rules are difficult to implement. This complicates the process of predicting target classes based on features that are extremely similar.


Figure 1.1: An unbalanced data set with an overlapping class problem. The red circles represent the majority class instances, whereas the blue rhombuses represent the minority class instances.

### 1.4 Aim and Objectives

This project aims to solve the rare class problem of an unbalanced and overlapped data set related to online buyers' purchasing intention.

The objectives of this project are:

- To identify the problems that cause the low detection rate for the online shoppers purchasing intention
- To identify sampling techniques that improve the detection rate for online shoppers purchasing intention


### 1.5 Proposed Solution

To tackle unbalanced data sets, it is most common to use resampling techniques specifically under-sampling, oversampling, and hybrid sampling. In this project, we focused on undersampling with Random Under Sampling (RUS), oversampling, specifically, five variants of the Synthetic Minority Oversampling Technique (SMOTE) and hybrid sampling. Over the years, scholars have presented many variants of SMOTE. Among the five variants of SMOTE used in this project are Standard SMOTE, Adaptive Synthetic Sampling (ADASYN), Adaptive neighbour synthetic sampling (ANS), B-SMOTE (B-SMOTE) and SVM-SMOTE. Hence, in this project, the effectiveness of five SMOTE variants in predicting purchasing intention using conventional machine learning algorithms was compared.

### 1.6 Research Approach



Figure 1.2: The flow of the proposed method.

The proposed research approach consists of six phases: Data Pre-processing, TrainTest Set Split, Data Sampling, Model Training and Cross-Validation, Model Testing and Model Evaluation. Data were pre-processed to transform data into a format so that it could be understood by the machine. Then the data set was applied with or without
the relevant sampling techniques as shown in Figure 1.2. The five classification algorithms: Decision Tree, Naïve Bayes, Support Vector Machines, Random Forest, and Logistic Regression were used to build a model. The sampled or non-sampled training set was fed to the models, and the models were trained and validated using the $k$-fold cross-validation method. The performance of the model was evaluated using the test set. The performance of the models was evaluated based on the following evaluation metrics: Accuracy, Recall, and F1 score.

### 1.7 Scope of the Project

This project focused on the unbalanced and overlapped data set that exists in the data set related to online buyers' purchasing intention. The project utilises RUS as the undersampling technique. The project covers five variants of SMOTE:

- Synthetic Minority Oversampling Technique (SMOTE)
- Adaptive Synthetic Sampling (ADASYN)
- Adaptive neighbour synthetic sampling (ANS)
- Borderline-SMOTE (B-SMOTE)
- SVM-SMOTE.

The project also aims to compare the performances of the classifiers with undersampling, oversampling, hybrid sampling or without any sampling.

- Decision Tree
- Naïve Bayes
- SVM
- Random Forest
- Logistic Regression

Python is the programming language for this project. This project uses a range of libraries and tools, including pandas, NumPy, Matplotlib, Scikit-learn, Imbalancedlearn, smote_variants and seaborn.

## CHAPTER 2

## LITERATURE REVIEW

### 2.1 Introduction

In many cases, the rare class in the data set often carries more information. Being the minority in the data set and without performing any balancing techniques, the minority class is often ignored. Examples of cases in which the rare class is essential are cancer detection, fraud detection, bankruptcy detection, etc. The presence of overlapping instances of different classes further complicates the data mining process. When both unbalanced and overlapping data problems are present in the data set, the decision boundary tends to favour the majority class and ignore the minority class.

## $2.2 \quad$ E-Commerce

E-commerce is the trading of goods or services on an internet vendor's website (Jain, Malviya and Arya, 2021). There are six types of business models in eCommerce: Business-to-Business (B2B), Business-to-Consumer (B2C), Consumer-to-Consumer (C2C), Consumer-to-Business (C2B), Business-to-Administration (B2A), Consumer-to-Administration (C2A). Huang et al. (2018) state that consumers are less likely to abandon their carts if they are satisfied with the choice process, even though they are hesitant at the point of checkout. Bell et al. (2020) explored the possible factors of cart abandonment categorized into motivational and emotional factors. The motivational factors mainly consist of the lack of primary motivation to buy, and the lack of external motivation, whereas emotional factors are customer irritation and disappointment, security fears, trust, and brand loyalty. Grouping and analysing components of user behaviour help to map buyers' intents. Customer journeys that span multiple sessions and sites over a long period consist of multiple intents map labels better to buyers' intents (Tsagkias et al., 2020).

The e-commerce industry has been steadily growing since it began, but the breakout of the pandemic accelerated it. Consumers who were already shopping online increased their spending, while some late adopters were prompted to learn how to shop online (Kim, 2020).

### 2.3 Rare Class Problem

The rare class simply indicates that the instances of that class occupy a much lesser composition in the data set compared to other classes. The recall and precision values for the minority class are significantly lower than the majority class. According to Weiss (2004), many practitioners have observed that the recall for the minority class is usually 0 , which means no classification rules are computed for the minority class. Weiss (2004) has identified a list of problems associated with rarity, including inappropriate evaluation metrics, absolute rarity, relative rarity, data fragmentation, inappropriate inductive bias, and noise. In an unbalanced data set, instances of the minority class have a higher tendency to be misclassified since they are often ignored by the model (Sun et al., 2009). The rare class problem has garnered wide attention from scholars mainly due to it being a prominent issue in important data sets across domains and the inadequacy of many popular algorithms to overcome it (Sun et al., 2009). Research related to rare class problems usually surrounds three aspects: 1 . The nature of the rare class problem, 2 . The possible strategies to overcome the rare class problem as well as 3 . The best evaluation metrics for the performance of the model.

### 2.3.1 Nature of the Problem

Studies have presented that unbalanced data sets are not the only issue influencing the performance of models. Among other factors are small sample size, class separability, and within-class concepts. Weiss and Provost (2003) have shown that balanced data sets tend to perform better than unbalanced data sets. However, to what degree of the unbalanced data set does it take to affect the performance of classification algorithms is yet to be determined. As for sample size, according to Japkowicz and Stephen (2002), the larger the data set, the more information on the minority class can be obtained. This will be especially helpful in distinguishing the instances between the two target classes. Though an unbalanced data set may influence the performance of models, that is not always the case when there is class overlapping in some feature space at different levels (Prati, Batista \& Monard, 2004). Unbalanced class and class overlapping tend to occur together as misclassification usually occurs near the class boundaries where the overlap of classes happens (Kotsiantis et al., 2005). Within-class unbalance worsens the performance in two aspects, it increases the learning concept complexity, and it is usually implicit (Sun et al., 2009).

### 2.3.2 Possible strategies to overcome the rare class problem

The discussion of strategies covers two categories: the machine learning algorithm and the pre-processing techniques, where oversampling will be discussed in depth in the upcoming sections. According to Sun et al. (2009), SVM is reported to be less impacted by the unbalance data set problem. In contrast, Akbani, Kwek and Jakowicz (2004) and Wu \& Chang (2003) find out otherwise. The authors mentioned that when the skewness of the unbalance data set is too extreme, SVM can be ineffective in determining the class boundary. Most research on unbalanced data set problems focuses on the decision tree algorithm, C4.5 (Sun et al., 2009).

Relying on the standard machine learning algorithms is insufficient to overcome the unbalanced data set problem. To improve the performance of the algorithms, rebalancing of the data set needs to be done, and there are several techniques to achieve this. In general, these techniques are known as resampling techniques and are categorised into two classifications, basic sampling methods, and advanced sampling methods. Under-sampling and oversampling are examples of the basic sampling method. Advanced sampling methods, on the other hand, may combine under-sampling and oversampling or apply intelligence to the basic methods. Oversampling will be further discussed in the next section.

### 2.4 Random Undersampling

Random Undersampling randomly eliminates data instances from the majority class in a data set based on a predefined undersampling rate. Due to its simplicity, random undersampling is a popular undersampling technique. Most often, researchers opt for Random Undersampling of the majority data instances to mitigate the class unbalance problem, reduce computational costs, and reduce training time. The undersampling rate may be increased to a point to achieve the desired class distribution. Zuech et al. (2021) investigated the correlation between classification performance in detecting web attacks and the application of eight random undersampling ratios and seven distinct classifiers. Four ensemble classifiers-Random Forest, CatBoost (CB), Light Gradient Boosted Machine (LightGBM), and XGBoost—generated better AUC scores when random undersampling was applied. Hasanin et al. (2019) compared the effects of six different data-level sampling techniques: Random Undersampling, Random

Oversampling, Standard SMOTE, SMOTE-borderline1, SMOTE-borderline2 and ADASYN on the class unbalance problem in Big Data. The authors concluded that RUS is the best data-level sampler among the six sampling techniques because classifiers with the highest AUC and GM were generated when RUS was used in the SlowlorisBig case study. Xiao et al. (2021) investigated the effect of resampling methods and classification models on credit-scoring issues involving an unbalanced data set. According to the authors, there was no statistically significant difference in TPR, F-measure, G-mean and AUC scores between using RUS versus SMOTE + ENN at the $95 \%$ confidence level. Tantithamthavorn et al. (2020) investigated the effect of data-sampling methods on the efficacy of defect prediction models. RUS enhances Recall by the greatest margin among the five compared sampling techniques: Random Oversampling (ROS), Random Undersampling (RUS), SMOTE, and the Bootstrap Random Oversampling Examples Technique (ROSE).

However, RUS has a fatal flaw in removing crucial data from the data set (Shamsudin et al., 2020; Devi et al., 2020). RUS is incapable of selecting a data point according to its significance (Xiao et al., 2021). Consequently, this may exacerbate the classification procedure, as the decision boundary between the minority and majority classes may become ambiguous. As a result, researchers favour oversampling over undersampling most of the time (Ali et al., 2019). Koziarski (2021) contrasted the efficacy of RUS and Combined Synthetic Oversampling and Undersampling Technique (CSMOUTE) on unbalanced binary data sets from the KEEL repository. Combining SMOTE and SMUTE, the proposed CSMOUTE method is a hybrid sampling technique. In terms of the F-measure, CSMOUTE outperformed RUS statistically.

### 2.4.1 Advantage of Combining RUS with Oversampling Techniques

Shamsudin et al. (2020) analysed the effect of combining RUS with five oversampling techniques (SMOTE, ADASYN, Borderline, SVM-SMOTE, and ROS) on a data set of fraudulent credit card transactions using the Random Forest classifier. The study's findings indicate that applying Random Forest combined oversampling techniques and RUS enhances the Precision, Recall, and F1-score compared to using RUS or oversampling techniques alone. For handling highly unbalanced data classes in Big

Data, Johnson and Khoshgoftaar (2020) suggest the ROS-RUS hybrid sampling method. The authors compared the effects of ROS, RUS, and the hybrid ROS-RUS with Deep Learning on data with a significant unbalance. Based on the AUC scores obtained, the hybrid ROS-RUS performed as good as or better than ROS or RUS individually in their investigation. Mahadevan and Arock (2020) enhanced ensemble learning by combining RUS and SMOTE in a hybrid sampling technique. The hybrid sampling technique proposed managed to avoid introducing bias and losing crucial information from the majority class. Compared to the other models, the suggested approach attained the highest G-mean, F1-score, and ROC_AUC scores. Lee and Kim (2020) compared the impact of data sampling on the prediction of nuclear receptor toxicity. The results of the study indicate that hybrid sampling (RUS + ROS) enhanced the Accuracy, ROC-AUC score, and Recall of the SCFP model in comparison to when sampling techniques were not utilised.

### 2.5 Oversampling Techniques

Oversampling is the technique where synthetic data of the minority class is created to reduce the skewness of unbalance of the data set. The most basic oversampling technique is random oversampling. In random oversampling, no heuristics are applied. This makes them simple to implement and fast in executing, hence desirable in huge and complex data sets. To perform random oversampling, instances of the minority class are randomly chosen with replacement, duplicated, and added to the training set. However, a trade-off is the model is likely to overfit since all instances of the minority class are replicated as it is (Peng et al., 2019; Chawla et al., 2002). The random sampling results in a substantial bias towards the majority class, whereas the effect of bias is less evident in SMOTE (Mahadevan and Arock, 2020).

### 2.5.1 SMOTE

In SMOTE, the minority class is oversampled by obtaining samples from the minority class and generating synthetic instances along the line of its k-nearest neighbours (Chawla et al., 2002). To generate the synthetic samples, a number between 0 and 1 is multiplied by the difference between the feature vector and its adjacent neighbour. Consequently, a random point along the line between the two features is chosen (Figure 2.1). In the end, the region within the decision boundary
of the minority class turns more general. Compared to random oversampling, SMOTE mitigates the overfitting problem since this technique generates new samples instead of duplicating existing ones (Kotsiantis et al., 2005). SMOTE establishes a correlation between a selected number of instances, but not between variables (Mahadevan and Arock, 2020). The newly generated synthetic instances influence the classifying algorithm to establish a larger and more general decision region rather than smaller and more specific decision regions. The classifying algorithm can generalize better since minority class instances have occupied more general regions. Koziarski (2020) stated that SMOTE does not account for the distribution of the majority instances, causing newly generated minority instances to overlap with the cluster of majority instances. The SMOTE algorithm has the algorithmic complexity of O(nlogn)fe. Arafat et al. (2019) stated that SMOTE performs better in most data sets than ensemble classifiers.

|  |  |
| :---: | :---: |
| $\begin{aligned} & \text { Function SMOTE } \\ & \begin{array}{ll} 2 & \text { if } \mathrm{N}<100 \end{array} \end{aligned}$ |  |
| 3 | then Randomise the T minority class samples |
| 4 | $T \leftarrow(N / 100) * T$ |
| 5 | $N \leftarrow 100$ |
| 6 | end |
| 7 | $N \leftarrow(\mathrm{~N} / 100)$ |
| 8 | $\mathrm{k} \leftarrow$ Number of nearest neighbors |
| 9 | nummattrs $\leftarrow$ number of attributes |
| 10 | Sample[][]: array for original minority class samples |
| 12 | newindex $\leftarrow 0$ |
| 12 | Synthetic[ ][ ]: array for synthetic samples |
| 13 | for $\mathrm{i} \leftarrow 1$ to T |
| 14 | knn_array $\leftarrow$ indices of k nearest neighbours of i |
| 15 | Populate( $\mathrm{N}, \mathrm{i}$, knn_array) |
| 16 | end |
| 17 | Function Populate(N, i, knn_array) |
| 18 | while $\mathrm{N} \neq 0$ |
| 19 | $\mathrm{nn} \leftarrow$ random number between 1 to k |
| 20 | for $\operatorname{attr} \leftarrow 1$ to numattrs |
| 21 | dif $\leftarrow$ Sample[nnarray[nn]][attr] - Sample[i][attr] |
| 22 | gap $\leftarrow$ random number between 0 and 1 |
| 23 | Synthetic[newindex][attr] ¢Sample[i][attr] + gap * |
|  | dif |
| 24 | end |
| 25 | newindex $+=1$ |
| 26 | $\mathrm{N} \leftarrow \mathrm{N}-1$ |
| 27 | end |
| 28 | return |

Algorithm 2.1: The algorithm of Synthetic Minority Oversampling Technique (SMOTE) (Chawla, 2002; Sridhar and Sanagavarapu, 2021).


Figure 2.1: The Generation of Synthetic Instances using SMOTE.

### 2.5.2 ADASYN

Adaptive Synthetic Sampling (ADASYN) focuses on generating instances for minority instances that are more difficult to learn rather than those that are easier to learn. Based on the density distribution, $\hat{\mathrm{r}}$, ADASYN automatically determines the number of synthetic instances required for each minority class. R is the measurement of the distribution of weights for each minority class instance based on their degree of difficulty in learning. In addition to balancing the data distribution, ADASYN also forces the machine learning algorithm to learn difficult-to-learn samples by adaptively shifting the decision boundary to emphasise those samples (He et al., 2008). The ADASYN algorithm has the algorithmic complexity of $O$ (nlogn). ADASYN approach shares similarities SMOTEBoost and DataBoost-IM except for the way the distribution function is updated. To update the distribution function, SMOTEBoost and DataBoost-IM use the evaluation of hypothesis performance, whereas ADSYN adaptively updates the distribution function according to the data distribution characteristics. As a result, ADASYN shows better efficiency than SMOTEBoost and DataBoost-IM since no hypothesis evaluation is required for generating synthetic instances (He et al., 2008).

```
Function ADASYN
\(2 \quad \mathrm{~N} \leftarrow\) Amount of oversampling
\(3 \quad \mathrm{G} \leftarrow(\) Smax \(/\) Smin \() * \mathrm{~N}\)
\(4 \quad \mathrm{k} \leftarrow\) Number of nearest neighbors
5 Sample[][]: array for original minority class samples
6 newindex \(\leftarrow 0\)
7 Synthetic [ ][ ]: array for synthetic samples
\(8 \quad\) for \(\mathrm{i} \longleftarrow 0\) to Smin
\(9 \quad\) k_array \(\leftarrow\) Find \(k\) nearest neighbours of i
\(10 \quad \mathrm{Hi} \leftarrow\) Number of Majority class instances in k_array
\(12 \quad\) ri \(\leftarrow \mathrm{Hi} / \mathrm{k}\)
\(12 \quad \hat{\mathrm{r}} \neg \frac{r_{i}}{\sum_{i=1}^{S_{\text {min }}} r_{i}}\)
\(13 \quad\) gi \(\leftarrow \hat{\mathrm{r}} \mathrm{I} \times \mathrm{G}\)
14
15
16
17
18
end
19 return
```

Algorithm 2.2: The algorithm of Adaptive Synthetic Sampling (ADASYN)
(Sridhar and Sanagavarapu, 2021).

### 2.5.3 B-SMOTE

Borderline-SMOTE (B-SMOTE) focuses on minority instances on the borderline and nearby since there is a higher possibility of misclassifying them than those away from the borderline (Han et al., 2005); hence, making them more significant for classification. B-SMOTE first identifies the instances of the minority class along the border between the majority and minority classes. New instances are then generated from the identified minority class instances and appended to the original training set. The B-SMOTE algorithm has an algorithmic complexity of $O\left(n^{2}\right)$.

Based on the Figure 2.2, B-SMOTE only emphasises oversampling the borderline samples and their nearby instances.


Figure 2.2: Illustration of generating borderline synthetic instances. (a) The borderline minority instances are indicated by circles highlighted by red squares. (b)

The borderline synthetic minority instances are indicated by the blue squares.

| 1 | Function BorderlineSMOTE |
| :---: | :---: |
| 2 | $\mathrm{N} \leftarrow$ Amount of oversampling |
| 3 | $\mathrm{k} \leftarrow$ Number of nearest neighbors |
| 4 | danger [][]: array for minority class samples near/on borderline |
| 5 | for $\mathrm{i} \leftarrow$ Minority Class Instances |
| 6 | k _array $\leftarrow$ Find k nearest neighbours of i |
| 7 | $\mathrm{H}_{i} \leftarrow$ Number of Majority class instances in k _array |
| 8 | if $\mathrm{H}_{\mathrm{i}}=\mathrm{k}$ OR $0<=\mathrm{H}_{\mathrm{i}}<\mathrm{k} / 2$ |
| 9 | continue |
| 10 | else if $k / 2<=\mathrm{H}_{i}<k$ |
| 11 | danger.add(i) |
| 12 | end |
| 13 | end |
| 14 | for $j \leftarrow$ danger |
| 15 | $k \_$array $\leftarrow$ Find k nearest neighbours of j |
| 16 | Populate( $N$, j, k_array) |
| 17 | end |
| 18 | return |

Algorithm 2.3: The algorithm of B-SMOTE (Sridhar and Sanagavarapu, 2021).

### 2.5.4 ANS

The two objectives of Adaptive neighbour synthetic sampling (ANS) are first, to override the relying upon the value of K which is by default, 5 in SMOTE and second, to preserve the significance of minority outcasts without generating
synthetic instances. ANS first identifies and excludes the minority outcasts in the data set by using the C-nearest neighbour algorithm (Siriseriwan and Sinapiromsaran, 2017). The minority instances are identified as minority outcasts when all of their C-nearest neighbours are negative. The identified minority outcasts are isolated from the set while the rest of the minority instances are used in generating synthetic instances by using the SMOTE algorithm. For each minority instance, the longest distance between the two nearest neighbours is taken as the radius. Using this radius value, the number of minority instances within the circumference of this radius value is taken as the K value for each minority instance. SMOTE is later performed based on the K value determined, which varies for each minority instance. Regions with a higher density of the minority instances will have a more scattered distribution of the synthetic instances, whereas regions with a higher density of the majority class will have lesser synthetic instances generated (Siriseriwan and Sinapiromsaran, 2017). The minority outliers are later included in a set of majority instances as a sub-data set and build a 1-nearest neighbour model. A small positive region is generated around each outlier, causing any undetermined instances that occur within this region to be classified as members of the minority class regardless of the trained classifier's output.

| 1 | $t \leftarrow 1 ;$ |
| :---: | :---: |
| 2 | $($ Pused, $O C, E)=$ OutcastExtraction $(D, P, C)$ |
| 3 | $\varepsilon \leftarrow \operatorname{maxE}$ |
| 4 | for $p_{i}$ in Pused |
| 5 | $N p_{i} \leftarrow\left\{p_{j}\right.$ in Pused $\left.\mid \mathrm{d}\left(p_{i}, p_{j}\right)<\varepsilon\right\}$ |
| 6 | end |
| 7 | while t < the roundup value of $\|N\|\|\mid$ Pused $\|$ do |
| 8 | for $p_{i}$ Pused |
| 9 | Randomly select $n p_{i}$ from $\mathrm{Np}_{i}$ |
| 10 | $g a p \leftarrow$ a random number between 0 and 1 |
| 11 | $p^{\prime} \leftarrow p_{i}+g a p \times\left(n p_{i}-p_{i}\right)$ |
| 12 | Add $p$ ' into $S$. |
| 13 | end |
| 14 | $t+=1$ |
| 15 | end |
| 16 | Function OutcastExtraction( $D, P, C$ ) |
| 17 | $C \_m a x \leftarrow 0.25 *\|D\|$ |
| 18 | Perform C_max-nearest neighbour of $P$ in $D$ |
| 19 | $f p_{i} \leftarrow$ first positive nearest neighbour of $p_{i}$ in $P$ as |
| 20 | out_border $_{i} \leftarrow$ number of negative neighbours of $p_{i}$ with smaller radius than $\mathrm{d}\left(f p_{i}, p_{i}\right)$ |
| 21 | for $c \leftarrow 1$ to $C_{-}$max |
| 22 | for $p_{i}$ in $P$ |
| 23 | if out_border ${ }_{\text {i }}>\mathrm{c}$ |
| 24 | $p_{i}$ is the outcast for this $c$ |
| 25 | end |
| 26 | end |
| 27 | $n_{-} o c_{c} \leftarrow$ the number of outcast in this $c$ |
| 28 | if $\left\|n_{-} o c_{c}-n_{-} o c_{c-1}\right\|=0$, set $C=c$ |
| 29 | end |
| 30 | $\mathrm{OC} \leftarrow\left\{\mathrm{p}_{\mathrm{i}}\right.$ in $\mathrm{P} \mid$ out_border $\left.{ }_{1}>\mathrm{C}\right\}$ |
| 31 | Pused $\leftarrow\left\{\mathrm{p}_{\mathrm{i}}\right.$ in $\mathrm{P} \mid$ out_border $\left.{ }_{i}<\mathrm{C}\right\}$ |
| 32 | $\mathcal{E}_{i}$ in $E_{\text {Pused }} \leftarrow$ the distance between $p_{i}$ in Pused and its nearest positive neighbour |
| 33 | return $\left\{\right.$ Pused, $\left., O C, E_{\text {Pused }}\right\}$ |

Algorithm 2.4: The algorithm of Adaptive neighbour synthetic sampling (ANS)
(Siriseriwan and Sinapiromsaran, 2017).

### 2.5.5 SVM-SMOTE

SVM-SMOTE focuses on generating synthetic minority instances along the decision boundary. (Wang, 2008) has proven that emphasising minority instances along the borderline results in better performance compared to sampling the entire minority class. SVM-SMOTE uses a standard SVMs classifier to approximate the decision boundary between the majority and the minority classes using support vectors. New instances are then randomly generated along the support vectors joining the minority class instances with their neighbours using either interpolation or extrapolation based on the density of the majority instances around the chosen instance. New instances will be generated with the extrapolation technique if the number of majority instances is not more than half of its nearest neighbours to extend the minority class region towards the majority class (Nguyen et al., 2011). However, similar to SMOTE, if the number of majority class instances counts from more than half of its nearest neighbours, the boundary area of the minority class will be merged, except new instances are generated in order of first to the $\mathrm{k}^{\text {th }}$ nearest neighbour instead of randomizing (Nguyen et al., 2011). The algorithmic complexity of SVMSMOTE is $\mathrm{O}(\mathrm{n} 2)$.

| 1 | Function SVM-SMOTE |
| :---: | :---: |
| 2 | $\mathrm{N} \leftarrow$ Amount of oversampling |
| 3 | $\mathrm{k} \leftarrow$ Number of nearest neighbours |
| 4 | danger[][]: array for minority class samples near/on borderline |
| 5 | Synthetic[ ][]: array for synthetic samples |
| 6 | $p \leftarrow \operatorname{random}(0,1)$ |
| 7 |  |
| 8 | for $\mathrm{i} \leftarrow 0$ to len(sv) |
| 9 | k _array $\leftarrow$ Find k nearest neighbours of sv[i] |
| 10 | $\mathrm{H}_{i} \leftarrow$ Number of Majority class instances in k_array |
| 11 | if $0<=\mathrm{H}_{i}<k / 2$ |
| 12 | for $\mathrm{j} \leftarrow 0$ to amount [i] |
| 13 | Synthetic[i] $\leftarrow \mathrm{sv}[\mathrm{i}]+\mathrm{p} \times(\mathrm{sv}[\mathrm{i}]-\mathrm{ksvarr}[\mathrm{i}][\mathrm{j}])$ |
| 14 | end |
| 15 | else if $k / 2<=\mathrm{H}_{i}<k$ |
| 16 | for $\mathrm{j} \leftarrow 0$ to amount [i] |
| 17 | Synthetic[i] $\leftarrow \mathrm{sv}[\mathrm{i}]+\mathrm{p} \times(\operatorname{ksvarr}[\mathrm{i}][\mathrm{j}])-\mathrm{sv}[\mathrm{i}])$ |
| 18 | end |
| 19 | end |
| 20 | end |
| 21 | return |

Algorithm 2.5: The algorithm of SVM-SMOTE (Sridhar and Sanagavarapu, 2021).

### 2.5.6 Summary of SMOTE variants

All SMOTE variants are "ordinary" sampling except for ADASYN. "Ordinary" sampling refers to the implementation of the same sampling method in SMOTE where all instances along the line connecting the minority instances to their neighbours belong to the minority class. ADASYN, B-SMOTE and SVM-SMOTE methods share the similarity of implementing the process of identifying minority instances on and along the borderline and generating new instances near them. Both ADASYN and SVM-SMOTE use a supervised classifier in their algorithm. Out of five SMOTE variants, only ANS is a density-based technique.

Table 2.1: Comparison of SMOTE variants (Kovács, 2019).

|  | Density <br> based | Ordinary <br> sampling | Borderline | Uses <br> classifier |
| :--- | :--- | :--- | :--- | :--- |
| SMOTE |  | x |  |  |
| ADASYN |  |  | x | x |
| B-SMOTE |  | x | x |  |
| ANS | x | x | x |  |
| SVM- <br> SMOTE |  |  |  |  |

### 2.6 Classification algorithm

### 2.6.1 Decision Tree

The Decision Tree is a popular classifier used in vast fields of study. A decision tree generates rules which are used to classify the tuples. The decision tree has a treelike shape. Each node of a decision tree is the test against a rule, each branch is the result of the test, and each leaf is the target class (Figure 2.3). Each path originating from the root to the leaf represents the classification rules. The deeper the tree branches, the less general the decisions made by the classifier. When the rules become more complex, the fitter the model is.


Figure 2.3: Illustration of the Decision Tree logic.

### 2.6.2 Naïve Bayes

The Naïve Bayes classifier applies the Bayes' theorem to classify tuples. Bayes' Theorem is a formula to calculate the conditional probability of an event occurring provided that another event has occurred. This classifier assumes that each feature contributes equally to the outcome and is independent of the others. The prediction of a class is determined by the probability of the function value corresponding to that class. It calculates the prior probability of each instance feature. The posterior probability for each class is then calculated. Finally, the outcome of the prediction is the class with the highest posterior probability. This classifier is extremely fast compared to more complex algorithms. Below are the equations for Naïve Bayes classification:

$$
\begin{gather*}
p\left(y \mid x_{1}, \ldots, x_{n}\right) \\
p(y \mid x)=\frac{p(y) p(x \mid y)}{p(x)}  \tag{2.2}\\
p(y)=p(y) \prod_{i=1}^{n} p\left(x_{1} \mid y\right) \tag{2.3}
\end{gather*}
$$

where
$\mathrm{y}=$ the class label
$x=$ the features
$\mathrm{n}=$ the number of features

### 2.6.3 SVM

The support vector machine (SVM) is a form of deep-learning algorithm that groups data instances by mapping them to a high-dimensional feature space. The objective of SVM is to draw a hyperplane that can distinctively distinguish instances of different classes. New instances are predicted to belong to which side of the hyperplane they should be. SVM finds the instances closest to the line and maximizes the margin between the support vectors and the line. When the margin is maximum, then the optimum hyperplane has been found (Figure 2.4).


Figure 2.4: The support vector machine mechanism.

### 2.6.4 Random Forest

As an ensemble learning method, random forest is built from multiple decision trees trained with the bagging method. The method is made up of multiple decision trees built on the same data set. In the random forest model, decision trees run in parallel without interacting with each other (Figure 2.5). The random forest classifier produces a decision based on majority votes by the decision trees. Hence, the random forest classifier tends to generate better results and is a complex model.


Figure 2.5: The mechanism of the random forest classifier.

### 2.6.5 Logistic Regression

Based on a set of independent variables, a logistic regression classifier predicts the probability of a binary outcome. Logistic regression shows the correlation between the binary class label and the features which can be nominal, ordinal or ratio. This classifier assesses the correlation between the class label and one or more features by approximating the probability using a logistic function.


Figure 2.6: The logistic regression curve.

$$
\begin{gather*}
\text { logistics }(p)=\frac{1}{1+e^{-p}}  \tag{2.4}\\
p=\beta_{0}+\beta_{1} x_{1}+\cdots+\beta_{i} x_{i}  \tag{2.5}\\
L\left(\beta_{0}, \beta\right)=\prod_{i=1}^{n} p\left(x_{1}\right)^{y}\left(1-p\left(x_{1}\right)^{1-y}\right) \tag{2.6}
\end{gather*}
$$

where
logistics $(p)=$ an output between 0 and 1 (probability estimate)
$\mathrm{p}=$ input to the function (formula prediction)
$\mathrm{e}=$ base of natural log
$\mathrm{L}=$ likelihood function for logistic regression

### 2.6.6 Summary of Classification Algorithms

Table 2.2 below summarises the strategy, advantages, and limitations of the five classification algorithms used in this project. The table is self-explanatory.

Table 2.2: Comparison between classification algorithms.

| Classification Algorithm | Strategy | Advantage | Limitations |
| :---: | :---: | :---: | :---: |
| Decision Tree | Classify instances by testing against rules | Requires minimal feature transformation. | Performs <br> poorly on unbalanced data sets. |
| Naïve Bayes | Predicts based on Bayes' theorem | Fast and highly scalable. | The assumption of dependency makes it unrealistic. <br> Features in data sets are not completely independent of each other. |
| Support <br> Vector <br> Machine | Generates an optimal hyperplane with maximum margin | Works well on high dimension data sets. | Does $\quad$ not  <br> perform well <br> when data set  <br> is noisy. Not <br> suitable for  <br> large data  <br> sets.  |
| Random Forest | Classify based on majority votes of | Better classification result compared | Large number of trees slows |


|  | decision trees <br> in the forest | to simpler <br> algorithms. | down the <br> algorithm. |
| :--- | :--- | :--- | :--- |
| Logistic <br> Regression | By estimating <br> the <br> probability <br> using a <br> logistic <br> function | Has <br> variance. <br> (Akkaya and <br> Çolakoğlu, <br> 2019) | Does not <br> perform well <br> when <br> correlated <br> attributes are <br> present. <br> (Akkaya and <br> Çolakoğlu, <br> 2019) |

### 2.7 Related Work

Many researchers were involved in the research of predicting online shoppers' purchasing intention. This section discusses previous relevant studies working on predicting online shoppers' purchasing intention. The following studies are based on the Online Shoppers Purchasing Intention data set from Sakar et al. (2018).

Yap \& Khor (2022) applied all three categories of sampling methods, SMOTE for oversampling, random under-sampling, and hybrid sampling to the data set. The authors oversampled from $10 \%$ to $150 \%$ of the minority class, under-sampled $10 \%$ to $80 \%$ of the majority class, and applied the same rates for hybrid sampling. Before applying sampling techniques, the authors compared six classification algorithms: KNearest Neighbour (KNN), C4.5, Support Vector Machine (SVM), Sequential Minimal Optimization (SMO), Naïve Bayes (NB), and Multilayer Perceptron (MLP). The result shows that the C4.5 algorithm performed with the highest accuracy of 89.6\%. However, the NB algorithm (67.6\%) has shown a True Positive Rate (TPR) higher than C 4.5 ( $58.7 \%$ ). After applying sampling methods, the highest accuracy was given by the combination of hybrid sampling and the C 4.5 algorithm of $87.0 \%$ where the TPR is $84.2 \%$ and TNR is $87.5 \%$. Yap \& Khor (2022) concluded that performing hybrid sampling gave a better result than SMOTE and under-sampling techniques.

Sakar et al. (2019) compared Random Forest (RF) with C4.5, Support Vector Machine (SVM), and Multilayer Perceptron (MLP) with and without applying the random oversampling technique. MLP showed the highest accuracy of $87.24 \%$ and an F1 score of 0.86 followed by RBF SVM with an accuracy of $84.88 \%$ and an F1 score of 0.82 . Overall, the F1 score has increased by $49 \%$ on average after applying the oversampling technique.

Baati and Mohsil (2020) focused on comparing Naïve Bayes (NB), C4.5, and random forest classifiers for the prediction before and after applying the oversampling SMOTE technique. In contrast to the work done by Sakar et al. (2019), the authors selectively used features related to session and user information only. Among the features used are day, operating systems, browser, region, traffic, visitor, weekend, month, and revenue, which are all categorical features except for day. Hence, the author discretized day into five discrete levels to homogenize it as a categorical feature as well. Random forest with oversampling obtained the highest accuracy of $86.78 \%$ and an F1-score of 0.60.

Prayogo and Karimah (2021) propose using information gain and correlation feature selection to identify the most significant features and ADASYN as the resampling technique along with random forest as the classifier. Based on the feature selection approach, five features that are highly correlated with the class labels: Page value, Exit rate, Bounce rate, Product related, Product related duration, are selected. In Prayogo and Karimah (2021), the random forest classifier with ADASYN performs better than without ADASYN in the aspect of its accuracy, precision, recall and F1score. The performance achieved with the proposed approach is an accuracy of $93.78 \%$.

Kek et al. (2021) use z-score standardization to scale the data to result in a mean of 0 and a standard deviation of 1 . The authors applied three classifiers to the data set in the study: Logistic Regression, Support Vector Machine and Decision Tree. The authors then choose the best-performing classifier by using the ensemble method. The oversampling technique applied by the authors is SMOTE, where 10,422 synthetic minority instances are generated to balance the data set. The top 10 most important features are ordered by calculating the F-score using the XGBoost model. Among the
top 10 selected features are PageValues, Nov, OperatingSystems, VisitorType, TrafficType, Administrative, Region, ProductRelated_Duration, ProductRelated and Weekend. Random forest outperformed the other ensemble methods achieving an accuracy of $94.3 \%$.

Muda et al. (2020) applied SMOTE to overcome the issue of unbalanced data sets. The authors performed a Chi-square test for feature selection. The bestperforming model in Muda et al. (2020) is the random forest classifier paired with a 5fold cross-validation where the accuracy is $88.35 \%$ and the AUC value is $80.04 \%$.

Obiedat (2020) compared three classifiers: multilayer perceptron (MLP), decision tree and random forest; and five oversampling techniques: SMOTE, ADASYN, SMOTE-Borderline, SVM-SMOTE and SMOTE-NC. Among the three classifiers, the random forest classifier had the highest performance in accuracy, precision and F 1 -score, with $89.1 \%, 69 \%$ and $60.7 \%$. The author also states that the most optimal oversampling percentage was $466.26 \%$ as it gave the highest F1-score. SMOTE-NC produced the best result for the positive class (91.5\%), whereas SVMSMOTE gave the best result for the negative class (92.3\%).

Aside from the online purchase intention data set, some authors used other ecommerce data sets to study the unbalanced distribution of data as well. Esmeli et al. (2021) trained five machine learning models, Decision Tree (DT), Random Forests (RF), Bagging, K-Nearest Neighbour (KNN) and Naive Bayes (NB) on the YooChoose RecSys data set in their study. Comparing under-sampling and SMOTE as the sampling method, the best performance is achieved by applying the undersampling technique with the decision tree classifier where the AUC value is $97.08 \%$. Mokryn et al. (2019) studied using two data sets, the primary one being the YooChoose RecSys data set and the Zalando data set as the secondary data set. To overcome the unbalanced data set problem in each data set, the authors applied the SMOTE technique. Four classifiers were compared: logistic regression, bagging, NBTree and XGBoost. In general, for both data sets, the bagging classifier performed better than the other three classifiers. The authors also stated that applying SMOTE to the data sets provided significant improvements in the results compared to under-sampling
techniques. Geene (2020) uses the Tooso fashion clickstream data set, which consists of 203,958 user sessions with only $4.21 \%$ being of the positive class. The author applied random oversampling and random under-sampling with different sampling ratios: $0.1,0.25,0.5,0.75$, and 1.0 . The author compared five models: Naïve Bayes, Markov chain, gradient boosted machine, autoencoder and Long Short-Term Model. Overall, the LSTM model performed the best when the oversampling ratio was 0.1 where the F1 score achieved was $62.9 \%$, accuracy was $96.2 \%$ and the AUC value was 86.4\%.

Numerous authors have concluded that the sampling methods contributed to overcoming the unbalanced data set problem, as evidenced by the enhanced evaluation metrics. Therefore, sampling methods are utilised together with classification algorithms in this project as a solution to the unbalanced data set problem that exists in the online purchase intention data set.

Table 2.3: Comparison Between Related Works.

| No | $\begin{aligned} & \text { Author } \\ & \text { (Year) } \end{aligned}$ | Title | Sampling <br> Technique | Data Set | Result / <br> Findings | Research methods/ variables |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | Yap and Khor $(2022)$ | Utilising Sampling Methods to Improve the Prediction on Customers' Buying Intention | - SMOTE <br> - Random <br> under- <br> sampling <br> - Hybrid <br> sampling | UCI <br> Online <br> shoppers' <br> purchasin <br> g <br> intention <br> data set <br> 12,330 <br> instances <br> (84.5\% <br> negative <br> class, <br> 15.5\% | Hybrid Sampling shows the best performance among all three sampling methods (oversampli ng, undersampli ng and | Classificatio <br> n <br> Algorithms: <br> K-Nearest <br> Neighbour <br> (KNN), <br> Naïve Bayes <br> (NB), C4.5, <br> Support <br> Vector <br> Machine <br> (SVM), <br> Sequential |


|  |  |  |  | positive class) | hybrid sampling). <br> C4.5 <br> algorithm <br> showed the highest accuracy compared to the other six algorithms. <br> Hybrid <br> sampling <br> consumes less <br> computation <br> al cost <br> compared to <br> MLP. | Minimal Optimization (SMO) and Multilayer Perceptron (MLP) <br> Validation: <br> 10-fold crossvalidation |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2. | Prayog $o$ and Karima h <br> (2021) | Feature <br> Selection <br> and <br> Adaptive <br> Synthetic <br> Sampling <br> Approach <br> for <br> Optimizing <br> Online <br> Shopper <br> Purchase | ADASYN | UCI <br> Online <br> shoppers' <br> purchasin <br> g <br> intention <br> data set <br> 12,330 <br> instances <br> (84.5\% <br> negative <br> class, <br> $15.5 \%$ | Best <br> Performanc e: <br> ADASYN + <br> Random <br> Forest <br> Accuracy: <br> 93.27\% <br> Weighted <br> Average <br> Precision: <br> 93.3\% <br> Weighted | Classifier: <br> Random <br> Forest |


|  |  | Intent <br> Prediction |  | positive <br> class) | Average <br> Recall: <br> 93.3\% <br> Weighted <br> Average F1- <br> score: $93.3 \%$ <br> Improveme <br> nt with <br> ADASYN: <br> Accuracy: <br> $+2.906 \%$ <br> Weighted <br> Average <br> Precision: <br> $+3.5 \%$ <br> Weighted <br> Average <br> Recall: <br> $+2.9 \%$ <br> Weighted <br> Average F1- <br> score: <br> +3.3\% |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3. | Kek et al. (2021) | Compariso ns Of Data Mining Classificati on <br> Algorithms <br> For <br> Customers' <br> Shopping | SMOTE | UCI <br> Online <br> shoppers' <br> purchasin <br> g <br> intention <br> data set <br> 12,330 <br> instances | Best <br> Performanc <br> e: <br> Random <br> Forest <br> Specificity: <br> 0.936 <br> Accuracy: <br> 0.943 | Classificatio <br> n <br> Algorithms: <br> Decision <br> Tree, SVM, <br> Logistic <br> Regression, <br> Random <br> Forest |


|  |  | Intention In <br> E- <br> Commerce |  | (84.5\% <br> negative <br> class, <br> 15.5\% <br> positive <br> class) | Precision: 0 . <br> 938 <br> Recall: <br> 0.950 <br> F1:0.944 <br> Receiver <br> Operating <br> Characteristi <br> c Curve: <br> 0.943 | Other preprocessing techniques: z-score normalization <br> Validation: <br> 5-fold crossvalidation |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4. | Muda et al. (2020) | Prediction of Online Shopper's Purchasing Intention Using Binary Logistic Regression, Decision Tree, and Random Forest | SMOTE | UCI <br> Online <br> shoppers' <br> purchasin <br> g <br> intention <br> data set <br> 12,330 <br> instances <br> (84.5\% <br> negative <br> class, <br> 15.5\% <br> positive <br> class) | Best <br> Performanc <br> e: <br> Random <br> forest <br> Cross- <br> validation: <br> 5-fold <br> Accuracy: <br> 88.35\% <br> AUC: <br> 80.04\% | Classificatio <br> n <br> Algorithms: <br> Decision <br> Tree, Logistic <br> Regression, <br> Random <br> Forest <br> Other preprocessing techniques: <br> Chi-square test, <br> Multicollinea rity test <br> Validation: <br> 5-fold crossvalidation, 10-fold crossvalidation |


| 5. | Baati <br> and <br> Mohsil <br> (2020) | Real-Time <br> Prediction <br> of Online <br> Shoppers' <br> Purchasing <br> Intention <br> Using <br> Random <br> Forest | SMOTE | UCI <br> Online shoppers' purchasin g intention data set 12,330 instances (84.5\% negative class, 15.5\% positive class) | - Random forest with oversamplin g obtained the highest accuracy of $86.78 \%$ and F1 score of 0.60 . <br> - The implementat ion of oversamplin g technique significantly increased the accuracy of Random Forest by <br> $3.14 \%$ and <br> F1 score by <br> 0.50 | Classificatio <br> n <br> Algorithms: <br> Naïve Bayes <br> Classifier(NB <br> C), Random <br> Forest(RF) <br> with CART, <br> and C4.5 <br> Sampling <br> method: <br> oversampling <br> - SMOTE <br> Other pre- <br> processing <br> techniques: <br> Feature <br> selection |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6. | $\begin{aligned} & \text { Obieda } \\ & \text { t } \\ & (2020) \end{aligned}$ | A <br> Comparativ <br> e Study of <br> Different <br> Data <br> Mining <br> Algorithms <br> with <br> Different <br> Oversampli | - SMOTE <br> - ADASYN <br> - B-SMOTE <br> - SVM- <br> SMOTE <br> - SMOTE- <br> NC | UCI <br> Online <br> shoppers' <br> purchasin <br> g <br> intention <br> data set <br> 12,330 <br> instances <br> (84.5\% | Best <br> classifier: <br> Random <br> Forest <br> Accuracy: <br> 89.1\% <br> F1 score: <br> 60.7\% <br> Precision: <br> 69\% | Classificatio <br> n <br> Algorithms: <br> Decision <br> Tree, <br> Multilayer <br> Perceptron, <br> Random <br> Forest |


|  |  | ng <br> Techniques in Predicting Online Shopper <br> Behaviour |  | negative <br> class, <br> 15.5\% <br> positive <br> class) | Best oversampli ng technique: SVMSMOTE with Random Forest F-measure: 92.3\% |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 7. | $\begin{aligned} & \text { Geene } \\ & (2020) \end{aligned}$ | The Effects of an Imbalanced Dataset on Online Customer Intent Prediction | - Random Oversampli ng <br> - Random <br> Undersampl ing | Tooso fashion clickstrea m data set | Best <br> Performanc <br> e: <br> LSTM with Oversamplin g ratio of 0.1 F1: 0.629 <br> Accuracy: <br> 0.962 <br> AUC: 0.864 | Classificatio <br> n <br> Algorithms: <br> Naïve Bayes, <br> Markov <br> Chain, <br> Gradient <br> Boosted <br> Machine, <br> Long Short- <br> Term Model |
| 8. | Esmeli et al. (2020) | Towards early purchase intention prediction in online session based retailing systems | - SMOTE <br> - Random <br> Undersampling | YooChoo <br> se <br> RecSys <br> data set | Best <br> performanc <br> e: <br> Decision <br> Tree with <br> Undersampling <br> AUC: <br> 97.08\% | Classificatio <br> n <br> Algorithms: <br> Naïve Bayes, <br> Random <br> Forest, <br> Bagging, <br> Decision <br> Tree, K- |


|  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |


|  |  |  |  |  | interest <br> improves the <br> success rate <br> of the <br> system |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |  |
|  |  |  |  | •MLP <br> showed <br> highest |  |
|  |  |  |  | accuracy of <br> $87.24 \%$ and |  |

### 2.8 Evaluation Metrics

Guo et al. (2017) highlighted that accuracy might be biased towards the majority class. This may lead to the Accuracy Paradox, where accuracy has a high value but other metrics have low values (Sridhar and Sanagavarapu, 2021). AUC, G-mean, and F1score are often used as evaluation metrics for comparing and selecting models (Guo et al., 2017; Kotsiantis et al., 2005). Since AUC, G-mean, and F1-score take class distribution into account, hence it is not biased against the minority class (Guo et al., 2017; Kotsiantis et al., 2005).

To measure and analyse the performance of each classification algorithm paired with different SMOTE techniques, six basic model evaluation indicators are proposed: accuracy A, precision P, recall R, F1-score, ROC curve and AUC value.

|  | Predicted: <br> True | Predicted: <br> False |
| :--- | :--- | :--- |
| Actual: <br> True | True Positive (TP) | False Negative (FN) |
| Actual: <br> False | False Positive (FP) | True Negative (TN) |

Figure 2.7: A confusion matrix for positive and negative instances.
(1) Accuracy, A is the proportion of instances that are correctly classified by the classifier:

$$
\begin{equation*}
A=\frac{T P+T N}{T P+F P+F N+T N} \tag{2.7}
\end{equation*}
$$

(2) Recall, R is the proportion of positive instances that are correctly classified:

$$
\begin{equation*}
R=\frac{T P}{T P+F N} \tag{2.8}
\end{equation*}
$$

(3) F1-score represents the harmonic mean between the precision and recall of the classifier:

$$
\begin{equation*}
F_{1}=2 \cdot \frac{\text { Precision } \bullet \text { Recall }}{\text { Precision }+ \text { Recall }} \tag{2.9}
\end{equation*}
$$

### 2.9 Data Set Overview

In this study, the data set used is the Online Shoppers Purchasing Intention data set from Sakar et al. (2018). This data set contains 12,330 instances, of which $84.5 \%$ of the instances belong to the negative class and $15.5 \%$ are from the positive class. The target class in this data set is the binary attribute "Revenue", where the values are either "True" or "False". The unbalanced distribution of instances is shown in Figure 2.8.

Revenue


Figure 2.8: The pie chart of the proportion of true and false instances in the target class, Revenue.

There are 18 attributes in the data set consisting of ten numerical and eight categorical attributes. One significant analysis is the number of successful transactions made per month is the highest in November.


Figure 2.9: Bar graph of the number of successful transactions per month.

Another point worth noting is the number of successful transactions surges outstandingly on special days.


Figure 2.10: The bar graph shows the number of successful transactions when a special day is near.

Returning visitors have a higher tendency to be shoppers with low purchasing intent than new visitors.


Figure 2.11: Bar graph of the number of successful and failed transactions for each type of visitor.

Table 2.4: The Numerical Features of Online Purchasing Intention Data Set by Sakar et al. (2019)

| Administrative | The number of unique page categories visited by the visitor <br> during the session. |
| :--- | :--- |
| Administrative <br> Duration | Represent the total duration spent in each of these page <br> categories. |
| Informational | Number of pages visited by the visitor regarding the <br> purchasing site's Web site, communication, and address <br> information. |
| Informational <br> Duration | Total quantity of time (in seconds) spent on informative pages <br> by visitors. |
| Product Related | Quantity of pages visited by a visitor related to a product |
| Product Related <br> Duration | Total time (in seconds) spent on product-related pages by a <br> visitor. |
| Bounce rate | Average bounce rate value of the visitor's frequented pages |
| Exit rate | Average exit rate value of the visitor's visited pages |
| Page value | Average page value of the pages that a visitor views |
| Special day | The proximity of the site visit to a memorable day |

Table 2.5: The Categorical Features of Online Purchasing Intention Data Set by Sakar et al. (2019)

| OperatingSystems | Operating system of the visitor |
| :--- | :--- |
| Browser | Browser used by the visitor |
| Region | Geographic region from which the visitor <br> initiated the session. |
| TrafficType | The traffic source that led the visitor to the <br> website (e.g., banner, SMS, direct). |
| VisitorType | Visitor type as 'New Visitor,"' "Returning <br> Visitor,'" and ''Other"" |
| Weekend | Weekend value signifying whether the visit <br> date is a weekend. |
| Month | Month value of the visit date |
| Revenue | Class label signifying whether a transaction <br> was completed during the visit. |

## CHAPTER 3

## METHODOLOGY

### 3.1 Introduction

This section consists of the workflow summary, the detailed workflow and the research tools used.


Figure 3.1: The workflow of the project.

### 3.2 Summary of Workflow

The project executed the following steps: data pre-processing, trainset and test set splitting, data sampling on the train set, model training and cross-validation on the train set, model testing on the test set and model evaluation.

### 3.3 Detailed Workflow

### 3.3.1 Data Pre-processing

Since this data set does not contain any null values, data cleaning is not required. However, there are two issues to be overcome: the existence of nominal features in the data set and the influence of the scale of variables on the models.

The first issue is caused by two nominal features in the data set: "Month" and "VisitorType". This issue is addressed by applying one hot encoder to transform the features: "Month" and "VisitorType" into the numerical format. One hot encoder is applied instead of a label encoder because the features are not ordinal. In the following code snippet, firstly, "Month" and "VisitorType" were transformed into indicator variables and added to the data frame. The nominal "Month" and "VisitorType" were later dropped from the data frame.

```
df_ohe1 = pd.get_dummies(df[['Month']])
df = df.join(df_ohe1)
df_ohe2 = pd.get_dummies(df[['VisitorType']])
df = df.join(df_ohe2)
df = df.drop(['Month','VisitorType'], axis=1)
df = df.reset_index(drop=True)
```

Two boolean data type columns "Weekend" and "Revenue" were converted into integers.

```
df['Weekend'] = df['Weekend'].astype(int)
df['Revenue'].astype(int)
```

The second issue, the influence of the scale of variables on the models, might create a bias in models. To address the second issue, a normalisation method Min-Max scaling, was applied to the data set. By applying Min-Max scaling, all features in the data set were transformed to within the range of $[0,1]$. With a normalised scale for all features, the tendency of bias caused by the scale of variables is prevented.

In the code snippet below, the features in the training set and test set were normalised with a MinMaxScaler separately.

```
X_train_minmax = []
from sklearn import preprocessing
min_max_scaler = preprocessing.MinMaxScaler()
for i in range \((0,10)\) :
    X_train_minmax.append(min_max_scaler.fit_transform(X_samp[i]))
X_test_minmax = min_max_scaler.fit_transform(X_test)
```


### 3.3.2 Train-Test Splitting

To standardise the training set and test set, train-test-split was performed on the data set, and the train set and test set were exported into two separate CSV files. This way, the size of the majority and minority classes in the training set and test set were the same for every experiment.

Firstly, a train-test-split was performed with a test size of $0.20 .80 \%$ of the data was used for training, while the remaining $20 \%$ was reserved for testing.

```
from sklearn.model_selection import train_test_split
X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.20,
random_state=42)
```

Then, the training set data frame was created by merging the training features (X_train) and the training target column (y_train). The data frame was later exported into a CSV file to be used in the model training phase.

```
train_df= X_train.merge(y_train.to_frame(), left_index=True,right_index=True)
train_df.to_csv('train_df.csv', index=False)
```

Similarly, the test set data frame was created by merging the test features (X_test) and the testing target column (y_test) and was later exported into a CSV file to be used in the model testing phase.

```
test_df= X_test.merge(y_test.to_frame(), left_index=True,right_index=True)
test_df.to_csv('test_df.csv', index=False)
```


### 3.3.3 Sampling Methods

Four categories of experiments were carried out in this project. The four categories of experiments were differentiated by whether the training set had been applied without any sampling, with undersampling only, with oversampling only or with hybrid sampling.


Figure 3.2: The category of experiments performed.

The first category of experiments was carried out on the training set without applying sampling methods.

In the second category of the experiments where only undersampling is applied to the training set. Random undersampling was applied to the training set by applying undersampling rates from $10 \%$ to $80 \%$ by an increment of $10 \%$.

The third category was carried out with only oversampling applied to the training set. Five variants of SMOTE: (i) Standard SMOTE, (ii) ADASYN, (iii) ANS, (iv) B-SMOTE and (v) SVM-SMOTE, were applied to training sets separately. Each variant of SMOTE was applied to the training set with oversampling rates from $10 \%$ to $90 \%$ by an increment of $10 \%$.

The fourth category was carried out by applying the hybrid sampling method to the training set. In this method, a hybrid of undersampling and oversampling was applied to reduce and increase the size of the majority and minority classes of the unbalanced data set used in this project. Undersampling rates from $10 \%$ to $80 \%$ and oversampling rates from $10 \%$ to $90 \%$ were used in combinations on the training set.

Prior to oversampling, undersampling is performed by using a data mining tool Waikato Environment for Knowledge Analysis (WEKA). The count of majority instances was calculated according to the undersampling ratio and used as the input to undersample the majority instances using the "SpreadSubsample" function in WEKA. The undersampled data sets were exported as CSV files to be used in the later phases.


Figure 3.3: Proportion of data classes before applying undersampling.


Figure 3.4: Demonstration of undersampling using WEKA's "SpreadSubsample"
function.


Figure 3.5: Proportion of data classes after applying $10 \%$ undersampling.

The following code snippet demonstrates the application of oversampling technique. In this example, Standard SMOTE was applied to produce nine arrays of training data oversampled at the rate from $0 \%$ to $90 \%$, with an increment of $10 \%$. Note that only Standard SMOTE, ADASYN, ANS, and Borderline_SMOTE used are from the smote_variants library.

```
for i in range (1,10):
    ratio =0.1 * (i*0.2486)
    print(ratio)
    oversampler_list.append(sv.SMOTE(proportion=ratio))
    xi,yi= oversampler_list[i-1].sample(X_array, y_array)
    X_samp.append(xi)
    y_samp.append(yi)
```

SVM-SMOTE used is from Imbalanced-learn's oversampling library. The data set was oversampled by applying SVM-SMOTE to produce nine arrays of training data at the rate from $0 \%$ to $90 \%$, with an increment of $10 \%$.

```
for i in range (1,10):
    ratio = 0.1 * (((i-1)*0.199)+2.186)
    print(ratio)
    oversampler_list.append(os.SVMSMOTE(sampling_strategy=ratio))
    xi,yi= oversampler_list[i-1].fit_resample(X_array, y_array)
    X_samp.append(xi)
    y_samp.append(yi)
```


### 3.3.4 Model Training and Cross-Validation

After applying the sampling methods, the processed training set was passed to a classifier. Five classifiers: Decision Tree, Naïve Bayes, Logistic Regression, Random Forest and SVM, were included in this project. The formation of experiments with the classifiers and sampling methods is explained by category.

The training sets of the first category, without applying sampling methods, was fed into five classifiers respectively. As a result, five sets of experiments were formed and prepared for model testing and evaluation. Same as the first category, the training sets for the second category, which contains eight undersampling rates: $10 \%, 20 \%$, $30 \%, 40 \%, 50 \%, 60 \%, 70 \%$, and $80 \%$, were fed into the five classifiers separately. This resulted in 40 experiments being formed. The training sets for the third category, with nine sampling rates for each of the five SMOTE variants, was fed into the five
classifiers. As a result, 225 more experiments were formed. The training sets of the fourth category, applying undersampling rates from $10 \%$ to $80 \%$ and oversampling rates from $10 \%$ to $90 \%$, were fed into the five classifiers. These combinations resulted in 1,745 experiments formed. 55 experiments were not performed when the undersampling rate is $70 \%$ and oversampling rate is above $60 \%$ as well as when the undersampling rate is $80 \%$ and the oversampling rate is above $10 \%$ when SVMSMOTE is applied. This is due to the fact that SVM-SMOTE is from a different library and is unable to generate synthetic instances when the proportion of majority instances is minimal.


Figure 3.6: Combination of Classifier and SMOTE variants formed.

Combining all categories of experiments formed above, the total number of experiments constructed was 2,011 .

The code snippet below demonstrates the process of fitting the nine arrays of oversampled training set into the Decision Tree classifier. A for loop is used to loop through the training set of different oversampling ratios.

```
from sklearn.tree import DecisionTreeClassifier
tree_model = []
for i in range (0,10):
    tree_model.append(DecisionTreeClassifier(random_state=42))
    tree_model[i].fit(X_train_minmax[i],y_samp[i])
```



Figure 3.7: The illustration of the splitting of the data set.

In this project, to validate the model, k -fold cross-validation is chosen. The training sets and classifiers formed for the experiments above were used in k -fold cross-validation. Since positive instances are rare in this data set, 5 -fold crossvalidation is selected to ensure that each portion of data still contains a relatively significant proportion of the positive instances.

In the code snippet below, cross-validation was performed on the Decision Tree model with nine arrays of oversampled training sets. The result of the crossvalidation was displayed based on the oversampling rate.

```
for i in range \((0,10)\) :
    print("lnOversample "+ str(i) +"0\% Result:")
    decision_tree_result = cross_validation(tree_model[i], X_train_minmax[i],
y_samp[i], 5)
    print(decision_tree_result)
```


### 3.3.4 Model Testing and Evaluation

After fitting the models in each experiment, the test set is inputted into the models to test the models' detection rate.

Model testing was performed by looping through the array of Decision Tree models which were fitted to different oversampling ratios.

```
y_pred = []
for \(i\) in range \((0,10)\) :
    y_pred.append(tree_model[i].predict(X_test_minmax))
```

After performing model testing, the detection rates of models in each experiment were evaluated. The detection rate was evaluated based on several metrics, including accuracy, recall, and F1-score.

The performance metrics were generated by looping through the prediction results of the model. The following code snippets demonstrate the process of generating and displaying the performance metrics.
i. Accuracy

```
from sklearn.metrics import accuracy_score
for i in range (0,10):
    print('Model '+ str(i) +'0% oversampling accuracy score:
{0:0.4f}'.format(accuracy_score(y_test, y_pred[i])))
```

ii. TPR / R1/ Minority Recall

```
def calc_recall (TP, FN)
    recall = TP / float(TP + FN)
    return recall
for i in range (0,10):
    print(str(i)+"0% oversampling",'Recall or Sensitivity :
{0:0.4f}'.format(calc_recall(matrix[i][0],matrix[i][3])))
```

iii. TNR / R0 / Majority Recall

```
def calc_recall (TF, FP):
    recall = TF / float(TF + FP)
```

```
return recall
for i in range (0,10):
    print('{0:0.4f}'.format(calc_recall(matrix[i][1],matrix[i][2])))
```

iv. F1-score

```
def calc_f1 (TP, FP, FN):
    fl = 2 * (TP / float(TP + FN) * TP / float(TP + FP) / float(TP / float(TP + FP) +
TP / float(TP + FN)))
    return f1
for i in range (0,10):
    print(str(i+1)+"0% oversampling",'f1 score :
{0:0.4f}'.format(calc_f1(matrix[i][0], matrix[i][2], matrix[i][3])))
```


### 3.4 Evaluation Metrics

The recall was used as the metric on the majority and minority classes of the data set for choosing the best-performing classifier and the right combination of hybrid sampling. Besides recall, accuracy and F1 were also used if a tie in the recall occurred. The undersampling technique applied in this project was Random Undersampling. On the other hand, the oversampling techniques used in this project were Standard SMOTE, ADASYN, ANS, B-SMOTE and SVM-SMOTE. The non-sampling, undersampling and oversampling and hybrid sampling results are described in Section 4.1, Section 4.2 and Section 4.3, and Section 4.4, respectively.

The best Classifier + Hybrid Sampling was chosen based on the following criteria. Firstly, the majority recall is compared among each Classifier + Hybrid Sampling at different undersampling and oversampling rates. Those with a recall below 0.80 for minority classes are filtered out unless none has a recall of at least 0.80 . If that is the case, the consecutive highest recall shall be considered. Secondly, when there is a tie comparing the recall for the minority class, then the next criterion is to look at the recall for the majority class. Same for the majority class, Classifier + Hybrid Sampling with a recall lower than 0.80 are filtered unless no better options are left.

Thirdly, if a tie persists, then accuracy is taken into account to break the balance; the Classifier + Hybrid Sampling with a higher accuracy shall be selected. In the end, if the accuracy criterion does not break the tie, the F1 score shall be used to select the best Classifier + Hybrid Sampling.

### 3.5 Python and Libraries

This project was conducted by implementing the Python language which is supported by Jupyter Notebook. Python contains a wide range of library resources which eases machine learning. The libraries used for this project consist of the following:

Table 3.1: Python Libraries used and their usage.

| Library | Usage |
| :--- | :--- |
| NumPy | To manipulate data using mathematical and logical <br> operations. |
| Pandas | To perform data cleaning and analysis. |
| Matplotlib | To create visualisations such as pie charts, bar plots, and <br> scatter plots |
| Scikit-learn <br> (Imbalanced- <br> learn) | To use tools such as classifying algorithms, scalers, <br> evaluation metrics and more. <br> The imbalanced-learn library is also used in this project to <br> use oversamplers. |
| smote_variants | To use the ANS oversampler not available in Imbalanced- <br> learn |
| seaborn | To create visualisations such as scatterplot matrix and the <br> heatmap |

### 3.6 Gantt Chart

This section describes the project timeline for this project. The tasks were completed in accordance with the planned project schedule to ensure the project's timely completion. The project schedule is depicted in Figure 3.9. Figures 3.10 and 3.11 depict the Gantt charts for the FYP 1 and FYP 2 projects. In the appendix section (Appendix A and B), a detailed version of the Gantt Charts is documented. During

FYP 1, the main focus was to construct a project proposal whereas FYP 2 mainly focused on implementing and realising the project.


Figure 3.8: Overall Gantt Chart for this project.


Figure 3.9: Gantt Chart for FYP 1.

| Name |
| :--- |
| - Effective Detection of Purchasing Intention for Online Shopping |
| - FYP1 |
| - FYP2 |
| - 1.0 Data Preprocessing |
| - 2.0 Data Sampling |
| - 3.0 Model Training |
| - 4.0 Model Evaluation |
| - 5.0 Report Writing |



Figure 3.10: Gantt Chart for FYP 2.

### 3.7 Work Breakdown Structure

FYP 1
1.0 Problem Formulation and Project Planning
1.1 Review Background of Problem
1.2 Determine Problem Statement
1.3 Define Project Objectives
1.4 Determine Proposed Solution and Research Approach
1.5 Define Scope of Project
2.0 Literature Review Writing
2.1 Study on E-Commerce and its Rare Class Problem
2.2 Identify and Review Sampling Techniques
2.3 Identify and Review Classifiers
2.4 Study on Related Works and Compare them
2.5 Identify and Review Evaluation Metrics
3.0 Methodology Writing
3.1 Determine Workflow of Project
3.2 Determine Evaluation Criteria
4.0 Prototyping
4.1 Construct a Model for each Classifier
5.0 Improvisation on FYP 1
5.1 Check Flow and Continuity of Report
5.2 Amend Report Issues
FYP 2
1.0 Data Preprocessing
1.1 Data Transformation and Normalisation
2.0 Data Sampling
2.2 Apply Undersampling
2.3 Apply Oversampling
2.4 Apply Hybrid Sampling
3.0 Model Training
3.1 Construct Decision Tree Models
3.2 Construct Logistic Regression Models
3.3 Construct Naive Bayes Models
3.4 Construct Random Forest Models
3.5 Construct SVM Models
4.0 Model Evaluation
4.1 Test on Trained Models
4.2 Generate Result for Test
4.3 Collect and Organise Result in Excel
5.0 Report Writing
5.1 Revise Methodology
5.2 Generate Graphs for Collected Results
5.3 Analyse Results and Trends in Graphs
5.5 Prepare FYP Poster
5.4 Improvise Report
5.5 Prepare FYP Presentation

## CHAPTER 4 <br> RESULTS AND DISCUSSION

### 4.1 Introduction

This section presents the results of the four categories of experiments conducted by section.

### 4.2 Non-sampling Results

Table 4.1: Comparison of Results for each Classifier without pre-processing
(Notes: A indicates Accuracy, $\mathbf{R}_{\mathbf{0}}$ indicates Majority recall, $\mathbf{R}_{\mathbf{1}}$ indicates Minority recall, F1 indicates F1 score, and the bolded rows indicate the best results for the classifier in the data set.)

| Classifier | A | $\mathrm{R}_{\mathrm{o}}$ | $\mathrm{R}_{1}$ | F 1 |
| :--- | :--- | :--- | :--- | :--- |
| Decision Tree | 0.8524 | 0.9075 | 0.5766 | 0.5656 |
| Logistic <br> Regression | 0.8723 | 0.9742 | 0.3625 | 0.4861 |
| Naïve Bayes | 0.8382 | 0.9971 | 0.0438 | 0.0828 |
| Random Forest | 0.8958 | 0.9664 | 0.5426 | 0.6344 |
| SVM | 0.8690 | 0.9835 | 0.2968 | 0.4303 |

Five experiments were performed on the data set without performing any preprocessing steps: undersampling and oversampling. In all five experiments, five classifiers were used: Decision Tree, Logistic Regression, Naïve Bayes, Random Forest and SVM. These experiments yield recall and accuracies for the majority class $(\mathrm{R} 0)$ that are above 0.80 and 0.90 , respectively. However, the recall for the minority class (R1) generated by all five experiments is less than 0.60 , with Naïve Bayes producing the lowest R1 value of 0.0438 . This observation demonstrates that the classifiers have a greater bias towards the "Do Not Buy" category, as it is the most numerous category. Classifiers tend to perform poorly in the presence of an unbalanced data set and its overlapping classes problem.

### 4.3 Undersampling Results

40 experiments were conducted on data sets with only undersampling applied. Each classifier is involved in eight of the 40 experiments. The R1 for all classifiers is less than 0.60 when the undersampling rate is $0 \%$, with the Naïve Bayes classifier having the lowest R1 at 0.0438 .


Figure 4.1: Comparing the highest R1 with undersampling (purple) and R1 without undersampling (blue).


Figure 4.2: Comparing R0 of the highest R 0 with undersampling (blue)and R0 produced without undersampling (orange).

As the rate of undersampling increases, so does the R1 for all classifiers. The Naïve Bayes classifier demonstrated the greatest improvement in R1 with an increase of 0.7421 . At an undersampling ratio of $80 \%$, the Random Forest classifier generated a maximum R1 of 0.8345 . In contrast, R0 decreases as the undersampling rate increases. However, the decline in R0 is not as noticeable as the rise in R1. To support this claim, SVM produced the largest decrease at 0.1898 , which is substantially less than R1's largest increase.

### 4.4 Oversampling Results

### 4.4.1 Decision Tree



Figure 4.3: Comparing the highest $\mathrm{R}_{1}$ with oversampling (purple) and $\mathrm{R}_{1}$ without oversampling (blue) for the Decision Tree classifier.

With the exception of SVM-SMOTE, the differences between the highest R1(s) and R1 without oversampling for the Decision Tree are generally subtle. Compared to the other combinations, the Decision Tree + SVM-SMOTE has the greatest minority class recall difference. In general, the range of the other Decision Tree + oversampler pairs does not exceed 0.0268. The range for Decision Tree + SVM-SMOTE is 0.1947 , which is seven times greater than the maximum range for other combinations.

### 4.4.2 Logistic Regression



Figure 4.4: Comparing the highest $\mathrm{R}_{1}$ with oversampling (purple) and $\mathrm{R}_{1}$ without oversampling (blue) for the Logistic Regression classifier.

In general, the range for the difference between the highest R1 and R1 without oversampling for Logistic Regression + oversampler pairs is between 0.1387 and 0.2190. Among the Logistic Regression + oversampler pairs, LR + SVM-SMOTE appears to be the outlier. The exceptional range of R1 for LR + SVM-SMOTE is 0.3285 , which is half as high as the maximum range of R1 or the other Logistic Regression + oversampler pairs.

### 4.4.3 Naïve Bayes



Figure 4.5: Comparing the highest $\mathrm{R}_{1}$ with oversampling (purple) and $\mathrm{R}_{1}$ without oversampling (blue) for the Naïve Bayes classifier.

The R1 generated by the Naive Bayes + oversampler pairs ranges from 0.0438 to 0.2263 , with 0.2263 being the greatest R1 produced by ANS as the oversampler. Overall, the performance of all Naïve Bayes plus oversampler pairs in predicting the "Buy" class appears to be subpar. Worse yet, the NB + SVM-SMOTE pair has generated a turnover result in which the highest R1 is in fact lower than the R1 produced without the use of an oversampler.

### 4.4.4 Random Forest



Figure 4.6: Comparing the highest $\mathrm{R}_{1}$ with oversampling (purple) and $\mathrm{R}_{1}$ without oversampling (blue) for the Random Forest classifier.

Without any sampling, the Random Forest generates an R1 of 0.5426. In general, the difference between the greatest $\mathrm{R} 1(\mathrm{~s})$ and the R 1 without oversampling is minimal. Typically, the difference ranges between 0.0340 and 0.0486 . Nevertheless, similar to other classifiers, SVM-SMOTE remains an anomaly when integrated with Random Forest. The maximum R1 produced by RF + SVM-SMOTE when the oversampling rate is $40 \%$ or greater is 1.0000 . The difference between the maximum R1 generated by RF + SVM-SMOTE and the R1 without oversampling was a remarkable 0.4574.

### 4.4.5 SVM



Figure 4.7: Comparing the highest $\mathrm{R}_{1}$ with oversampling (purple) and $\mathrm{R}_{1}$ without oversampling (blue) for the SVM classifier.

Without sampling, the SVM yields an R1 value of 0.2968 . Each SVM + oversampler appears to have a vastly distinct R1 range. SVM + ADASYN produced the smallest difference ( 0.0365 ), while SVM + B-SMOTE produced the largest difference (0.2093). While other SVM + oversampler combinations generated positive differences regardless of magnitude, SVM + SVM-SMOTE generated a negative R1 difference. This indicates that the R1 produced by SVM + SVM-SMOTE at all oversampling rates is less than it would be without oversampling.

### 4.4.6 Summary of Oversampling Results

In comparison to other classifiers, Decision Tree + oversamplers (excluding SVMSMOTE) produced the smallest variances in R1. Random forest, comparable to Decision Tree, positioned second for the fewest generated R1 differences. With or
without oversampling, Naïve Bayes generated the lowest R1 values among all classifiers. With the exception of SVM, the other classifiers, including Decision Tree, Logistic Regression, Naïve Bayes, and Random Forest, when combined with oversamplers (with the exception of SVM-SMOTE), exhibit a similar trend for the range of R1. In contrast, the range of R1 generated by SVM plus oversamplers varies more widely. As far as classifiers + SVM-SMOTE comparisons are concerned, the classifiers appear to fall into two categories: positive range of R1 and negative range of R1 generated. Random Forest, Logistic Regression, and Decision Tree are examples of classifiers that generate a positive R1 range. Another noteworthy observation is that the generated positive range of R1 is always extraordinarily significant, distinguishing it from other oversampler combinations. On the other hand, Naive Bayes and SVM are classifiers that produced a negative R1 range. Negative ranges of R1 are generated by Naive Bayes and SVM integrated with SVM-SMOTE, but they are comparatively low. Negative R1 values generated by Naïve Bayes and SVM with SVM-SMOTE are -0.0316 and 0.0608, respectively.

When only oversampling is applied, both majority and minority recall remain plateaus with little increments and decrements that show little to no effect in improving the detection rate. From this observation, it is shown that using the oversampling technique alone does not lead to significant improvements in majority recall or minority recall.

### 4.5 Hybrid Sampling Results

Table 4.2: Comparison of the Best Results for each Classifier + Hybrid sampling set
(Notes: UR indicates Undersampling ratio, OR indicates Oversampling ratio, A indicates Accuracy, $\mathbf{R}_{\mathbf{0}}$ indicates Majority recall, $\mathbf{R}_{1}$ indicates Minority recall, F1 indicates F1 score, and the bolded rows indicate the best results for the classifier in the data set.)

| Classifier | UR | OR | A | Ro | R1 | F1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Decision Tree | 80\% | $30 \%$ <br> (Standard <br> SMOTE) | 0.8147 | 0.8204 | 0.7859 | 0.5857 |
|  | 80\% | $\begin{aligned} & 50 \% \\ & \text { (ADASYN) } \end{aligned}$ | 0.8021 | 0.8015 | 0.8054 | 0.5757 |
|  | 80\% | $\begin{aligned} & \hline 20 \% \\ & \text { (ANS) } \end{aligned}$ | 0.8106 | 0.8136 | 0.7956 | 0.5834 |
|  | 80\% | $\begin{aligned} & \hline 50 \% \\ & \text { (B-SMOTE) } \end{aligned}$ | 0.8240 | 0.8248 | 0.8200 | 0.6083 |
|  | 30\% | $\begin{aligned} & 40 \% \\ & \text { (SVM-SMOTE) } \end{aligned}$ | 0.7944 | 0.8083 | 0.7251 | 0.5403 |
| Logistic <br> Regressio <br> n | 80\% | $50 \%$ <br> (Standard <br> SMOTE) | 0.7307 | 0.7061 | 0.8540 | 0.5139 |
|  | 70\% | 80\% <br> (ADASYN) | 0.7656 | 0.7538 | 0.8248 | 0.5398 |
|  | 80\% | $\begin{aligned} & \hline 60 \% \\ & \text { (ANS) } \end{aligned}$ | 0.7311 | 0.7080 | 0.8467 | 0.5121 |
|  | 70\% | $\begin{aligned} & 40 \% \\ & \text { (B-SMOTE) } \end{aligned}$ | 0.7283 | 0.7056 | 0.8418 | 0.5081 |
|  | 40\% | $\begin{aligned} & 50 \% \\ & \text { (SVM-SMOTE) } \end{aligned}$ | 0.7855 | 0.7908 | 0.7591 | 0.5412 |
|  | 80\% | 40\% | 0.6241 | 0.5839 | 0.8248 | 0.4224 |


| Naïve <br> Bayes |  | (Standard SMOTE) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 70\% | $\begin{aligned} & 0 \% \\ & \text { (ADASYN) } \end{aligned}$ | 0.7859 | 0.8404 | 0.7859 | 0.4442 |
|  | 80\% | $\begin{aligned} & 30 \% \\ & \text { (ANS) } \end{aligned}$ | 0.6367 | 0.6019 | 0.8102 | 0.4264 |
|  | 80\% | $\begin{aligned} & \hline 30 \% \\ & \text { (B-SMOTE) } \end{aligned}$ | 0.6342 | 0.6005 | 0.8029 | 0.4225 |
|  | 80\% | $\begin{aligned} & 0 \% \\ & \text { (SVM-SMOTE) } \end{aligned}$ | 0.6764 | 0.6715 | 0.7007 | 0.4192 |
| Random <br> Forest | 80\% | 80\% <br> (Standard <br> SMOTE) | 0.8528 | 0.8521 | 0.8564 | 0.6598 |
|  | 80\% | $\begin{aligned} & \hline 90 \% \\ & \text { (ADASYN) } \end{aligned}$ | 0.8512 | 0.8501 | 0.8564 | 0.6573 |
|  | 80\% | $\begin{aligned} & \hline 80 \% \\ & \text { (ANS) } \end{aligned}$ | 0.8589 | 0.8603 | 0.8516 | 0.6679 |
|  | 80\% | $\begin{aligned} & \hline 80 \% \\ & \text { (B-SMOTE) } \end{aligned}$ | 0.8483 | 0.8467 | 0.8564 | 0.6531 |
|  | 80\% | $\begin{aligned} & 0 \% \\ & \text { (SVM-SMOTE) } \end{aligned}$ | 0.8585 | 0.8633 | 0.8345 | 0.6628 |
| SVM | 80\% | $30 \%$ <br> (Standard <br> SMOTE) | 0.7076 | 0.6856 | 0.8175 | 0.4824 |
|  | 80\% | $80 \%$ <br> (ADASYN) | 0.7129 | 0.6910 | 0.8224 | 0.4884 |
|  | 80\% | $\begin{aligned} & \hline 80 \% \\ & \text { (ANS) } \end{aligned}$ | 0.7271 | 0.7114 | 0.8054 | 0.4959 |
|  | 80\% | $\begin{aligned} & 60 \% \\ & \text { (B-SMOTE) } \end{aligned}$ | 0.7291 | 0.7105 | 0.8224 | 0.5030 |
|  | 70\% | $\begin{aligned} & 60 \% \\ & \text { (SVM-SMOTE) } \end{aligned}$ | 0.8049 | 0.8161 | 0.7494 | 0.5615 |

Based on Table 4.2, 19 out of the 25 sets of Classifier + Hybrid sampling sets utilised a random undersampling rate of $80 \%$. This demonstrates that the majority of classifiers generate a higher detection rate when the majority of data in the training set is $80 \%$ smaller than its original size. When $80 \%$ of the training set is undersampled with the random undersampler, the data instances of the majority class in the training set decrease from 8,367 to 1,673 . In comparison to the other undersampling ratios, the proportion of majority data instances is the closest to the proportion of minority data instances at this point. When the proportion of the two data classes is similar, the "Not Buy" and "Buy" classes have equal weight. Consequently, the propensity of classifiers to be biased towards the "Not Buy" class decreases substantially.

### 4.5.1 Decision Tree



Figure 4.8: Comparing the highest $\mathrm{R}_{1}$ with hybrid sampling (purple) and $\mathrm{R}_{1}$ without sampling (blue) for the Decision Tree classifier.

Overall, hybrid sampling enhanced the Decision Tree classifier's detection rate. The integration of B-SMOTE and Decision Tree yields the maximum R1 (0.8200), producing a difference of 0.2434 . With the exception of SVM-SMOTE, the range of R1 generated by Decision Tree + oversamplers is generally above 0.20 . Combining Decision Tree with SVM-SMOTE produced the narrowest range in R1; the range was only 0.1485 .


Figure 4.9: Majority and minority recall of Decision Tree combined with Standard SMOTE.


Figure 4.10: Majority and minority recall of Decision Tree combined with


Figure 4.11: Majority and minority recall of Decision Tree combined with ANS.


Figure 4.12: Majority and minority recall of Decision Tree combined with BSMOTE.

The Standard SMOTE, ADASYN, ANS, and B-SMOTE oversampled data with Decision tree classifier experiments reveal several common patterns. All four experiments involving an oversampler exhibited converging graphs. When the undersampling rate decreases, both accuracy and R0 decline but remains above 0.80 . However, R1 of the combinations above increased overall, with a few minor declines at specific instances. F1 is relatively stable and ranges from 0.5 to 0.6 .

### 4.5.2 Logistic Regression



Figure 4.13: Comparing the highest $\mathrm{R}_{1}$ with hybrid sampling (purple) and $\mathrm{R}_{1}$ without sampling (blue) for the Logistic Regression classifier.

The application of the hybrid sampling technique with the Logistic Regression classifier resulted in a substantial improvement in the detection rate of purchasing intention. Random Undersampling (RUS) and Standard SMOTE with the Logistic Regression classifier yield the highest R1, 0.8540 . This combination increased the R1 value by 0.4915 percentage instances, the greatest increase among all Logistic Regression + hybrid sampling combinations. The range of improvement for all Logistic Regression + hybrid sampling methods except SVM-SMOTE is greater than 0.45 . Logistic Regression + RUS + SVM-SMOTE improved R1 by 0.3966 , which was marginally less than the other Logistic Regression + hybrid sampling combinations.


Figure 4.14: R0 and R1 of Logistic Regression combined with Standard SMOTE.


Figure 4.15: R0 and R1 of Logistic Regression combined with ADASYN.


Figure 4.16: R0 and R1 of Logistic Regression combined with ANS.


Figure 4.17: R0 and R1 of Logistic Regression combined with B-SMOTE.

With the exception of SVM-SMOTE, the remaining four smote variants exhibited a number of similar tendencies in terms of R0, R1, and accuracy. As the undersampling ratio decreases, accuracy and R0 decrease, but remain above 0.65 and 0.60 , respectively. As for R0, the graph resembled upward stairs with eight dips. Something worth noting is that the dips occur when the undersampling ratio is at $0 \%$. In contrast, when the undersampling ratio is $0 \%$, R0 exhibited a downward stairshaped line graph with eight abrupt increases. This indicates that undersampling may have a greater impact on the data set's recalls.

### 4.5.3 Naïve Bayes



Figure 4.18: Comparing the highest $\mathrm{R}_{1}$ with hybrid sampling (purple) and $\mathrm{R}_{1}$ without sampling (blue) for the Naïve Bayes classifier.

Naive Bayes + hybrid sampling demonstrated the most remarkable gain in the detection rate of purchasing intention, as it has the lowest R1 score when no sampling methods are applied. With SVM-SMOTE excluded, the R1 improved by at least 0.74 on average. Utilising RUS, Standard SMOTE, and the Naive Bayes classifier produced the greatest R1 value of 0.8248 . The combination of Naive Bayes + RUS + Standard SMOTE yielded the greatest improvement, 0.7810 , as a result. The exception, SVMSMOTE, also substantially increased the detection rate; however, its improvement rate of 0.6569 is slightly lower than the average improvement rate of the other Naive Bayes + hybrid sampling combinations.


Figure 4.19: Majority and minority recall of Naïve Bayes combined with Standard SMOTE.


Figure 4.20: Majority and minority recall of Naïve Bayes combined with ADASYN.


Figure 4.21: Majority and minority recall of Naïve Bayes combined with ANS.


Figure 4.22: Majority and minority recall of Naïve Bayes combined with B-SMOTE.

The Naïve Bayes classifier demonstrated a more significant decline in accuracy and majority recall than the previously discussed classifiers. Within the range of 0.36, the accuracy decreased drastically. From 0.0438 to a maximum of 0.9294 , the minority recall, in contrast, increased significantly. Similar to Logistic Regression + hybrid sampling, line graph R1 of Naive Bayes + hybrid sampling resembles a climbing staircase, whereas line graph R0 resembles a declining staircase. Nevertheless, the gradient of the line graph in Naïve Bayes is greater than that of the Logistic Regression graph. When the undersampling ratio is $0 \%$, both R1 of Logistic Regression and Naïve Bayes experience a decrease, while R0 of both classifiers experiences a sudden increase. The Naïve Bayes classifier is the quickest of the five classifiers used in this project.

### 4.5.4 Random Forest



Figure 4.23: Comparing the highest $\mathrm{R}_{1}$ with hybrid sampling (purple) and $\mathrm{R}_{1}$ without sampling (blue) for the Random Forest classifier.

Random Forest combined with hybrid sampling generated the highest detection rates of all classifiers. This will be discussed in greater detail in Section 4.3. Overall, the Random Forest plus hybrid sampling combination increased R1 by 0.2919 to 0.3138 . In contrast to other classifiers, the improvement R 1 generated by SVM-SMOTE is near to that of the other oversamplers; therefore, it is no longer an anomaly.


Figure 4.24: Majority and minority recall of Random Forest combined with Standard SMOTE.


Figure 4.25: Majority and minority recall of Random Forest combined with ADASYN.


Figure 4.26: Majority and minority recall of Random Forest combined with ANS.


Figure 4.27: Majority and minority recall of Random Forest combined with BSMOTE.

Similar to the Decision Tree, the line graphs for standard SMOTE, ADASYN, ANS and Borderline SMOTE converge. The accuracy and R0 follow a downward trend, whereas R1 follows an upward trend. However, the accuracy has demonstrated a gradual trend of decline within the range of $0.05 \%$.

### 4.5.5 SVM



Figure 4.28: Comparing the highest $\mathrm{R}_{1}$ with hybrid sampling (purple) and $\mathrm{R}_{1}$ without sampling (blue) for the SVM classifier.

Similar to the earlier combinations, SVM + hybrid sampling significantly increased the detection rate. Except for SVM-SMOTE, SVM + hybrid sampling generally improves R1 by at least 0.50 . Two combinations produce the most significant improvement in R1 (0.5256): SVM + RUS + ADASYN and SVM + RUS + B-SMOTE. In contrast to the Random Forest combination, SVM-SMOTE remains an outlier when combined with SVM and RUS, with a slightly reduced improvement rate of 0.4526 .


Figure 4.29: Majority and minority recall of SVM combined with Standard SMOTE.


Figure 4.30: Majority and minority recall of SVM combined with ADASYN.


Figure 4.31: Majority and minority recall of SVM combined with ANS.


Figure 4.32: Majority and minority recall of SVM combined with B-SMOTE.

In overall, accuracy and R0 have demonstrated declining trends, while minority recall has a rising trend, excluding SVM SMOTE. The line graphs in the preceding section first converge and intersect at one or a few instances before diverging. The R1 line graphs of standard SMOTE, ADASYN, and Borderline SMOTE resemble a staircase out of the four combinations depicted in the graphs above. In contrast, RUS + SVM + SVM SMOTE produced a stair-shaped graph with a steeper gradient as compared to ADASYN and Borderline SMOTE.

### 4.5.6 Trend with SVM SMOTE



Figure 4.33: Majority and minority recall produced by applying SVM-SMOTE combined with Decision Tree.


Figure 4.34: Majority and minority recall produced by applying SVM-SMOTE combined with Logistic Regression.


Figure 4.35: Majority and minority recall produced by applying SVM SMOTE combined with Naïve Bayes.


Figure 4.36: Majority and minority recall produced by applying SVM-SMOTE combined with Random Forest.


Figure 4.37: Majority and minority recall produced by applying SVM-SMOTE combined with SVM.

SVM-SMOTE is shown to generate unrecognisable random pattern graphs when used in conjunction with all five classifiers. The results of the investigations reveal a few commonalities. First, it biases when integrating with classifiers such as Decision Tree and Random Forest are identified. When combined with either of the two classifiers, the classifier tends to favour the minority class. To verify this assertion, $100 \%$ of the minority recall of the Decision Tree + SVM-SMOTE set is greater than 0.80 , whereas the majority of the minority recall of the Random Forest + SVM-SMOTE set is greater than 0.80. In contrast, when paired with simpler classifiers such as Logistic Regression and Naïve Bayes, a result with a larger majority bias is observed. In support of this claim, when Logistic Regression is paired, a higher frequency of majority recall values greater than 0.80 is observed, whereas all minority recall values are below 0.80 . Similar to Logistic Regression, the majority recall of Naïve Bayes is greater than 0.99 when paired with SVM SMOTE, while all minority recall is below 0.80 .

### 4.6 Comparing The Best Classifier + Hybrid Sampling

Table 4.3: Comparison of The Best Classifier + Hybrid sampling set
(Notes: UR indicates Undersampling ratio, OR indicates Oversampling ratio, $\mathbf{R}_{\mathbf{o}}$ indicates Majority recall, $\mathbf{R}_{\mathbf{1}}$ indicates Minority recall and the bolded rows indicate the best results for the classifier in the data set.)

| Classifier <br> Sampling | UR | OR | R0 | R1 |
| :--- | :--- | :--- | :--- | :--- |
| RF + RUS + SMOTE | $80 \%$ | $180 \%$ | 0.8521 | 0.8564 |
| RF + RUS + ADASYN | $80 \%$ | $190 \%$ | 0.8501 | 0.8564 |
| RF + RUS + BSMOTE | $80 \%$ | $180 \%$ | 0.8467 | 0.8564 |
| RF + RUS + ANS | $80 \%$ | $180 \%$ | 0.8603 | 0.8516 |
| RF + RUS + SVM-SMOTE | $80 \%$ | $100 \%$ | 0.8633 | 0.8345 |

Based on the line graphs, one or a few intersection instances are compared. The Best Classifier + Hybrid Sampling were rated by their R1 scores. When a set has a truce for the R1, R0 will be used to break the tie. If both R1 and R0 are tied, accuracy will be factored into the comparison. Lastly, if all three metrics are tied, the F1 value is used to determine the best-performing set. In the following section, the Classifier + Hybrid Sampling sets were ordered by their ranking.

### 4.6.1 RF + RUS +Standard SMOTE



Figure 4.38: Majority and minority recall when Random Forest and Standard SMOTE are applied.

The R0 and R1 of the Random Forest and Standard SMOTE sets have generated a converging graph, as depicted in Figure 4.38. An intersection point ( $0.8521,0.8564$ ), where the R 0 is 0.8521 and the R 1 is 0.8564 , is identified as the optimal result for this set. The undersampling rate and oversampling rate at which the classifier produced this result are both $80 \%$.

### 4.6.2 RF + RUS + ADASYN



Figure 4.39: Majority and minority recall when Random Forest and ADASYN are applied.

The optimal result was obtained when the line graphs intersected at ( $0.8501,0.8564$ ), where the undersampling ratio is $80 \%$ and the oversampling ratio is $90 \%$, according to Figure 4.39.

### 4.6.3 RF + RUS + B-SMOTE



Figure 4.40: Majority and minority recall when Random Forest and B-SMOTE are applied.

In Figure 4.40, the intersection that occurred when both undersampling and oversampling ratios were $80 \%$ revealed the optimal detection rate. A majority recall of 0.8467 and a minority recall of 0.8564 are recorded at the line graph's intersection point.

### 4.6.4 RF + RUS + ANS



Figure 4.41: Majority and minority recall when Random Forest and ANS are applied.

With a majority recall of 0.8603 and a minority recall of 0.8516 , the intersection at $(0,8603,0,8516)$ in Figure 4.41 exhibited the highest detection rate in its set. The point of intersection occurred when the undersampling and oversampling ratios were both 80\%.

### 4.6.5 RF + RUS + SVM-SMOTE



Figure 4.42: Majority and minority recall when Random Forest and SVM-SMOTE are applied.

In contrast to the other graphs, the recall values outputted by the Random Forest + SVM-SMOTE set resulted in a graph with a random pattern rather than a converging
graph. According to Figure 4.42, even when the undersampling ratio is low, there are multiple sites of intersection in the graphs, which is not the case with other SMOTE variants (Standard SMOTE, ADASYN, ANS, and B-SMOTE). The optimal output is achieved, however, when the undersampling ratio is $80 \%$ and oversampling is not used. There is a majority recall of 0.8633 and a minority recall of 0.8345 .

## CHAPTER 5 CONCLUSIONS AND RECOMMENDATIONS

### 5.1 Conclusions

After conducting 2,011 experiments using hybrid sampling with nine undersampling and ten oversampling ratios, the project has achieved its objectives.

Overall, hybrid sampling has significantly increased the purchase intention detection rate. The best hybrid sampling technique is Random Undersampling (80\%) and Standard SMOTE ( $80 \%$ ) with Random Forest, yielding a Recall of 0.8521 for the majority class and 0.8564 for the minority class.

Random Forest functions well with all hybrid sampling techniques compared to the other classifiers,. Random Forest with the hybrid sampling technique Random Undersampling + Standard SMOTE produces the finest results.

### 5.2 Recommendations

Applying feature selection to future projects could increase accuracy and clarity while decreasing computational complexity. According to a study by Singh and Jain (2019), the true positive rate (TPR) can be substantially increased by employing feature selection techniques such as filter and wrapper. In the paper, except for the Random Forest classifier, applying a filter or wrapper enhances the TPR of J48, AdaBoost, Naive Bayes, and PART classifiers. Another suggestion would be to include algorithm fairness within the project's scope. Since this project demonstrates that certain classifiers are susceptible to bias towards a particular class, addressing algorithm fairness would aid in illuminating the factors influencing the detection rate. Hasanin and Khoshgoftaar (2018) stated that RUS often leads to losing important information as it randomly eliminates patterns of the majority class. Consequently, additional undersampling techniques can be incorporated into the experiments by exploring more undersampler options available in the research field. Koziarski (2021) proposed an undersampling technique, Synthetic Majority Undersampling Technique (SMUTE), which has proven a viable alternative to RUS.
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## APPENDIX A: Detailed Gantt Chart for FYP 1

i. Problem Formulation and Project Planning


## ii. Literature Review Writing


iii. Methodology Writing, Prototyping and Improvisation on FYP 1


## APPENDIX B: Detailed Gantt Chart for FYP 2

i. Data Pre-processing and Data Sampling

ii. Model Training

Name
1.0 Data Preprocessing

- 2.0 Data Sampling
- 3.0 Model Training
3.1 Construct Decision Tree Models
3.2 Construct Logistic Regression Models
3.3 Construct Naive Bayes Models
3.4 Construct Random Forest Models
3.5 Construct SVM Models

iii. Model Evaluation

iv. Report Writing

| Name | Feb, 2023 |  |  |  | Mar, 2023 |  |  |  |  |  | Apr, 2023 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 12 Jan | 29 Jan | 05 Feb | 12 Feb | 19 Feb | 26 Feb | 05 Mar | 12 Mar | 19 Mar | 26 Mar | 02 Apr | 09 Apr | 16 Apr | 23 Apr |
| - 4.0 Model Evaluation |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| - 5.0 Report Writing |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.1 Revise Methodology |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.2 Generate Graphs for Collected Results |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.3 Analyse Results and Trends in Graphs |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.5 Prepare FYP Poster |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.4 Improvise Report |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Prepare FYP Presentation |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

APPENDIX C: Undersampling Performance Metrics

|  | Decision Tree |  |  |  | Logistic Regression |  |  |  | Naïve Bayes |  |  |  | Random Forest |  |  |  | SVM |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 100\% | 0.8524 | 0.9075 | 0.5766 | 0.5656 | 0.8723 | 0.9742 | 0.3625 | 0.5656 | 0.8382 | 0.9971 | 0.0438 | 0.0828 | 0.8958 | 0.9664 | 0.5426 | 0.6344 | 0.8690 | 0.9835 | 0.2968 | 0.4303 |
| 110\% | 0.8540 | 0.9095 | 0.5766 | 0.5683 | 0.8739 | 0.9732 | 0.3771 | 0.4992 | 0.8414 | 0.9961 | 0.0681 | 0.1253 | 0.8893 | 0.9567 | 0.5523 | 0.6245 | 0.8678 | 0.9805 | 0.3041 | 0.4340 |
| 120\% | 0.8447 | 0.9036 | 0.5499 | 0.5413 | 0.8731 | 0.9689 | 0.3942 | 0.5086 | 0.8443 | 0.9946 | 0.0925 | 0.1652 | 0.8946 | 0.9577 | 0.5791 | 0.6467 | 0.8674 | 0.9791 | 0.3090 | 0.4372 |
| 130\% | 0.8402 | 0.8915 | 0.5839 | 0.5492 | 0.8747 | 0.9669 | 0.4136 | 0.5239 | 0.8341 | 0.9791 | 0.1095 | 0.5239 | 0.8897 | 0.9479 | 0.5985 | 0.6440 | 0.8690 | 0.9762 | 0.3333 | 0.4590 |
| 140\% | 0.8394 | 0.8891 | 0.5912 | 0.5510 | 0.8767 | 0.9635 | 0.4428 | 0.5449 | 0.8273 | 0.9620 | 0.1533 | 0.2283 | 0.8946 | 0.9382 | 0.6764 | 0.6814 | 0.8723 | 0.9684 | 0.3917 | 0.5055 |
| 150\% | 0.8435 | 0.8837 | 0.6423 | 0.5777 | 0.8824 | 0.9528 | 0.5304 | 0.6006 | 0.8224 | 0.9387 | 0.2409 | 0.3113 | 0.8917 | 0.9304 | 0.6983 | 0.6825 | 0.8723 | 0.9572 | 0.4477 | 0.5388 |
| 160\% | 0.8394 | 0.8745 | 0.6642 | 0.4477 | 0.8783 | 0.9455 | 0.5426 | 0.5979 | 0.8171 | 0.9129 | 0.3382 | 0.3813 | 0.8832 | 0.9119 | 0.7397 | 0.6786 | 0.8706 | 0.9465 | 0.4915 | 0.5588 |
| 170\% | 0.8122 | 0.8307 | 0.7202 | 0.5611 | 0.8593 | 0.9090 | 0.6107 | 0.5913 | 0.7859 | 0.8404 | 0.7859 | 0.4442 | 0.8747 | 0.8934 | 0.7810 | 0.6751 | 0.8552 | 0.9119 | 0.5718 | 0.5683 |
| 180\% | 0.8143 | 0.8345 | 0.7129 | 0.5613 | 0.8090 | 0.8209 | 0.7494 | 0.5667 | 0.6764 | 0.6715 | 0.7007 | 0.4192 | 0.8585 | 0.8633 | 0.8345 | 0.6628 | 0.7818 | 0.7937 | 0.7226 | 0.5247 |
| 190\% | 0.8524 | 0.9075 | 0.5766 | 0.5656 | 0.8723 | 0.9742 | 0.3625 | 0.5656 | 0.8382 | 0.9971 | 0.0438 | 0.0828 | 0.8958 | 0.9664 | 0.5426 | 0.6344 | 0.8690 | 0.9835 | 0.2968 | 0.4303 |

APPENDIX D: Oversampling Performance Metrics
i. SMOTE

|  | SMOTE |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Decision Tree |  |  |  | Logistic Regression |  |  |  | Naïve Bayes |  |  |  | Random Forest |  |  |  | SVM |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 100\% | 0.8447 | 0.9075 | 0.5499 | 0.5413 | 0.8723 | 0.9742 | 0.3625 | 0.4861 | 0.8382 | 0.9971 | 0.0438 | 0.0828 | 0.8958 | 0.9664 | 0.5426 | 0.6344 | 0.8690 | 0.9835 | 0.2968 | 0.4303 |
| 110\% | 0.8451 | 0.9080 | 0.5499 | 0.5420 | 0.8739 | 0.9723 | 0.3820 | 0.5024 | 0.8414 | 0.9966 | 0.0657 | 0.1213 | 0.8938 | 0.9650 | 0.5377 | 0.6278 | 0.8678 | 0.9800 | 0.3066 | 0.4360 |
| 120\% | 0.8487 | 0.9192 | 0.5499 | 0.5479 | 0.8735 | 0.9684 | 0.3990 | 0.5125 | 0.8447 | 0.9961 | 0.0876 | 0.1582 | 0.8893 | 0.9640 | 0.5158 | 0.6083 | 0.8674 | 0.9762 | 0.3236 | 0.4486 |
| 130\% | 0.8451 | 0.9090 | 0.5766 | 0.5537 | 0.8747 | 0.9664 | 0.4161 | 0.5253 | 0.8423 | 0.9922 | 0.0925 | 0.1634 | 0.8950 | 0.9640 | 0.5499 | 0.6357 | 0.8670 | 0.9742 | 0.3309 | 0.4533 |
| 140\% | 0.8512 | 0.9192 | 0.5864 | 0.5677 | 0.8759 | 0.9630 | 0.4404 | 0.5419 | 0.8394 | 0.9864 | 0.1046 | 0.1784 | 0.8962 | 0.9640 | 0.5572 | 0.6415 | 0.8686 | 0.9718 | 0.3528 | 0.4723 |
| 150\% | 0.8435 | 0.9182 | 0.5669 | 0.5469 | 0.8763 | 0.9577 | 0.4696 | 0.5586 | 0.8398 | 0.9820 | 0.1290 | 0.2116 | 0.8958 | 0.9596 | 0.5766 | 0.6484 | 0.8739 | 0.9645 | 0.4209 | 0.5266 |
| 160\% | 0.8455 | 0.9192 | 0.5596 | 0.5470 | 0.8779 | 0.9567 | 0.4842 | 0.5694 | 0.8337 | 0.9713 | 0.1460 | 0.2264 | 0.8901 | 0.9562 | 0.5596 | 0.6293 | 0.8755 | 0.9655 | 0.4258 | 0.5327 |
| 170\% | 0.8479 | 0.9124 | 0.5888 | 0.5634 | 0.8820 | 0.9533 | 0.5255 | 0.5975 | 0.8256 | 0.9586 | 0.1606 | 0.2349 | 0.8929 | 0.9601 | 0.5572 | 0.6343 | 0.8763 | 0.9611 | 0.4526 | 0.5495 |
| 180\% | 0.8573 | 0.9056 | 0.6034 | 0.5849 | 0.8800 | 0.9474 | 0.5426 | 0.6011 | 0.8268 | 0.9528 | 0.1971 | 0.2750 | 0.8954 | 0.9591 | 0.5766 | 0.6475 | 0.8759 | 0.9543 | 0.4842 | 0.5653 |
| 190\% | 0.8532 | 0.9260 | 0.5620 | 0.5607 | 0.8816 | 0.9460 | 0.5596 | 0.6117 | 0.8256 | 0.9470 | 0.2190 | 0.2951 | 0.8958 | 0.9596 | 0.5766 | 0.6484 | 0.8783 | 0.9528 | 0.5061 | 0.5810 |

ii. ADASYN

|  | ADASYN |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Decision Tree |  |  |  | Logistic Regression |  |  |  | Naïve Bayes |  |  |  | Random Forest |  |  |  | SVM |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 100\% | 0.8524 | 0.9075 | 0.5766 | 0.5656 | 0.8723 | 0.9742 | 0.3625 | 0.5656 | 0.8382 | 0.9971 | 0.0438 | 0.0828 | 0.8958 | 0.9664 | 0.5426 | 0.6344 | 0.8690 | 0.9835 | 0.2968 | 0.4303 |
| 110\% | 0.8504 | 0.9168 | 0.5182 | 0.5358 | 0.8739 | 0.9708 | 0.3893 | 0.5358 | 0.8414 | 0.9966 | 0.0657 | 0.1213 | 0.8938 | 0.9635 | 0.5450 | 0.6310 | 0.8682 | 0.9810 | 0.3041 | 0.4348 |
| 120\% | 0.8431 | 0.9007 | 0.5547 | 0.5409 | 0.8731 | 0.9679 | 0.3990 | 0.5409 | 0.8439 | 0.9951 | 0.0876 | 0.1575 | 0.8921 | 0.9606 | 0.5499 | 0.6295 | 0.8682 | 0.9810 | 0.3041 | 0.4348 |
| 130\% | 0.8491 | 0.9105 | 0.5426 | 0.5452 | 0.8735 | 0.9640 | 0.4209 | 0.5452 | 0.8427 | 0.9912 | 0.0998 | 0.1745 | 0.8921 | 0.9577 | 0.5645 | 0.6356 | 0.8702 | 0.9800 | 0.3212 | 0.4521 |
| 140\% | 0.8569 | 0.9182 | 0.5499 | 0.5615 | 0.8751 | 0.9630 | 0.4355 | 0.5615 | 0.8406 | 0.9859 | 0.1144 | 0.1930 | 0.8974 | 0.9606 | 0.5815 | 0.6539 | 0.8715 | 0.9791 | 0.3333 | 0.4636 |
| 150\% | 0.8532 | 0.9051 | 0.5937 | 0.5741 | 0.8743 | 0.9557 | 0.4672 | 0.5741 | 0.8382 | 0.9796 | 0.1314 | 0.2130 | 0.8938 | 0.9591 | 0.5669 | 0.6401 | 0.8739 | 0.9762 | 0.3625 | 0.4893 |
| 160\% | 0.8491 | 0.8998 | 0.5961 | 0.5684 | 0.8792 | 0.9557 | 0.4964 | 0.5684 | 0.8333 | 0.9698 | 0.1509 | 0.2318 | 0.8929 | 0.9586 | 0.5645 | 0.6374 | 0.8723 | 0.9752 | 0.3577 | 0.4828 |
| 170\% | 0.8390 | 0.9002 | 0.5328 | 0.5246 | 0.8812 | 0.9504 | 0.5353 | 0.5246 | 0.8329 | 0.9630 | 0.1825 | 0.2669 | 0.8950 | 0.9567 | 0.5864 | 0.6505 | 0.8743 | 0.9737 | 0.3771 | 0.5000 |
| 180\% | 0.8552 | 0.9182 | 0.5401 | 0.5543 | 0.8828 | 0.9479 | 0.5572 | 0.5543 | 0.8281 | 0.9547 | 0.1946 | 0.2740 | 0.8978 | 0.9620 | 0.5766 | 0.6529 | 0.8735 | 0.9703 | 0.3893 | 0.5063 |
| 190\% | 0.8443 | 0.9080 | 0.5255 | 0.5294 | 0.8820 | 0.9450 | 0.5669 | 0.5294 | 0.8248 | 0.9450 | 0.2238 | 0.2987 | 0.8917 | 0.9572 | 0.5645 | 0.6347 | 0.8735 | 0.9708 | 0.3869 | 0.5048 |

iii. ANS

|  | ANS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Decision Tree |  |  |  | Logistic Regression |  |  |  | Naïve Bayes |  |  |  | Random Forest |  |  |  | SVM |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 100\% | 0.8524 | 0.9075 | 0.5766 | 0.5656 | 0.8723 | 0.9742 | 0.3625 | 0.4861 | 0.8382 | 0.9971 | 0.0438 | 0.0828 | 0.8958 | 0.9664 | 0.5426 | 0.6344 | 0.8690 | 0.9835 | 0.2968 | 0.4303 |
| 110\% | 0.8516 | 0.9144 | 0.5377 | 0.5470 | 0.8727 | 0.9718 | 0.3771 | 0.4968 | 0.8423 | 0.9971 | 0.0681 | 0.1258 | 0.8917 | 0.9640 | 0.5304 | 0.6202 | 0.8678 | 0.9810 | 0.3017 | 0.4321 |
| 120\% | 0.8577 | 0.9158 | 0.5669 | 0.5704 | 0.8723 | 0.9689 | 0.3893 | 0.5039 | 0.8427 | 0.9956 | 0.0779 | 0.1416 | 0.8974 | 0.9640 | 0.5645 | 0.6471 | 0.8682 | 0.9805 | 0.3066 | 0.4367 |
| 130\% | 0.8467 | 0.9056 | 0.5523 | 0.5457 | 0.8739 | 0.9674 | 0.4063 | 0.5178 | 0.8427 | 0.9942 | 0.0852 | 0.1528 | 0.8946 | 0.9625 | 0.5547 | 0.6369 | 0.8678 | 0.9796 | 0.3090 | 0.4379 |
| 140\% | 0.8625 | 0.9158 | 0.5961 | 0.5911 | 0.8763 | 0.9674 | 0.4209 | 0.5315 | 0.8398 | 0.9883 | 0.0973 | 0.1684 | 0.8962 | 0.9601 | 0.5766 | 0.6493 | 0.8686 | 0.9786 | 0.3187 | 0.4471 |
| 150\% | 0.8435 | 0.9012 | 0.5547 | 0.5416 | 0.8775 | 0.9664 | 0.4331 | 0.5410 | 0.8325 | 0.9781 | 0.1046 | 0.1723 | 0.8998 | 0.9620 | 0.5888 | 0.6621 | 0.8678 | 0.9781 | 0.3163 | 0.4437 |
| 160\% | 0.8556 | 0.9075 | 0.5961 | 0.5792 | 0.8796 | 0.9625 | 0.4647 | 0.5626 | 0.8236 | 0.9625 | 0.1290 | 0.1959 | 0.8950 | 0.9601 | 0.5693 | 0.6437 | 0.8682 | 0.9776 | 0.3212 | 0.4482 |
| 170\% | 0.8439 | 0.9027 | 0.5499 | 0.5400 | 0.8816 | 0.9606 | 0.4866 | 0.5780 | 0.8240 | 0.9601 | 0.1436 | 0.2138 | 0.8958 | 0.9596 | 0.5766 | 0.6484 | 0.8670 | 0.9766 | 0.3187 | 0.4441 |
| 180\% | 0.8577 | 0.9134 | 0.5791 | 0.5756 | 0.8820 | 0.9601 | 0.4915 | 0.5813 | 0.8187 | 0.9504 | 0.1606 | 0.2280 | 0.8958 | 0.9596 | 0.5766 | 0.6484 | 0.8678 | 0.9766 | 0.3236 | 0.4493 |
| 190\% | 0.8483 | 0.9158 | 0.5109 | 0.5290 | 0.8828 | 0.9591 | 0.5012 | 0.5877 | 0.8191 | 0.9479 | 0.1752 | 0.2441 | 0.8938 | 0.9606 | 0.5596 | 0.6371 | 0.8690 | 0.9762 | 0.3333 | 0.4590 |

iv. B-SMOTE

|  | B-SMOTE |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Decision Tree |  |  |  | Logistic Regression |  |  |  | Naïve Bayes |  |  |  | Random Forest |  |  |  | SVM |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 100\% | 0.8524 | 0.9075 | 0.5766 | 0.5656 | 0.8723 | 0.9742 | 0.3625 | 0.4861 | 0.8382 | 0.9971 | 0.0438 | 0.0828 | 0.8958 | 0.9664 | 0.5426 | 0.6344 | 0.8690 | 0.9835 | 0.2968 | 0.4303 |
| 110\% | 0.8520 | 0.9061 | 0.5815 | 0.5670 | 0.8739 | 0.9703 | 0.3917 | 0.5087 | 0.8423 | 0.9966 | 0.0706 | 0.1298 | 0.8946 | 0.9645 | 0.5450 | 0.6328 | 0.8682 | 0.9810 | 0.3041 | 0.4348 |
| 120\% | 0.8564 | 0.9109 | 0.5839 | 0.5755 | 0.8731 | 0.9655 | 0.4112 | 0.5192 | 0.8447 | 0.9956 | 0.0900 | 0.1619 | 0.8950 | 0.9616 | 0.5620 | 0.6408 | 0.8686 | 0.9805 | 0.3090 | 0.4394 |
| 130\% | 0.8423 | 0.9075 | 0.5158 | 0.5215 | 0.8727 | 0.9596 | 0.4380 | 0.5341 | 0.8443 | 0.9922 | 0.1046 | 0.1830 | 0.8950 | 0.9601 | 0.5693 | 0.6437 | 0.8747 | 0.9757 | 0.3698 | 0.4959 |
| 140\% | 0.8508 | 0.9129 | 0.5401 | 0.5468 | 0.8755 | 0.9567 | 0.4696 | 0.5570 | 0.8435 | 0.9898 | 0.1119 | 0.1925 | 0.8970 | 0.9601 | 0.5815 | 0.6530 | 0.8747 | 0.9747 | 0.3747 | 0.4992 |
| 150\% | 0.8459 | 0.9056 | 0.5474 | 0.5422 | 0.8763 | 0.9543 | 0.4866 | 0.5674 | 0.8358 | 0.9747 | 0.1411 | 0.2226 | 0.8950 | 0.9596 | 0.5718 | 0.6447 | 0.8751 | 0.9732 | 0.3844 | 0.5064 |
| 160\% | 0.8459 | 0.8978 | 0.5864 | 0.5592 | 0.8788 | 0.9489 | 0.5280 | 0.5921 | 0.8394 | 0.9762 | 0.1557 | 0.2443 | 0.8962 | 0.9591 | 0.5815 | 0.6512 | 0.8723 | 0.9674 | 0.3966 | 0.5086 |
| 170\% | 0.8423 | 0.9080 | 0.5134 | 0.5203 | 0.8792 | 0.9445 | 0.5523 | 0.6037 | 0.8337 | 0.9625 | 0.1898 | 0.2756 | 0.8958 | 0.9582 | 0.5839 | 0.6513 | 0.8715 | 0.9669 | 0.3942 | 0.5055 |
| 180\% | 0.8398 | 0.9012 | 0.5328 | 0.5258 | 0.8779 | 0.9397 | 0.5693 | 0.6086 | 0.8313 | 0.9552 | 0.2117 | 0.2949 | 0.8917 | 0.9557 | 0.5718 | 0.6377 | 0.8710 | 0.9625 | 0.4136 | 0.5167 |
| 190\% | 0.8508 | 0.9095 | 0.5572 | 0.5545 | 0.8792 | 0.9387 | 0.5815 | 0.6160 | 0.8285 | 0.9489 | 0.2263 | 0.3054 | 0.8962 | 0.9572 | 0.5912 | 0.6550 | 0.8706 | 0.9645 | 0.4015 | 0.5085 |

v. SVM-SMOTE

|  | SVM-SMOTE |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Decision Tree |  |  |  | Logistic Regression |  |  |  | Naïve Bayes |  |  |  | Random Forest |  |  |  | SVM |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 100\% | 0.8524 | 0.9075 | 0.5766 | 0.5656 | 0.8723 | 0.9742 | 0.3625 | 0.4861 | 0.8382 | 0.9971 | 0.0438 | 0.0828 | 0.8958 | 0.9664 | 0.5426 | 0.6344 | 0.8690 | 0.9835 | 0.2968 | 0.4303 |
| 110\% | 0.8337 | 0.9046 | 0.4793 | 0.4900 | 0.8710 | 0.9698 | 0.3771 | 0.4936 | 0.8341 | 0.9990 | 0.0097 | 0.0192 | 0.8086 | 0.8161 | 0.7713 | 0.5732 | 0.8463 | 0.9985 | 0.0852 | 0.1559 |
| 120\% | 0.8135 | 0.8448 | 0.6569 | 0.5400 | 0.8544 | 0.9061 | 0.5961 | 0.5771 | 0.8345 | 0.9990 | 0.0122 | 0.0239 | 0.2368 | 0.0856 | 0.9927 | 0.3024 | 0.8524 | 0.9966 | 0.1314 | 0.2288 |
| 130\% | 0.5126 | 0.4657 | 0.7470 | 0.3381 | 0.8682 | 0.9431 | 0.4939 | 0.5554 | 0.8341 | 0.9990 | 0.0097 | 0.0192 | 0.2275 | 0.0749 | 0.9903 | 0.2994 | 0.8646 | 0.9893 | 0.2409 | 0.3722 |
| 140\% | 0.4250 | 0.3650 | 0.7251 | 0.2959 | 0.8755 | 0.9543 | 0.4818 | 0.5633 | 0.8337 | 0.9990 | 0.0073 | 0.0144 | 0.1667 | 0.0000 | 1.0000 | 0.2857 | 0.8597 | 0.9873 | 0.2214 | 0.3447 |
| 150\% | 0.7218 | 0.7304 | 0.6788 | 0.4486 | 0.8767 | 0.9620 | 0.4501 | 0.5490 | 0.8337 | 0.9990 | 0.0073 | 0.0144 | 0.1671 | 0.0005 | 1.0000 | 0.2858 | 0.8581 | 0.9971 | 0.1630 | 0.2769 |
| 160\% | 0.7352 | 0.7640 | 0.5912 | 0.4267 | 0.8090 | 0.8326 | 0.6910 | 0.5467 | 0.8341 | 0.9985 | 0.0122 | 0.0239 | 0.1959 | 0.0389 | 0.9805 | 0.2890 | 0.8374 | 0.9995 | 0.0268 | 0.0520 |
| 170\% | 0.4850 | 0.4331 | 0.7445 | 0.3252 | 0.8747 | 0.9474 | 0.5109 | 0.5761 | 0.8333 | 0.9990 | 0.0049 | 0.0096 | 0.1667 | 0.0000 | 1.0000 | 0.2857 | 0.8613 | 0.9898 | 0.2190 | 0.3448 |
| 180\% | 0.2405 | 0.1343 | 0.7713 | 0.2529 | 0.8228 | 0.8506 | 0.6837 | 0.5626 | 0.8345 | 0.9990 | 0.0122 | 0.0239 | 0.1667 | 0.0000 | 1.0000 | 0.2857 | 0.8601 | 0.9932 | 0.1946 | 0.3168 |
| 190\% | 0.2591 | 0.1693 | 0.7080 | 0.2416 | 0.8686 | 0.9333 | 0.5450 | 0.5803 | 0.8345 | 0.9990 | 0.0122 | 0.0239 | 0.1667 | 0.0000 | 1.0000 | 0.2857 | 0.8625 | 0.9878 | 0.2360 | 0.3640 |

## APPENDIX E: Hybrid Sampling Performance Metrics

i. Decision Tree + RUS 10\% + Oversampling

|  | Decision Tree |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8540 | 0.9095 | 0.5766 | 0.5683 | 0.8540 | 0.9095 | 0.5766 | 0.5683 | 0.8540 | 0.9095 | 0.5766 | 0.5683 | 0.8540 | 0.9095 | 0.5766 | 0.5683 | 0.8540 | 0.9095 | 0.5766 | 0.5683 |
| 10\% | 0.8496 | 0.8968 | 0.6131 | 0.5760 | 0.8516 | 0.9129 | 0.5450 | 0.5504 | 0.8540 | 0.9051 | 0.5985 | 0.5775 | 0.8548 | 0.9105 | 0.5766 | 0.5697 | 0.8362 | 0.8808 | 0.6131 | 0.5551 |
| 20\% | 0.8512 | 0.9071 | 0.5718 | 0.5615 | 0.8520 | 0.9051 | 0.5864 | 0.5691 | 0.8524 | 0.912 | 0.5523 | 0.5550 | 0.8443 | 0.8973 | 0.5791 | 0.5535 | 0.8281 | 0.8769 | 0.5839 | 0.5310 |
| 30\% | 0.8573 | 0.9085 | 0.6010 | 0.5839 | 0.8544 | 0.9109 | 0.5718 | 0.5669 | 0.8479 | 0.9066 | 0.5547 | 0.5487 | 0.8386 | 0.8925 | 0.5693 | 0.5404 | 0.6784 | 0.6779 | 0.6813 | 0.4139 |
| 40\% | 0.8455 | 0.9051 | 0.5474 | 0.5415 | 0.8532 | 0.9119 | 0.5596 | 0.5596 | 0.8532 | 0.9071 | 0.5839 | 0.5701 | 0.8573 | 0.9148 | 0.5693 | 0.5707 | 0.8139 | 0.8418 | 0.6740 | 0.5469 |
| 50\% | 0.8483 | 0.9109 | 0.5353 | 0.5405 | 0.8548 | 0.9051 | 0.6034 | 0.5808 | 0.8386 | 0.9022 | 0.5207 | 0.5182 | 0.8366 | 0.8968 | 0.5353 | 0.5219 | 0.3216 | 0.2263 | 0.7981 | 0.2817 |
| 60\% | 0.8617 | 0.9217 | 0.5620 | 0.5753 | 0.8475 | 0.9007 | 0.5815 | 0.5597 | 0.8475 | 0.9090 | 0.5401 | 0.5415 | 0.8491 | 0.9032 | 0.5791 | 0.5613 | 0.7997 | 0.8214 | 0.6910 | 0.5348 |
| 70\% | 0.8475 | 0.9090 | 0.5401 | 0.5415 | 0.8524 | 0.9071 | 0.5791 | 0.5667 | 0.8435 | 0.9105 | 0.5085 | 0.5199 | 0.8479 | 0.9002 | 0.5864 | 0.5624 | 0.2145 | 0.0949 | 0.8127 | 0.256 |
| 80\% | 0.8589 | 0.9144 | 0.5815 | 0.5787 | 0.8402 | 0.8939 | 0.5718 | 0.5440 | 0.8496 | 0.9027 | 0.5839 | 0.5640 | 0.8504 | 0.9041 | 0.5815 | 0.5643 | 0.3001 | 0.1976 | 0.8127 | 0.2790 |
| 90\% | 0.8508 | 0.9114 | 0.5474 | 0.5501 | 0.8451 | 0.8968 | 0.5864 | 0.5579 | 0.8508 | 0.9100 | 0.5547 | 0.5534 | 0.8496 | 0.9075 | 0.5596 | 0.5535 | 0.6906 | 0.6871 | 0.7080 | 0.4327 |

ii. Decision Tree + RUS 20\% + Oversampling

|  | Decision Tree |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8447 | 0.9036 | 0.5499 | 0.5413 | 0.8447 | 0.9036 | 0.5499 | 0.5413 | 0.8447 | 0.9036 | 0.5499 | 0.5413 | 0.8447 | 0.9036 | 0.5499 | 0.5413 | 0.8447 | 0.9036 | 0.5499 | 0.5413 |
| 10\% | 0.8451 | 0.9041 | 0.5499 | 0.5420 | 0.8406 | 0.8944 | 0.5718 | 0.5446 | 0.8524 | 0.9056 | 0.5864 | 0.5697 | 0.8471 | 0.9100 | 0.5328 | 0.5374 | 0.8139 | 0.8691 | 0.5377 | 0.4906 |
| 20\% | 0.8487 | 0.9085 | 0.5499 | 0.5479 | 0.8479 | 0.8973 | 0.6010 | 0.5685 | 0.8483 | 0.9012 | 0.5839 | 0.5621 | 0.8516 | 0.8998 | 0.6107 | 0.5783 | 0.2429 | 0.1382 | 0.7664 | 0.2523 |
| 30\% | 0.8451 | 0.8988 | 0.5766 | 0.5537 | 0.8414 | 0.8891 | 0.6034 | 0.5592 | 0.8439 | 0.8978 | 0.5742 | 0.5508 | 0.8410 | 0.8983 | 0.5547 | 0.5377 | 0.8106 | 0.8428 | 0.6496 | 0.5335 |
| 40\% | 0.8512 | 0.9041 | 0.5864 | 0.5677 | 0.8394 | 0.8978 | 0.5474 | 0.5319 | 0.8418 | 0.8900 | 0.6010 | 0.5588 | 0.8418 | 0.8998 | 0.5523 | 0.5379 | 0.2097 | 0.0813 | 0.8516 | 0.2643 |
| 50\% | 0.8435 | 0.8988 | 0.5669 | 0.5469 | 0.8471 | 0.8983 | 0.5912 | 0.5632 | 0.8496 | 0.9090 | 0.5523 | 0.5503 | 0.8447 | 0.8939 | 0.5985 | 0.5623 | 0.3147 | 0.2102 | 0.8370 | 0.2893 |
| 60\% | 0.8455 | 0.9027 | 0.5596 | 0.5470 | 0.8390 | 0.8944 | 0.5620 | 0.5378 | 0.8455 | 0.8998 | 0.5742 | 0.5533 | 0.8410 | 0.9066 | 0.5134 | 0.5184 | 0.4769 | 0.4204 | 0.7591 | 0.3260 |
| 70\% | 0.8479 | 0.8998 | 0.5888 | 0.5634 | 0.8374 | 0.8900 | 0.5742 | 0.5407 | 0.8577 | 0.9032 | 0.6302 | 0.5961 | 0.8536 | 0.9017 | 0.6131 | 0.5827 | 0.2340 | 0.1236 | 0.7859 | 0.2548 |
| 80\% | 0.8573 | 0.9080 | 0.6034 | 0.5849 | 0.8423 | 0.8944 | 0.5815 | 0.5513 | 0.8552 | 0.9090 | 0.5864 | 0.5745 | 0.8463 | 0.9007 | 0.5742 | 0.5546 | 0.2210 | 0.0905 | 0.8735 | 0.2721 |
| 90\% | 0.8532 | 0.9114 | 0.5620 | 0.5607 | 0.8548 | 0.9075 | 0.5912 | 0.5758 | 0.8560 | 0.9100 | 0.5864 | 0.5759 | 0.8491 | 0.8983 | 0.6034 | 0.5714 | 0.1614 | 0.0049 | 0.9440 | 0.2729 |

iii. Decision Tree + RUS 30\% + Oversampling

|  | Decision Tree |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8402 | 0.8915 | 0.5839 | 0.5492 | 0.8402 | 0.8915 | 0.5839 | 0.5492 | 0.8402 | 0.8915 | 0.5839 | 0.5492 | 0.8402 | 0.8915 | 0.5839 | 0.5492 | 0.8402 | 0.8915 | 0.5839 | 0.5492 |
| 10\% | 0.8431 | 0.8964 | 0.5766 | 0.5505 | 0.8370 | 0.8866 | 0.5888 | 0.5463 | 0.8459 | 0.8968 | 0.5912 | 0.5612 | 0.8467 | 0.9012 | 0.5766 | 0.5563 | 0.2822 | 0.2078 | 0.6545 | 0.2331 |
| 20\% | 0.8540 | 0.9032 | 0.6083 | 0.5814 | 0.8374 | 0.8905 | 0.5718 | 0.5396 | 0.8532 | 0.8993 | 0.6229 | 0.5858 | 0.8418 | 0.8949 | 0.5693 | 0.5455 | 0.4830 | 0.4326 | 0.7348 | 0.3214 |
| 30\% | 0.8471 | 0.8978 | 0.5937 | 0.5642 | 0.8232 | 0.8740 | 0.5693 | 0.5177 | 0.8410 | 0.8944 | 0.5742 | 0.5463 | 0.8406 | 0.9007 | 0.5791 | 0.5478 | 0.2036 | 0.0827 | 0.8078 | 0.2527 |
| 40\% | 0.8406 | 0.8910 | 0.5888 | 0.5519 | 0.8548 | 0.8949 | 0.6545 | 0.6004 | 0.8504 | 0.8934 | 0.6350 | 0.5859 | 0.8455 | 0.8954 | 0.5937 | 0.5616 | 0.7944 | 0.8083 | 0.7251 | 0.5403 |
| 50\% | 0.8427 | 0.9002 | 0.5547 | 0.5403 | 0.8418 | 0.8920 | 0.5912 | 0.5548 | 0.8479 | 0.9007 | 0.5839 | 0.5614 | 0.8475 | 0.8939 | 0.5888 | 0.5628 | 0.1622 | 0.0131 | 0.9075 | 0.2653 |
| 60\% | 0.8479 | 0.9027 | 0.5742 | 0.5573 | 0.8406 | 0.8934 | 0.5766 | 0.5467 | 0.8447 | 0.8949 | 0.5937 | 0.5603 | 0.8390 | 0.8934 | 0.6083 | 0.5574 | 0.2478 | 0.1333 | 0.8200 | 0.2665 |
| 70\% | 0.8418 | 0.8895 | 0.6034 | 0.5598 | 0.8362 | 0.8920 | 0.5572 | 0.5313 | 0.8467 | 0.9017 | 0.5718 | 0.5542 | 0.8378 | 0.8983 | 0.5474 | 0.5294 | 0.2360 | 0.1251 | 0.7908 | 0.2565 |
| 80\% | 0.8483 | 0.9056 | 0.5620 | 0.5526 | 0.8386 | 0.8886 | 0.5888 | 0.5488 | 0.8423 | 0.8954 | 0.5766 | 0.5492 | 0.8390 | 0.8964 | 0.5693 | 0.5410 | 0.1614 | 0.0122 | 0.9075 | 0.2651 |
| 90\% | 0.8479 | 0.9056 | 0.5596 | 0.5509 | 0.8443 | 0.8900 | 0.6156 | 0.5685 | 0.8487 | 0.8973 | 0.6058 | 0.5718 | 0.8268 | 0.9012 | 0.5572 | 0.5175 | 0.1602 | 0.0068 | 0.9270 | 0.2690 |

iv. Decision Tree + RUS 40\% + Oversampling

|  | Decision Tree |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8394 | 0.8891 | 0.5912 | 0.5510 | 0.8394 | 0.8891 | 0.5912 | 0.5510 | 0.8394 | 0.8891 | 0.5912 | 0.5510 | 0.8394 | 0.8891 | 0.5912 | 0.5510 | 0.8394 | 0.8891 | 0.5912 | 0.5510 |
| 10\% | 0.8386 | 0.8852 | 0.6058 | 0.5558 | 0.8471 | 0.8866 | 0.6496 | 0.5862 | 0.8435 | 0.8881 | 0.6204 | 0.5692 | 0.8455 | 0.8886 | 0.6302 | 0.5762 | 0.8009 | 0.8701 | 0.4550 | 0.4324 |
| 20\% | 0.8467 | 0.8944 | 0.6083 | 0.5695 | 0.8479 | 0.8915 | 0.6302 | 0.5801 | 0.8378 | 0.8856 | 0.5985 | 0.5516 | 0.8455 | 0.8959 | 0.5937 | 0.5616 | 0.8325 | 0.8803 | 0.5937 | 0.5416 |
| 30\% | 0.8451 | 0.8852 | 0.6448 | 0.5811 | 0.8370 | 0.8769 | 0.6375 | 0.5659 | 0.8378 | 0.8827 | 0.6131 | 0.5575 | 0.8281 | 0.8783 | 0.5766 | 0.5278 | 0.2234 | 0.0944 | 0.8686 | 0.2716 |
| 40\% | 0.8418 | 0.8876 | 0.6131 | 0.5638 | 0.8350 | 0.8798 | 0.6107 | 0.5523 | 0.8394 | 0.8895 | 0.5888 | 0.5500 | 0.8504 | 0.8949 | 0.6277 | 0.5831 | 0.2097 | 0.0856 | 0.8297 | 0.2592 |
| 50\% | 0.8431 | 0.8876 | 0.6204 | 0.5686 | 0.8398 | 0.8803 | 0.6375 | 0.5702 | 0.8427 | 0.8876 | 0.6180 | 0.5670 | 0.8410 | 0.8891 | 0.6010 | 0.5576 | 0.6938 | 0.6993 | 0.6667 | 0.4206 |
| 60\% | 0.8374 | 0.8866 | 0.5912 | 0.5479 | 0.8435 | 0.8895 | 0.6131 | 0.5663 | 0.8374 | 0.8818 | 0.6156 | 0.5579 | 0.8382 | 0.8818 | 0.6204 | 0.5611 | 0.2591 | 0.1489 | 0.8102 | 0.2671 |
| 70\% | 0.8459 | 0.8964 | 0.5937 | 0.5622 | 0.8362 | 0.8852 | 0.5912 | 0.5461 | 0.8414 | 0.8808 | 0.6448 | 0.5755 | 0.8362 | 0.8783 | 0.6253 | 0.5599 | 0.1987 | 0.0759 | 0.8127 | 0.2526 |
| 80\% | 0.8548 | 0.9085 | 0.5864 | 0.5738 | 0.8325 | 0.8735 | 0.6277 | 0.5554 | 0.8402 | 0.8822 | 0.6302 | 0.5680 | 0.8398 | 0.8818 | 0.6302 | 0.5674 | 0.1517 | 0.0131 | 0.8443 | 0.2491 |
| 90\% | 0.8504 | 0.9017 | 0.5937 | 0.5694 | 0.8273 | 0.8696 | 0.6156 | 0.5429 | 0.8317 | 0.8783 | 0.5985 | 0.5424 | 0.8398 | 0.8856 | 0.6107 | 0.5596 | 0.2279 | 0.1153 | 0.7908 | 0.2545 |

v. Decision Tree + RUS 50\% + Oversampling

|  | Decision Tree |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8435 | 0.8837 | 0.6423 | 0.5777 | 0.8435 | 0.8837 | 0.6423 | 0.5777 | 0.8435 | 0.8837 | 0.6423 | 0.5777 | 0.8435 | 0.8837 | 0.6423 | 0.5777 | 0.8435 | 0.8837 | 0.6423 | 0.5777 |
| 10\% | 0.8374 | 0.8754 | 0.6472 | 0.5702 | 0.8455 | 0.8827 | 0.6594 | 0.5872 | 0.8394 | 0.8866 | 0.6034 | 0.5561 | 0.8410 | 0.8774 | 0.6594 | 0.5803 | 0.7835 | 0.8127 | 0.6375 | 0.4953 |
| 20\% | 0.8358 | 0.8769 | 0.6302 | 0.5612 | 0.8354 | 0.8788 | 0.6180 | 0.5558 | 0.8410 | 0.8793 | 0.6496 | 0.5767 | 0.8354 | 0.8745 | 0.6399 | 0.5644 | 0.7539 | 0.7800 | 0.6229 | 0.4576 |
| 30\% | 0.8435 | 0.8827 | 0.6472 | 0.5795 | 0.8370 | 0.8696 | 0.6740 | 0.5795 | 0.8106 | 0.8423 | 0.6521 | 0.5344 | 0.8309 | 0.8647 | 0.6618 | 0.5661 | 0.6902 | 0.6822 | 0.7299 | 0.4399 |
| 40\% | 0.8350 | 0.8813 | 0.6034 | 0.5493 | 0.8240 | 0.8560 | 0.6642 | 0.5571 | 0.8333 | 0.8740 | 0.6302 | 0.5576 | 0.8394 | 0.8764 | 0.6545 | 0.5760 | 0.7863 | 0.8034 | 0.7007 | 0.5222 |
| 50\% | 0.8398 | 0.8793 | 0.6423 | 0.5720 | 0.8350 | 0.8798 | 0.6107 | 0.5523 | 0.8431 | 0.8774 | 0.6715 | 0.5879 | 0.8382 | 0.8783 | 0.6375 | 0.5677 | 0.2364 | 0.1139 | 0.8491 | 0.2704 |
| 60\% | 0.8402 | 0.8832 | 0.6253 | 0.5661 | 0.8321 | 0.8759 | 0.6131 | 0.5490 | 0.8350 | 0.8740 | 0.6399 | 0.5638 | 0.8285 | 0.8706 | 0.6180 | 0.5456 | 0.2084 | 0.0754 | 0.8735 | 0.2689 |
| 70\% | 0.8366 | 0.8735 | 0.6521 | 0.5708 | 0.8248 | 0.8530 | 0.6837 | 0.5654 | 0.8406 | 0.8735 | 0.6764 | 0.5859 | 0.8337 | 0.8779 | 0.6131 | 0.5514 | 0.2072 | 0.0793 | 0.8467 | 0.2625 |
| 80\% | 0.8418 | 0.8861 | 0.6204 | 0.5667 | 0.8374 | 0.8740 | 0.6545 | 0.5729 | 0.8394 | 0.8662 | 0.7056 | 0.5943 | 0.8398 | 0.8783 | 0.6472 | 0.5739 | 0.2088 | 0.0764 | 0.8710 | 0.2685 |
| 90\% | 0.8500 | 0.8905 | 0.6472 | 0.5898 | 0.8382 | 0.8647 | 0.7056 | 0.5924 | 0.8354 | 0.8691 | 0.6667 | 0.5744 | 0.8289 | 0.8642 | 0.6521 | 0.5595 | 0.2352 | 0.1158 | 0.8321 | 0.2661 |

vi. Decision Tree + RUS 60\% + Oversampling

|  | Decision Tree |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8394 | 0.8745 | 0.6642 | 0.5796 | 0.8394 | 0.8745 | 0.6642 | 0.4477 | 0.8394 | 0.8745 | 0.6642 | 0.5796 | 0.8394 | 0.8745 | 0.6642 | 0.5796 | 0.8394 | 0.8745 | 0.6642 | 0.5796 |
| 10\% | 0.8390 | 0.8691 | 0.6886 | 0.5877 | 0.8366 | 0.8613 | 0.7129 | 0.4818 | 0.8471 | 0.8749 | 0.7080 | 0.6069 | 0.8317 | 0.8676 | 0.6521 | 0.5636 | 0.6358 | 0.5995 | 0.8175 | 0.4280 |
| 20\% | 0.8329 | 0.8613 | 0.6910 | 0.5796 | 0.8131 | 0.8389 | 0.6837 | 0.4964 | 0.8386 | 0.8735 | 0.6642 | 0.5784 | 0.8345 | 0.8594 | 0.7105 | 0.5887 | 0.8305 | 0.8686 | 0.6399 | 0.5572 |
| 30\% | 0.8341 | 0.8618 | 0.6959 | 0.5831 | 0.8297 | 0.8574 | 0.6910 | 0.5109 | 0.8329 | 0.8618 | 0.6886 | 0.5787 | 0.8212 | 0.8511 | 0.6715 | 0.5559 | 0.2457 | 0.1246 | 0.8516 | 0.2734 |
| 40\% | 0.8350 | 0.8633 | 0.6934 | 0.5834 | 0.8309 | 0.8579 | 0.6959 | 0.5231 | 0.8358 | 0.8628 | 0.7007 | 0.5872 | 0.8350 | 0.8550 | 0.7348 | 0.5974 | 0.2405 | 0.1168 | 0.8589 | 0.2737 |
| 50\% | 0.8345 | 0.8662 | 0.6764 | 0.5768 | 0.8341 | 0.8676 | 0.6667 | 0.5426 | 0.8244 | 0.8477 | 0.7080 | 0.5734 | 0.8390 | 0.8696 | 0.6861 | 0.5869 | 0.2320 | 0.1032 | 0.8759 | 0.2754 |
| 60\% | 0.8386 | 0.8701 | 0.6813 | 0.5846 | 0.8236 | 0.8521 | 0.6813 | 0.5426 | 0.8390 | 0.8618 | 0.7251 | 0.6002 | 0.8305 | 0.8530 | 0.7178 | 0.5853 | 0.1655 | 0.0049 | 0.9684 | 0.2789 |
| 70\% | 0.8329 | 0.8642 | 0.6764 | 0.5744 | 0.8337 | 0.8603 | 0.7007 | 0.5572 | 0.8285 | 0.8579 | 0.6813 | 0.5697 | 0.8305 | 0.8594 | 0.6861 | 0.5743 | 0.2259 | 0.0964 | 0.8735 | 0.2733 |
| 80\% | 0.8508 | 0.8818 | 0.6959 | 0.6085 | 0.8260 | 0.8594 | 0.6594 | 0.5572 | 0.8354 | 0.8686 | 0.6691 | 0.5753 | 0.8260 | 0.8560 | 0.6764 | 0.5645 | 0.1667 | 0.0058 | 0.9708 | 0.2797 |
| 90\% | 0.8333 | 0.8672 | 0.6642 | 0.5868 | 0.8325 | 0.8613 | 0.6886 | 0.5669 | 0.8333 | 0.8657 | 0.6715 | 0.5732 | 0.8273 | 0.8574 | 0.6764 | 0.5662 | 0.2644 | 0.1479 | 0.8467 | 0.2773 |

vii. Decision Tree + RUS 70\% + Oversampling

|  | Decision Tree |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8122 | 0.8307 | 0.7202 | 0.5611 | 0.8122 | 0.8307 | 0.7202 | 0.5611 | 0.8122 | 0.8307 | 0.7202 | 0.5611 | 0.8122 | 0.8307 | 0.7202 | 0.5611 | 0.8122 | 0.8307 | 0.7202 | 0.5611 |
| 10\% | 0.8175 | 0.8433 | 0.6886 | 0.5571 | 0.8289 | 0.8457 | 0.7445 | 0.5919 | 0.8143 | 0.8326 | 0.7226 | 0.5646 | 0.8143 | 0.8380 | 0.7324 | 0.5761 | 0.8106 | 0.8404 | 0.6618 | 0.5381 |
| 20\% | 0.8224 | 0.8526 | 0.6715 | 0.5576 | 0.8240 | 0.8438 | 0.7251 | 0.5786 | 0.8127 | 0.8331 | 0.7105 | 0.5583 | 0.8127 | 0.8540 | 0.6983 | 0.5752 | 0.7762 | 0.7951 | 0.6813 | 0.5036 |
| 30\% | 0.8256 | 0.8487 | 0.7105 | 0.5759 | 0.8187 | 0.8365 | 0.7299 | 0.5731 | 0.8171 | 0.8370 | 0.7178 | 0.5668 | 0.8171 | 0.8287 | 0.7275 | 0.5631 | 0.5247 | 0.4871 | 0.7129 | 0.3333 |
| 40\% | 0.8256 | 0.8506 | 0.7007 | 0.5726 | 0.8301 | 0.8448 | 0.7567 | 0.5975 | 0.8183 | 0.8326 | 0.7470 | 0.5782 | 0.8183 | 0.8248 | 0.7543 | 0.5735 | 0.2251 | 0.1012 | 0.8443 | 0.2664 |
| 50\% | 0.8309 | 0.8530 | 0.7202 | 0.5867 | 0.8273 | 0.8472 | 0.7275 | 0.5840 | 0.8139 | 0.8297 | 0.7348 | 0.5682 | 0.8139 | 0.8526 | 0.7007 | 0.5749 | 0.2376 | 0.1144 | 0.8540 | 0.2719 |
| 60\% | 0.8370 | 0.8550 | 0.7470 | 0.6043 | 0.8268 | 0.8487 | 0.7178 | 0.5801 | 0.8224 | 0.8448 | 0.7105 | 0.5714 | 0.8224 | 0.8355 | 0.7397 | 0.5774 | 0.1606 | 0.0054 | 0.9367 | 0.2711 |
| 70\% | 0.8179 | 0.8345 | 0.7348 | 0.5736 | 0.8049 | 0.8253 | 0.7032 | 0.5458 | 0.8163 | 0.8384 | 0.7056 | 0.5615 | 0.8163 | 0.8258 | 0.7056 | 0.5477 |  |  |  |  |
| 80\% | 0.8212 | 0.8418 | 0.7178 | 0.5723 | 0.8252 | 0.8482 | 0.7105 | 0.5754 | 0.8187 | 0.8350 | 0.7372 | 0.5755 | 0.8187 | 0.8491 | 0.6448 | 0.5375 |  |  |  |  |
| 90\% | 0.8244 | 0.8462 | 0.7153 | 0.5759 | 0.8110 | 0.8311 | 0.7105 | 0.5562 | 0.8049 | 0.8219 | 0.7202 | 0.5517 | 0.8049 | 0.8404 | 0.7153 | 0.5692 |  |  |  |  |

viii. Decision Tree + RUS 80\% + Oversampling

|  | Decision Tree |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8143 | 0.8345 | 0.7129 | 0.5613 | 0.8110 | 0.8345 | 0.7129 | 0.5562 | 0.8143 | 0.8345 | 0.7129 | 0.5613 | 0.8143 | 0.8345 | 0.7129 | 0.5613 | 0.8143 | 0.8345 | 0.7129 | 0.5613 |
| 10\% | 0.8220 | 0.8331 | 0.7664 | 0.5893 | 0.8147 | 0.8224 | 0.7762 | 0.5826 | 0.8212 | 0.8307 | 0.7737 | 0.5905 | 0.8098 | 0.8131 | 0.7932 | 0.5816 | 0.7940 | 0.8282 | 0.6229 | 0.5020 |
| 20\% | 0.8179 | 0.8331 | 0.7421 | 0.5760 | 0.8183 | 0.8253 | 0.7835 | 0.5897 | 0.8106 | 0.8136 | 0.7956 | 0.5834 | 0.8094 | 0.8151 | 0.7810 | 0.5773 |  |  |  |  |
| 30\% | 0.8147 | 0.8204 | 0.7859 | 0.5857 | 0.8110 | 0.8195 | 0.7689 | 0.5756 | 0.8041 | 0.8097 | 0.7762 | 0.5691 | 0.8147 | 0.8190 | 0.7932 | 0.5879 |  |  |  |  |
| 40\% | 0.8175 | 0.8336 | 0.7372 | 0.5739 | 0.8102 | 0.8136 | 0.7932 | 0.5821 | 0.7924 | 0.8044 | 0.7324 | 0.5404 | 0.8187 | 0.8243 | 0.7908 | 0.5925 |  |  |  |  |
| 50\% | 0.8135 | 0.8209 | 0.7762 | 0.5811 | 0.8021 | 0.8015 | 0.8054 | 0.5757 | 0.8216 | 0.8311 | 0.7737 | 0.5911 | 0.8240 | 0.8248 | 0.8200 | 0.6083 |  |  |  |  |
| 60\% | 0.8151 | 0.8273 | 0.7543 | 0.5762 | 0.8086 | 0.8127 | 0.7883 | 0.5786 | 0.8118 | 0.8161 | 0.7908 | 0.5835 | 0.8131 | 0.8165 | 0.7956 | 0.5865 |  |  |  |  |
| 70\% | 0.8191 | 0.8302 | 0.7640 | 0.5847 | 0.8017 | 0.8083 | 0.7689 | 0.5638 | 0.7936 | 0.8019 | 0.7518 | 0.5484 | 0.8131 | 0.8204 | 0.7762 | 0.5805 |  |  |  |  |
| 80\% | 0.8232 | 0.8326 | 0.7762 | 0.5940 | 0.8049 | 0.8097 | 0.7810 | 0.5717 | 0.8118 | 0.8214 | 0.7640 | 0.5751 | 0.8155 | 0.8297 | 0.7445 | 0.5736 |  |  |  |  |
| 90\% | 0.8005 | 0.8136 | 0.7348 | 0.5511 | 0.8159 | 0.8224 | 0.7835 | 0.5865 | 0.8204 | 0.8277 | 0.7835 | 0.5925 | 0.8054 | 0.8151 | 0.7567 | 0.5644 |  |  |  |  |

ix. Logistic Regression + RUS 10\% + Oversampling

|  | Logistic Regression |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8739 | 0.37710 | 0.9732 | 0.4992 | 0.8739 | 0.9732 | 0.3771 | 0.4992 | 0.8739 | 0.9732 | 0.3771 | 0.4992 | 0.8739 | 0.9732 | 0.3771 | 0.4992 | 0.8739 | 0.9732 | 0.3771 | 0.4992 |
| 10\% | 0.8739 | 0.3966 | 0.9693 | 0.5118 | 0.8743 | 0.9698 | 0.3966 | 0.5126 | 0.8727 | 70.9693 | 0.3893 | 0.5047 | 0.8743 | 0.9689 | 0.4015 | 0.5156 | 0.8564 | 0.9129 | 0.5742 | 0.5714 |
| 20\% | 0.8735 | 0.41360 | 0.9655 | 0.5215 | 0.8759 | 0.9659 | 0.4258 | 0.5335 | 0.8735 | 50.9669 | 0.4063 | 0.5170 | 0.8739 | 0.9630 | 0.4282 | 0.5309 | 0.8678 | 0.9392 | 0.5109 | 0.5630 |
| 30\% | 0.8743 | 0.4380 | 0.9616 | 0.5373 | 0.8755 | 0.9616 | 0.4453 | 0.5438 | 0.8755 | 50.9664 | 0.4209 | 0.5299 | 0.8759 | 0.9601 | 0.4550 | 0.5500 | 0.8735 | 0.9513 | 0.4842 | 0.5606 |
| 40\% | 0.8747 | 0.4647 | 0.9567 | 0.5528 | 0.8755 | 0.9577 | 0.4647 | 0.5544 | 0.8767 | 0.9650 | 0.4355 | 0.5408 | 0.8759 | 0.9523 | 0.4939 | 0.5702 | 0.8682 | 0.9280 | 0.5693 | 0.5902 |
| 50\% | 0.8792 | 0.4988 | 0.9552 | 0.5791 | 0.8800 | 0.9552 | 0.5036 | 0.5831 | 0.8796 | 60.9620 | 0.4672 | 0.5639 | 0.8763 | 0.9470 | 0.5231 | 0.5850 | 0.8706 | 0.9796 | 0.3260 | 0.4566 |
| 60\% | 0.8816 | 0.5304 | 0.9518 | 0.5989 | 0.8824 | 0.9523 | 0.5328 | 0.6016 | 0.8796 | 60.9591 | 0.4818 | 0.5714 | 0.8775 | 0.9426 | 0.5523 | 0.6005 | 0.8788 | 0.9562 | 0.4915 | 0.5747 |
| 70\% | 0.8820 | 0.5499 | 0.9484 | 0.6083 | 0.8828 | 0.9460 | 0.5669 | 0.6172 | 0.8820 | 0.9601 | 0.4915 | 0.5813 | 0.8779 | 0.9406 | 0.5645 | 0.6065 | 0.8747 | 0.9494 | 0.5012 | 0.5714 |
| 80\% | 0.8816 | 0.5645 | 0.9450 | 0.6138 | 0.8816 | 0.9431 | 0.5742 | 0.6178 | 0.8828 | 8.9582 | 0.5061 | 0.5901 | 0.8783 | 0.9377 | 0.5815 | 0.6144 | 0.8625 | 0.9144 | 0.6034 | 0.5940 |
| 90\% | 0.8824 | 0.5693 | 0.9450 | 0.6174 | 0.8804 | 0.9392 | 0.5864 | 0.6203 | 0.8840 | 0.9562 | 0.5231 | 0.6006 | 0.8755 | 0.9314 | 0.5961 | 0.6148 | 0.8735 | 0.9645 | 0.4185 | 0.5244 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

x. Logistic Regression + RUS 20\% + Oversampling

xi. Logistic Regression + RUS 30\% + Oversampling

|  | Logistic Regression |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8747 | 0.4136 | 0.9669 | 0.5492 | 0.8747 | 0.9669 | 0.4136 | 0.5239 | 0.8747 | 0.9669 | 0.4136 | 0.5239 | 0.8747 | 0.9669 | 0.4136 | 0.5239 | 0.8747 | 0.9669 | 0.4136 | 0.5239 |
| 10\% | 0.8763 | 0.4404 | 0.9635 | 0.5505 | 0.8767 | 0.9640 | 0.4404 | 0.5435 | 0.8755 | 0.9640 | 0.4331 | 0.5370 | 0.8771 | 0.9630 | 0.4428 | 0.5457 | 0.8723 | 0.9640 | 0.4136 | 0.5191 |
| 20\% | 0.8788 | 0.4793 | 0.9586 | 0.5814 | 0.8779 | 0.9562 | 0.4866 | 0.5706 | 0.8800 | 0.9620 | 0.4696 | 0.5660 | 0.8755 | 0.9562 | 0.4647 | 0.5544 | 0.8727 | 0.9664 | 0.4039 | 0.5139 |
| 30\% | 0.8808 | 0.5255 | 0.9518 | 0.5642 | 0.8816 | 0.9523 | 0.5280 | 0.5978 | 0.8808 | 0.9601 | 0.4842 | 0.5751 | 0.8800 | 0.9499 | 0.5109 | 0.5866 | 0.8739 | 0.9625 | 0.4307 | 0.5323 |
| 40\% | 0.8844 | 0.5620 | 0.9489 | 0.5519 | 0.8824 | 0.9474 | 0.5572 | 0.6123 | 0.8828 | 0.9582 | 0.5061 | 0.5901 | 0.8816 | 0.9460 | 0.5401 | 0.6033 | 0.8731 | 0.9518 | 0.4793 | 0.5573 |
| 50\% | 0.8836 | 0.5718 | 0.9460 | 0.5403 | 0.8816 | 0.9426 | 0.5766 | 0.6188 | 0.8828 | 0.9547 | 0.5231 | 0.5981 | 0.8828 | 0.9406 | 0.5596 | 0.6142 | 0.8731 | 0.9684 | 0.3966 | 0.5102 |
| 60\% | 0.8820 | 0.5912 | 0.9401 | 0.5573 | 0.8783 | 0.9353 | 0.5937 | 0.6193 | 0.8848 | 0.9547 | 0.5353 | 0.6077 | 0.8832 | 0.9324 | 0.5669 | 0.6180 | 0.8706 | 0.9450 | 0.4988 | 0.5624 |
| 70\% | 0.8779 | 0.5888 | 0.9358 | 0.5598 | 0.8719 | 0.9251 | 0.6058 | 0.6118 | 0.8861 | 0.9533 | 0.5499 | 0.6166 | 0.8788 | 0.9270 | 0.5791 | 0.6142 | 0.8690 | 0.9372 | 0.5280 | 0.5733 |
| 80\% | 0.8788 | 0.5961 | 0.9353 | 0.5526 | 0.8662 | 0.9158 | 0.6180 | 0.6062 | 0.8861 | 0.9509 | 0.5620 | 0.6218 | 0.8783 | 0.9182 | 0.5888 | 0.6173 | 0.8735 | 0.9703 | 0.3893 | 0.5063 |
| 90\% | 0.8739 | 0.6156 | 0.9255 | 0.5509 | 0.8670 | 0.9129 | 0.6375 | 0.6150 | 0.8836 | 0.9460 | 0.5718 | 0.6209 | 0.8710 | 0.9071 | 0.6010 | 0.6084 | 0.8739 | 0.9645 | 0.4209 | 0.5266 |

xii. Logistic Regression + RUS 40\% + Oversampling

|  | Logistic Regression |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8767 | 0.4428 | 0.9635 | 0.5449 | 0.8767 | 0.9635 | 0.4428 | 0.5449 | 0.8767 | 0.9635 | 0.4428 | 0.5449 | 0.8767 | 0.9635 | 0.4428 | 0.5449 | 0.8767 | 0.9635 | 0.4428 | 0.5449 |
| 10\% | 0.8812 | 0.4988 | 0.9591 | 0.5832 | 0.8788 | 0.9562 | 0.4915 | 0.5747 | 0.8808 | 0.9611 | 0.4793 | 0.5727 | 0.8800 | 0.9557 | 0.5012 | 0.5819 | 0.8686 | 0.9835 | 0.2944 | 0.4276 |
| 20\% | 0.8820 | 0.5255 | 0.9513 | 0.5975 | 0.8836 | 0.9523 | 0.5401 | 0.6074 | 0.8828 | 0.9562 | 0.5158 | 0.5947 | 0.8840 | 0.9499 | 0.5547 | 0.6146 | 0.8455 | 0.8939 | 0.6034 | 0.5656 |
| 30\% | 0.8852 | 0.5620 | 0.9489 | 0.6201 | 0.8824 | 0.9455 | 0.5669 | 0.6164 | 0.8840 | 0.9543 | 0.5328 | 0.6050 | 0.8824 | 0.9455 | 0.5669 | 0.6164 | 0.8702 | 0.9742 | 0.3504 | 0.4737 |
| 40\% | 0.8844 | 0.5742 | 0.9474 | 0.6235 | 0.8796 | 0.9397 | 0.5791 | 0.6158 | 0.8848 | 0.9528 | 0.5450 | 0.6120 | 0.8767 | 0.9353 | 0.5839 | 0.6122 | 0.8719 | 0.9708 | 0.3771 | 0.4952 |
| 50\% | 0.8844 | 0.5937 | 0.9382 | 0.6313 | 0.8751 | 0.9299 | 0.6010 | 0.6160 | 0.8844 | 0.9504 | 0.5547 | 0.6154 | 0.8682 | 0.9226 | 0.5961 | 0.6012 | 0.7855 | 0.7908 | 0.7591 | 0.5412 |
| 60\% | 0.8775 | 0.5961 | 0.9294 | 0.6187 | 0.8686 | 0.9202 | 0.6107 | 0.6077 | 0.8848 | 0.9474 | 0.5718 | 0.6233 | 0.8678 | 8.9178 | 0.6180 | 0.6091 | 0.8439 | 0.8822 | 0.6521 | 0.5820 |
| 70\% | 0.8743 | 0.6107 | 0.9212 | 0.6182 | 0.8642 | 0.9105 | 0.6326 | 0.6082 | 0.8812 | 0.9416 | 0.5791 | 0.6190 | 0.8637 | 0.9080 | 0.6423 | 0.6111 | 0.8427 | 0.8793 | 0.6594 | 0.5828 |
| 80\% | 0.8719 | 0.6350 | 0.9153 | 0.6229 | 0.8605 | 0.9032 | 0.6472 | 0.6073 | 0.8775 | 0.9348 | 0.5912 | 0.6168 | 0.8573 | 0.8993 | 0.6472 | 0.6018 | 0.8767 | 0.9630 | 0.4453 | 0.5463 |
| 90\% | 0.8637 | 0.6521 | 0.9056 | 0.6147 | 0.8516 | 0.8920 | 0.6496 | 0.5933 | 0.8779 | 0.9319 | 0.6083 | 0.6242 | 0.8532 | 0.8876 | 0.6813 | 0.6074 | 0.8646 | 0.9265 | 0.5547 | 0.5772 |

xiii. Logistic Regression + RUS 50\% + Oversampling

|  | Logistic Regression |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8824 | 0.5304 | 0.9528 | 0.6006 | 0.8824 | 0.9528 | 0.5304 | 0.6006 | 0.8824 | 0.9528 | 0.5304 | 0.6006 | 0.8824 | 0.9528 | 0.5304 | 0.6006 | 0.8824 | 0.9528 | 0.5304 | 0.6006 |
| 10\% | 0.8836 | 0.5596 | 0.9484 | 0.6158 | 0.8812 | 0.9455 | 0.5596 | 0.6109 | 0.8844 | 0.9489 | 0.5620 | 0.6185 | 0.8828 | 0.9465 | 0.5645 | 0.6162 | 0.8528 | 0.9066 | 0.5839 | 0.5694 |
| 20\% | 0.8800 | 0.5766 | 0.9406 | 0.6156 | 0.8808 | 0.9406 | 0.5815 | 0.6192 | 0.8820 | 0.9455 | 0.5645 | 0.6146 | 0.8808 | 0.9406 | 0.5815 | 0.6192 | 0.8642 | 0.9299 | 0.5353 | 0.5677 |
| 30\% | 0.8771 | 0.5912 | 0.9343 | 0.6160 | 0.8674 | 0.9212 | 0.5985 | 0.6007 | 0.8812 | 0.9411 | 0.5815 | 0.6200 | 0.8698 | 0.9246 | 0.5961 | 0.6042 | 0.8698 | 0.9596 | 0.4209 | 0.5187 |
| 40\% | 0.8690 | 0.6058 | 0.9217 | 0.6066 | 0.8658 | 0.9144 | 0.6229 | 0.6074 | 0.8804 | 0.9367 | 0.5985 | 0.6252 | 0.8633 | 0.9119 | 0.6204 | 0.6021 | 0.8564 | 0.9109 | 0.5839 | 0.5755 |
| 50\% | 0.8670 | 0.6350 | 0.9134 | 0.6141 | 0.8621 | 0.9066 | 0.6399 | 0.6074 | 0.8751 | 0.9285 | 0.6083 | 0.6188 | 0.8621 | 0.9061 | 0.6423 | 0.6083 | 0.8609 | 0.9255 | 0.5377 | 0.5631 |
| 60\% | 0.8637 | 0.6569 | 0.9051 | 0.6164 | 0.8552 | 0.8973 | 0.6448 | 0.5975 | 0.8751 | 0.9236 | 0.6326 | 0.6280 | 0.8577 | 0.8929 | 0.6813 | 0.6147 | 0.8650 | 0.9348 | 0.5158 | 0.5601 |
| 70\% | 0.8605 | 0.6715 | 0.8983 | 0.6161 | 0.8455 | 0.8779 | 0.6837 | 0.5960 | 0.8743 | 0.9207 | 0.6423 | 0.6301 | 0.8479 | 0.8803 | 0.6861 | 0.6006 | 0.8597 | 0.9158 | 0.5791 | 0.5791 |
| 80\% | 0.8581 | 0.6740 | 0.8949 | 0.6128 | 0.8345 | 0.8628 | 0.6934 | 0.5828 | 0.8710 | 0.9158 | 0.6472 | 0.6259 | 0.8366 | 0.8608 | 0.7153 | 0.5933 | 0.8585 | 0.9163 | 0.5693 | 0.5728 |
| 90\% | 0.8443 | 0.7129 | 0.8706 | 0.6041 | 0.8317 | 0.8521 | 0.7299 | 0.5911 | 0.8682 | 0.9080 | 0.6691 | 0.6286 | 0.8345 | 0.8540 | 0.7372 | 0.5976 | 0.8520 | 0.8993 | 0.6156 | 0.5809 |

xiv. Logistic Regression + RUS 60\% + Oversampling

|  | Logistic Regression |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8783 | 0.5426 | 0.9455 | 0.5979 | 0.8783 | 0.9455 | 0.5426 | 0.5979 | 0.8783 | 0.9455 | 0.5426 | 0.5979 | 0.8783 | 0.9455 | 0.5426 | 0.5979 | 0.8783 | 0.9455 | 0.5426 | 0.5979 |
| 10\% | 0.8755 | 0.5815 | 0.9343 | 0.6089 | 0.8739 | 0.9328 | 0.5791 | 0.6048 | 0.8779 | 0.9387 | 0.5742 | 0.6106 | 0.8751 | 0.9358 | 0.5718 | 0.6041 | 0.8629 | 0.9353 | 0.5012 | 0.5493 |
| 20\% | 0.8706 | 0.5937 | 0.9260 | 0.6047 | 0.8666 | 0.9202 | 0.5985 | 0.5993 | 0.8727 | 0.9309 | 0.5815 | 0.6035 | 0.8690 | 0.9231 | 0.5985 | 0.6037 | 0.8646 | 0.9538 | 0.4185 | 0.5074 |
| 30\% | 0.8662 | 0.6083 | 0.9178 | 0.6024 | 0.8605 | 0.9071 | 0.6277 | 0.6000 | 0.8690 | 0.9192 | 0.6180 | 0.6113 | 0.8573 | 0.9036 | 0.6253 | 0.5935 | 0.8524 | 0.9066 | 0.5815 | 0.5677 |
| 40\% | 0.8569 | 0.6253 | 0.9032 | 0.5928 | 0.8512 | 0.8920 | 0.6472 | 0.5918 | 0.8646 | 0.9119 | 0.6277 | 0.6071 | 0.8516 | 0.8934 | 0.6423 | 0.5906 | 0.8601 | 0.9285 | 0.5182 | 0.5525 |
| 50\% | 0.8479 | 0.6521 | 0.8871 | 0.5884 | 0.8394 | 0.8740 | 0.6667 | 0.5805 | 0.8601 | 0.9022 | 0.6496 | 0.6075 | 0.8418 | 0.8764 | 0.6691 | 0.5851 | 0.8719 | 0.9718 | 0.3723 | 0.4920 |
| 60\% | 0.8524 | 0.6837 | 0.8861 | 0.6069 | 0.8341 | 0.8647 | 0.6813 | 0.5779 | 0.8532 | 0.8920 | 0.6594 | 0.5996 | 0.8350 | 0.8613 | 0.7032 | 0.5868 | 0.8710 | 0.9698 | 0.3771 | 0.4936 |
| 70\% | 0.8414 | 0.7105 | 0.8676 | 0.5990 | 0.8244 | 0.8453 | 0.7202 | 0.5776 | 0.8524 | 0.8856 | 0.6861 | 0.6078 | 0.8240 | 0.8443 | 0.7226 | 0.5778 | 0.8706 | 0.9494 | 0.4769 | 0.5513 |
| 80\% | 0.8394 | 0.7202 | 0.8633 | 0.5992 | 0.8204 | 0.8375 | 0.7348 | 0.5769 | 0.8475 | 0.8783 | 0.6934 | 0.6025 | 0.8244 | 0.8448 | 0.7226 | 0.5784 | 0.8650 | 0.9275 | 0.5523 | 0.5769 |
| 90\% | 0.8260 | 0.7202 | 0.8472 | 0.5798 | 0.8049 | 0.8146 | 0.7567 | 0.5639 | 0.8402 | 0.8681 | 0.7007 | 0.5938 | 0.8102 | 0.8209 | 0.7567 | 0.5706 | 0.8715 | 0.9732 | 0.3625 | 0.4846 |

xv. Logistic Regression + RUS 70\% + Oversampling

|  | Logistic Regression |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8593 | 0.6107 | 0.9090 | 0.5913 | 0.8593 | 0.9090 | 0.6107 | 0.5913 | 0.8593 | 0.9090 | 0.6107 | 0.5913 | 0.8593 | 0.9090 | 0.6107 | 0.5913 | 0.8593 | 0.9090 | 0.6107 | 0.5913 |
| 10\% | 0.8520 | 0.6448 | 0.8934 | 0.5922 | 0.8487 | 0.8886 | 0.6496 | 0.5888 | 0.8560 | 0.9007 | 0.6326 | 0.5943 | 0.8496 | 0.8900 | 0.6472 | 0.5891 | 0.8325 | 0.8798 | 0.5961 | 0.5426 |
| 20\% | 0.8443 | 0.6642 | 0.8803 | 0.5871 | 0.8313 | 0.8637 | 0.6691 | 0.5694 | 0.8467 | 0.8813 | 0.6740 | 0.5944 | 0.8345 | 0.8672 | 0.6715 | 0.5750 | 0.7928 | 0.8122 | 0.6959 | 0.5282 |
| 30\% | 0.8309 | 0.6934 | 0.8584 | 0.5775 | 0.8252 | 0.8472 | 0.7153 | 0.5770 | 0.8374 | 0.8647 | 0.7007 | 0.5896 | 0.8244 | 0.8482 | 0.7056 | 0.5726 | 0.8228 | 0.8633 | 0.6204 | 0.5385 |
| 40\% | 0.8260 | 0.7348 | 0.8443 | 0.5847 | 0.8106 | 0.8243 | 0.7421 | 0.5664 | 0.8313 | 0.8550 | 0.7129 | 0.5848 | 0.8155 | 0.8302 | 0.7421 | 0.5728 | 0.8244 | 0.8628 | 0.6326 | 0.5456 |
| 50\% | 0.8167 | 0.7567 | 0.8287 | 0.5791 | 0.7993 | 0.8039 | 0.7762 | 0.5631 | 0.8191 | 0.8370 | 0.7299 | 0.5736 | 0.7976 | 0.8010 | 0.7810 | 0.5627 | 0.8666 | 0.9431 | 0.4842 | 0.5475 |
| 60\% | 0.8102 | 0.7737 | 0.8175 | 0.5761 | 0.7867 | 0.7873 | 0.7835 | 0.5504 | 0.8151 | 0.8282 | 0.7494 | 0.5746 | 0.7908 | 0.7908 | 0.7908 | 0.5575 | 0.8143 | 0.8453 | 0.6594 | 0.5420 |
| 70\% | 0.7916 | 0.7859 | 0.7927 | 0.5569 | 0.7794 | 0.7762 | 0.7956 | 0.5459 | 0.8066 | 0.8170 | 0.7543 | 0.5652 | 0.7810 | 0.7771 | 0.8005 | 0.5492 |  |  |  |  |
| 80\% | 0.7822 | 0.8005 | 0.7786 | 0.5506 | 0.7656 | 0.7538 | 0.8248 | 0.5398 | 0.7985 | 0.8049 | 0.7664 | 0.5590 | 0.7717 | 0.7625 | 0.8175 | 0.5441 |  |  |  |  |
| 90\% | 0.7762 | 0.8151 | 0.7684 | 0.5483 | 0.7526 | 0.7372 | 0.8297 | 0.5279 | 0.7903 | 0.7898 | 0.7932 | 0.5577 | 0.7587 | 0.7450 | 0.8273 | 0.5333 |  |  |  |  |

xvi. Logistic Regression + RUS 80\% + Oversampling

|  | Logistic Regression |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8090 | 0.7494 | 0.8209 | 0.5667 | 0.8090 | 0.8209 | 0.7494 | 0.5667 | 0.8090 | 0.8209 | 0.7494 | 0.5667 | 0.8090 | 0.8209 | 0.7494 | 0.5667 | 0.8090 | 0.8209 | 0.7494 | 0.5667 |
| 10\% | 0.7928 | 0.7713 | 0.7971 | 0.5537 | 0.7899 | 0.7912 | 0.7835 | 0.5542 | 0.7964 | 0.8010 | 0.7737 | 0.5589 | 0.7899 | 0.7927 | 0.7762 | 0.5519 | 0.8532 | 0.9221 | 0.5085 | 0.5359 |
| 20\% | 0.7737 | 0.7932 | 0.7698 | 0.5388 | 0.7616 | 0.7523 | 0.8078 | 0.5304 | 0.7774 | 0.7747 | 0.7908 | 0.5421 | 0.7612 | 0.7538 | 0.7981 | 0.5269 |  |  |  |  |
| 30\% | 0.7603 | 0.8127 | 0.7499 | 0.5306 | 0.7437 | 0.7260 | 0.8321 | 0.5198 | 0.7660 | 0.7572 | 0.8102 | 0.5358 | 0.7466 | 0.7309 | 0.8248 | 0.5203 |  |  |  |  |
| 40\% | 0.7490 | 0.8370 | 0.7314 | 0.5264 | 0.7230 | 0.7002 | 0.8370 | 0.5018 | 0.7514 | 0.7367 | 0.8248 | 0.5252 | 0.7283 | 0.7056 | 0.8418 | 0.5081 |  |  |  |  |
| 50\% | 0.7307 | 0.8540 | 0.7061 | 0.5139 | 0.7149 | 0.6876 | 0.8516 | 0.4989 | 0.7401 | 0.7202 | 0.8394 | 0.5184 | 0.7084 | 0.6769 | 0.8662 | 0.4976 |  |  |  |  |
| 60\% | 0.7202 | 0.8613 | 0.6920 | 0.5064 | 0.7011 | 0.6672 | 0.8710 | 0.4928 | 0.7311 | 0.7080 | 0.8467 | 0.5121 | 0.6951 | 0.6579 | 0.8808 | 0.4905 |  |  |  |  |
| 70\% | 0.7028 | 0.8808 | 0.6672 | 0.4969 | 0.6946 | 0.6574 | 0.8808 | 0.4902 | 0.7121 | 0.6832 | 0.8564 | 0.4979 | 0.6865 | 0.6477 | 0.8808 | 0.4836 |  |  |  |  |
| 80\% | 0.6902 | 0.8905 | 0.6501 | 0.4893 | 0.6764 | 0.6316 | 0.9002 | 0.4811 | 0.7084 | 0.6759 | 0.8710 | 0.4990 | 0.6732 | 0.6277 | 0.9002 | 0.4787 |  |  |  |  |
| 90\% | 0.6869 | 0.8954 | 0.6453 | 0.4881 | 0.6667 | 0.6170 | 0.9148 | 0.4778 | 0.6942 | 0.6550 | 0.8905 | 0.4926 | 0.6521 | 0.6010 | 0.9075 | 0.4651 |  |  |  |  |

xvii. Naïve Bayes + RUS 10\% + Oversampling

|  | Naïve Bayes |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8414 | 0.9961 | 0.0681 | 0.1253 | 0.8414 | 0.9961 | 0.0681 | 0.1253 | 0.8414 | 0.9961 | 0.0681 | 0.1253 | 0.8414 | 0.9961 | 0.0681 | 0.1253 | 0.8414 | 0.9961 | 0.0681 | 0.1253 |
| 10\% | 0.8443 | 0.9951 | 0.0900 | 0.1616 | 0.8439 | 0.9951 | 0.0876 | 0.1575 | 0.8443 | 0.9951 | 0.0900 | 0.1616 | 0.8439 | 0.9951 | 0.0876 | 0.1575 | 0.8354 | 0.9990 | 0.0170 | 0.0333 |
| 20\% | 0.8435 | 0.9922 | 0.0998 | 0.1752 | 0.8439 | 0.9922 | 0.1022 | 0.1791 | 0.8439 | 0.9946 | 0.0900 | 0.1612 | 0.8443 | 0.9927 | 0.1022 | 0.1795 | 0.8358 | 0.9990 | 0.0195 | 0.0380 |
| 30\% | 0.8398 | 0.9849 | 0.1144 | 0.1922 | 0.8406 | 0.9854 | 0.1168 | 0.1963 | 0.8329 | 0.9800 | 0.0973 | 0.1626 | 0.8386 | 0.9825 | 0.1192 | 0.1976 | 0.8333 | 0.9990 | 0.0049 | 0.0096 |
| 40\% | 0.8305 | 0.9669 | 0.1484 | 0.2259 | 0.8345 | 0.9732 | 0.1411 | 0.2214 | 0.8313 | 0.9727 | 0.1241 | 0.1969 | 0.8350 | 0.9718 | 0.1509 | 0.2335 | 0.8345 | 0.9990 | 0.0122 | 0.0239 |
| 50\% | 0.8313 | 0.9659 | 0.1582 | 0.2381 | 0.8297 | 0.9645 | 0.1557 | 0.2336 | 0.8236 | 0.9596 | 0.1436 | 0.2134 | 0.8321 | 0.9630 | 0.1776 | 0.2607 | 0.8337 | 0.9995 | 0.0049 | 0.0097 |
| 60\% | 0.8281 | 0.9562 | 0.1873 | 0.2664 | 0.8297 | 0.9567 | 0.1946 | 0.2759 | 0.8204 | 0.9523 | 0.1606 | 0.2296 | 0.8309 | 0.9572 | 0.1995 | 0.2823 | 0.8341 | 0.9990 | 0.0097 | 0.0192 |
| 70\% | 0.8228 | 0.9440 | 0.2165 | 0.2894 | 0.8297 | 0.9523 | 0.2165 | 0.2977 | 0.8167 | 0.9455 | 0.1727 | 0.2391 | 0.8264 | 0.9474 | 0.2214 | 0.2984 | 0.8345 | 0.9990 | 0.0122 | 0.0239 |
| 80\% | 0.8216 | 0.9382 | 0.2384 | 0.3082 | 0.8195 | 0.9353 | 0.2409 | 0.3079 | 0.8179 | 0.9431 | 0.1922 | 0.2603 | 0.8256 | 0.9416 | 0.2457 | 0.3196 | 0.8345 | 0.9990 | 0.0122 | 0.0239 |
| 90\% | 0.8208 | 0.9304 | 0.2725 | 0.3363 | 0.8171 | 0.9270 | 0.2676 | 0.3279 | 0.8212 | 0.9382 | 0.2360 | 0.3055 | 0.8232 | 0.9319 | 0.2798 | 0.3453 | 0.8337 | 0.9990 | 0.0073 | 0.0144 |

xviii. Naïve Bayes + RUS 20\% + Oversampling

|  | Naïve Bayes |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8443 | 0.9946 | 0.0925 | 0.1652 | 0.8443 | 0.9946 | 0.0925 | 0.1652 | 0.8443 | 0.9946 | 0.0925 | 0.1652 | 0.8443 | 0.9946 | 0.0925 | 0.1652 | 0.8443 | 0.9946 | 0.0925 | 0.1652 |
| 10\% | 0.8402 | 0.9878 | 0.1022 | 0.1757 | 0.8390 | 0.9859 | 0.1046 | 0.1781 | 0.8410 | 0.9903 | 0.0949 | 0.1660 | 0.8394 | 0.9864 | 0.1046 | 0.1784 | 0.8345 | 0.9976 | 0.0195 | 0.0377 |
| 20\% | 0.8337 | 0.9757 | 0.1241 | 0.1992 | 0.8358 | 0.9781 | 0.1241 | 0.2012 | 0.8341 | 0.9781 | 0.1144 | 0.1869 | 0.8398 | 0.9820 | 0.1290 | 0.2116 | 0.8345 | 0.9990 | 0.0122 | 0.0239 |
| 30\% | 0.8301 | 0.9669 | 0.1460 | 0.2226 | 0.8301 | 0.9650 | 0.1557 | 0.2340 | 0.8289 | 0.9669 | 0.1387 | 0.2127 | 0.8313 | 0.9650 | 0.1630 | 0.2436 | 0.8337 | 0.9990 | 0.0073 | 0.0144 |
| 40\% | 0.8293 | 0.9582 | 0.1849 | 0.2653 | 0.8309 | 0.9596 | 0.1873 | 0.2697 | 0.8212 | 0.9528 | 0.1630 | 0.2330 | 0.8325 | 0.9606 | 0.1922 | 0.2767 | 0.8337 | 0.9990 | 0.0073 | 0.0144 |
| 50\% | 0.8260 | 0.9494 | 0.2092 | 0.2862 | 0.8277 | 0.9489 | 0.2214 | 0.2998 | 0.8175 | 0.9450 | 0.1800 | 0.2475 | 0.8248 | 0.9455 | 0.2214 | 0.2964 | 0.8337 | 0.9990 | 0.0073 | 0.0144 |
| 60\% | 0.8224 | 0.9377 | 0.2457 | 0.3156 | 0.8216 | 0.9372 | 0.2433 | 0.3125 | 0.8204 | 0.9436 | 0.2044 | 0.2750 | 0.8216 | 0.9377 | 0.2409 | 0.3103 | 0.8337 | 0.9990 | 0.0073 | 0.0144 |
| 70\% | 0.8216 | 0.9328 | 0.2652 | 0.3313 | 0.8163 | 0.9246 | 0.2749 | 0.3328 | 0.8240 | 0.9387 | 0.2506 | 0.3219 | 0.8167 | 0.9236 | 0.2822 | 0.3392 | 0.8341 | 0.9990 | 0.0097 | 0.0192 |
| 80\% | 0.8171 | 0.9231 | 0.2871 | 0.3435 | 0.8187 | 0.9217 | 0.3041 | 0.3587 | 0.8252 | 0.9372 | 0.2652 | 0.3359 | 0.8139 | 0.9144 | 0.3114 | 0.3580 | 0.8341 | 0.9990 | 0.0097 | 0.0192 |
| 90\% | 0.8155 | 0.9148 | 0.3187 | 0.3654 | 0.8135 | 0.9085 | 0.3382 | 0.3767 | 0.8212 | 0.9285 | 0.2847 | 0.3467 | 0.8151 | 0.9085 | 0.3479 | 0.3854 | 0.8354 | 0.9990 | 0.0170 | 0.0333 |

xix. Naïve Bayes + RUS 30\% + Oversampling

|  | Naïve Bayes |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8341 | 0.9791 | 0.1095 | 0.1804 | 0.8341 | 0.9791 | 0.1095 | 0.5239 | 0.8341 | 0.9791 | 0.1095 | 0.1804 | 0.8341 | 0.9791 | 0.1095 | 0.1804 | 0.8341 | 0.9791 | 0.1095 | 0.1804 |
| 10\% | 0.8305 | 0.9669 | 0.1484 | 0.2259 | 0.8301 | 0.9664 | 0.1484 | 0.5435 | 0.8285 | 0.9645 | 0.1484 | 0.2239 | 0.8309 | 0.9659 | 0.1557 | 0.2349 | 0.8341 | 0.9985 | 0.0122 | 0.0239 |
| 20\% | 0.8248 | 0.9557 | 0.1703 | 0.2448 | 0.8289 | 0.9577 | 0.1849 | 0.5706 | 0.8220 | 0.9528 | 0.1679 | 0.2392 | 0.8268 | 0.9567 | 0.1776 | 0.2548 | 0.8337 | 0.9990 | 0.0073 | 0.0144 |
| 30\% | 0.8228 | 0.9450 | 0.2117 | 0.2848 | 0.8232 | 0.9445 | 0.2165 | 0.5978 | 0.8191 | 0.9460 | 0.1849 | 0.2542 | 0.8232 | 0.9455 | 0.2117 | 0.2852 | 0.8341 | 0.9995 | 0.0073 | 0.0145 |
| 40\% | 0.8208 | 0.9358 | 0.2457 | 0.3137 | 0.8200 | 0.9343 | 0.2482 | 0.6123 | 0.8208 | 0.9411 | 0.2190 | 0.2894 | 0.8167 | 0.9294 | 0.2530 | 0.3152 | 0.8345 | 0.9990 | 0.0122 | 0.0239 |
| 50\% | 0.8175 | 0.9275 | 0.2676 | 0.3284 | 0.8163 | 0.9236 | 0.2798 | 0.6188 | 0.8232 | 0.9377 | 0.2506 | 0.3209 | 0.8167 | 0.9226 | 0.2871 | 0.3430 | 0.8341 | 0.9990 | 0.0097 | 0.0192 |
| 60\% | 0.8175 | 0.9173 | 0.3187 | 0.3680 | 0.8139 | 0.9129 | 0.3187 | 0.6193 | 0.8216 | 0.9299 | 0.2798 | 0.3433 | 0.8139 | 0.9124 | 0.3212 | 0.3651 | 0.8341 | 0.9985 | 0.0122 | 0.0239 |
| 70\% | 0.8139 | 0.9080 | 0.3431 | 0.3806 | 0.8114 | 0.9017 | 0.3601 | 0.6118 | 0.8200 | 0.9207 | 0.3163 | 0.3693 | 0.8122 | 0.9041 | 0.3528 | 0.3851 | 0.8341 | 0.9981 | 0.0146 | 0.0285 |
| 80\% | 0.8159 | 0.9007 | 0.3917 | 0.4149 | 0.8114 | 0.8929 | 0.4039 | 0.6062 | 0.8155 | 0.9119 | 0.3333 | 0.3759 | 0.8118 | 0.8949 | 0.3966 | 0.4127 | 0.8345 | 0.9990 | 0.0122 | 0.0239 |
| 90\% | 0.8110 | 0.8900 | 0.4161 | 0.4233 | 0.8086 | 0.8837 | 0.4331 | 0.6150 | 0.8082 | 0.8973 | 0.3625 | 0.3865 | 0.8033 | 0.8798 | 0.4209 | 0.4164 | 0.8341 | 0.9971 | 0.0195 | 0.0376 |

xx. Naïve Bayes + RUS 40\% + Oversampling

|  | Naïve Bayes |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8273 | 0.9620 | 0.1533 | 0.2283 | 0.8273 | 0.9620 | 0.1533 | 0.2283 | 0.8273 | 0.9620 | 0.1533 | 0.2283 | 0.8273 | 0.9620 | 0.1533 | 0.2283 | 0.8273 | 0.9620 | 0.1533 | 0.2283 |
| 10\% | 0.8240 | 0.9504 | 0.1922 | 0.2669 | 0.8232 | 0.9484 | 0.1971 | 0.2709 | 0.8224 | 0.9489 | 0.1898 | 0.2626 | 0.8240 | 0.9489 | 0.1995 | 0.2742 | 0.8337 | 0.9995 | 0.0049 | 0.0097 |
| 20\% | 0.8216 | 0.9392 | 0.2336 | 0.3038 | 0.8212 | 0.9372 | 0.2409 | 0.3099 | 0.8204 | 0.9406 | 0.2190 | 0.2889 | 0.8216 | 0.9372 | 0.2433 | 0.3125 | 0.8350 | 0.9985 | 0.0170 | 0.0333 |
| 30\% | 0.8179 | 0.9294 | 0.2603 | 0.3228 | 0.8183 | 0.9285 | 0.2676 | 0.3293 | 0.8228 | 0.9358 | 0.2579 | 0.3267 | 0.8167 | 0.9275 | 0.2628 | 0.3234 | 0.8337 | 0.9990 | 0.0073 | 0.0144 |
| 40\% | 0.8191 | 0.9231 | 0.2993 | 0.3555 | 0.8159 | 0.9168 | 0.3114 | 0.3606 | 0.8220 | 0.9270 | 0.2968 | 0.3572 | 0.8163 | 0.9153 | 0.3212 | 0.3682 | 0.8345 | 0.9990 | 0.0122 | 0.0239 |
| 50\% | 0.8159 | 0.9085 | 0.3528 | 0.3898 | 0.8135 | 0.9032 | 0.3650 | 0.3947 | 0.8208 | 0.9212 | 0.3187 | 0.3722 | 0.8127 | 0.9027 | 0.3625 | 0.3921 | 0.8398 | 0.9966 | 0.0560 | 0.1043 |
| 60\% | 0.8143 | 0.8954 | 0.4088 | 0.4232 | 0.8110 | 0.8925 | 0.4039 | 0.4160 | 0.8143 | 0.9066 | 0.3528 | 0.3877 | 0.8106 | 0.8925 | 0.4015 | 0.4141 | 0.8423 | 0.9976 | 0.0657 | 0.1219 |
| 70\% | 0.8139 | 0.8881 | 0.4428 | 0.4423 | 0.8017 | 0.8740 | 0.4404 | 0.4254 | 0.8082 | 0.8920 | 0.3893 | 0.4035 | 0.8086 | 0.8822 | 0.4404 | 0.4341 | 0.8423 | 0.9961 | 0.0730 | 0.1336 |
| 80\% | 0.8066 | 0.8730 | 0.4745 | 0.4498 | 0.7960 | 0.8647 | 0.4526 | 0.4251 | 0.8001 | 0.8735 | 0.4331 | 0.4193 | 0.7928 | 0.8555 | 0.4793 | 0.4354 | 0.8358 | 0.9976 | 0.0268 | 0.0515 |
| 90\% | 0.7924 | 0.8526 | 0.4915 | 0.4410 | 0.7835 | 0.8414 | 0.4939 | 0.4319 | 0.7932 | 0.8579 | 0.4696 | 0.4308 | 0.7826 | 0.8404 | 0.4939 | 0.4310 | 0.8414 | 0.9951 | 0.0730 | 0.1330 |

xxi. Naïve Bayes + RUS 50\% + Oversampling

|  | Naïve Bayes |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8224 | 0.9387 | 0.2409 | 0.3113 | 0.8224 | 0.9387 | 0.2409 | 0.3113 | 0.8224 | 0.9387 | 0.2409 | 0.3113 | 0.8224 | 0.9387 | 0.2409 | 0.3113 | 0.8224 | 0.9387 | 0.2409 | 0.3113 |
| 10\% | 0.8220 | 0.9304 | 0.2798 | 0.3438 | 0.8191 | 0.9280 | 0.2749 | 0.3363 | 0.8216 | 0.9304 | 0.2798 | 0.3433 | 0.8204 | 0.9280 | 0.2822 | 0.3437 | 0.8406 | 0.9976 | 0.0560 | 0.1048 |
| 20\% | 0.8171 | 0.9134 | 0.3358 | 0.3796 | 0.8167 | 0.9134 | 0.3333 | 0.3774 | 0.8204 | 0.9231 | 0.3163 | 0.3698 | 0.8183 | 0.9139 | 0.3406 | 0.3846 | 0.8345 | 0.9985 | 0.0146 | 0.0286 |
| 30\% | 0.8151 | 0.9017 | 0.3820 | 0.4078 | 0.8163 | 0.8993 | 0.4015 | 0.4215 | 0.8167 | 0.9090 | 0.3504 | 0.3892 | 0.8147 | 0.8998 | 0.3893 | 0.4118 | 0.8345 | 0.9966 | 0.0243 | 0.0467 |
| 40\% | 0.8090 | 0.8827 | 0.4404 | 0.4346 | 0.8131 | 0.8881 | 0.4380 | 0.4385 | 0.8122 | 0.8871 | 0.4112 | 0.4220 | 0.8118 | 0.8871 | 0.4355 | 0.4355 | 0.8362 | 0.9961 | 0.0365 | 0.0691 |
| 50\% | 0.8054 | 0.8710 | 0.4769 | 0.4495 | 0.8021 | 0.8681 | 0.4720 | 0.4429 | 0.7997 | 0.8730 | 0.4380 | 0.4215 | 0.8009 | 0.8691 | 0.4599 | 0.4350 | 0.8418 | 0.9917 | 0.0925 | 0.1631 |
| 60\% | 0.7843 | 0.8394 | 0.5085 | 0.4400 | 0.7859 | 0.8399 | 0.5158 | 0.4454 | 0.7895 | 0.8506 | 0.4915 | 0.4377 | 0.7883 | 0.8443 | 0.5085 | 0.4447 | 0.8406 | 0.9873 | 0.1071 | 0.1830 |
| 70\% | 0.7709 | 0.8122 | 0.5645 | 0.4509 | 0.7644 | 0.8088 | 0.5426 | 0.4343 | 0.7745 | 0.8292 | 0.5036 | 0.4268 | 0.7693 | 0.8161 | 0.5353 | 0.4361 | 0.8443 | 0.9873 | 0.1290 | 0.2163 |
| 80\% | 0.7563 | 0.7888 | 0.5937 | 0.4481 | 0.7543 | 0.7864 | 0.5937 | 0.4461 | 0.7697 | 0.8146 | 0.5547 | 0.4453 | 0.7547 | 0.7908 | 0.5742 | 0.4383 | 0.8358 | 0.9689 | 0.1703 | 0.2569 |
| 90\% | 0.7401 | 0.7698 | 0.5912 | 0.4312 | 0.7344 | 0.7582 | 0.6156 | 0.4358 | 0.7522 | 0.7859 | 0.5766 | 0.4369 | 0.7393 | 0.7659 | 0.6058 | 0.4365 | 0.8354 | 0.9591 | 0.2165 | 0.3048 |

xxii. Naïve Bayes + RUS 60\% + Oversampling

|  | Naïve Bayes |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8171 | 0.9129 | 0.3382 | 0.3813 | 0.8171 | 0.9129 | 0.3382 | 0.3813 | 0.8171 | 0.9129 | 0.3382 | 0.3813 | 0.8171 | 0.9129 | 0.3382 | 0.3813 | 0.8171 | 0.9129 | 0.3382 | 0.3813 |
| 10\% | 0.8167 | 0.8983 | 0.4088 | 0.4264 | 0.8155 | 0.8978 | 0.4039 | 0.4219 | 0.8147 | 0.8983 | 0.3966 | 0.4163 | 0.8159 | 0.8973 | 0.4088 | 0.4253 | 0.8378 | 0.9942 | 0.0560 | 0.1031 |
| 20\% | 0.8118 | 0.8803 | 0.4696 | 0.4541 | 0.8110 | 0.8808 | 0.4623 | 0.4492 | 0.8074 | 0.8740 | 0.4745 | 0.4509 | 0.8094 | 0.8769 | 0.4720 | 0.4522 | 0.8390 | 0.9951 | 0.0584 | 0.1079 |
| 30\% | 0.7895 | 0.8477 | 0.4988 | 0.4413 | 0.7932 | 0.8496 | 0.5109 | 0.4516 | 0.7920 | 0.8487 | 0.5085 | 0.4490 | 0.7895 | 0.8448 | 0.5134 | 0.4485 | 0.8406 | 0.9888 | 0.0998 | 0.1726 |
| 40\% | 0.7701 | 0.8146 | 0.5474 | 0.4425 | 0.7644 | 0.8044 | 0.5645 | 0.4440 | 0.7741 | 0.8238 | 0.5255 | 0.4368 | 0.7713 | 0.8136 | 0.5596 | 0.4492 | 0.8374 | 0.9713 | 0.1679 | 0.2560 |
| 50\% | 0.7478 | 0.7791 | 0.5912 | 0.4386 | 0.7461 | 0.7766 | 0.5937 | 0.4381 | 0.7530 | 0.7903 | 0.5669 | 0.4335 | 0.7474 | 0.7791 | 0.5888 | 0.4372 | 0.8354 | 0.9679 | 0.1727 | 0.2591 |
| 60\% | 0.7299 | 0.7547 | 0.6058 | 0.4278 | 0.7242 | 0.7460 | 0.6156 | 0.4266 | 0.7303 | 0.7547 | 0.6083 | 0.4292 | 0.7238 | 0.7479 | 0.6034 | 0.4214 | 0.8244 | 0.9479 | 0.2068 | 0.2819 |
| 70\% | 0.7088 | 0.7246 | 0.6302 | 0.4191 | 0.6995 | 0.7105 | 0.6448 | 0.4170 | 0.7234 | 0.7411 | 0.6350 | 0.4336 | 0.7024 | 0.7168 | 0.6302 | 0.4137 | 0.8212 | 0.9255 | 0.2993 | 0.3581 |
| 80\% | 0.6975 | 0.7071 | 0.6496 | 0.4172 | 0.6869 | 0.6934 | 0.6545 | 0.4107 | 0.7141 | 0.7251 | 0.6594 | 0.4346 | 0.6890 | 0.6973 | 0.6472 | 0.4095 | 0.8155 | 0.8959 | 0.4136 | 0.4277 |
| 90\% | 0.6849 | 0.6856 | 0.6813 | 0.4188 | 0.6736 | 0.6749 | 0.6667 | 0.4050 | 0.6975 | 0.6993 | 0.6886 | 0.4314 | 0.6841 | 0.6852 | 0.6788 | 0.4174 | 0.8001 | 0.8691 | 0.4550 | 0.4314 |

xxiii. Naïve Bayes + RUS 70\% + Oversampling

|  | Naïve Bayes |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.7859 | 0.8404 | 0.5134 | 0.4442 | 0.7859 | 0.8404 | 0.7859 | 0.4442 | 0.7859 | 0.8404 | 0.5134 | 0.4442 | 0.7859 | 0.8404 | 0.5134 | 0.4442 | 0.7859 | 0.8404 | 0.5134 | 0.4442 |
| 10\% | 0.7616 | 0.7995 | 0.5718 | 0.4442 | 0.7567 | 0.7942 | 0.7567 | 0.4382 | 0.7612 | 0.7995 | 0.5693 | 0.4428 | 0.7575 | 0.7951 | 0.5693 | 0.4390 | 0.8345 | 0.9528 | 0.2433 | 0.3289 |
| 20\% | 0.7295 | 0.7552 | 0.6010 | 0.4255 | 0.7238 | 0.7479 | 0.7238 | 0.4214 | 0.7328 | 0.7586 | 0.6034 | 0.4294 | 0.7287 | 0.7533 | 0.6058 | 0.4267 | 0.8277 | 0.9363 | 0.2847 | 0.3551 |
| 30\% | 0.7019 | 0.7178 | 0.6229 | 0.4106 | 0.7028 | 0.7178 | 0.7028 | 0.4131 | 0.7182 | 0.7328 | 0.6448 | 0.4327 | 0.7015 | 0.7144 | 0.6375 | 0.4159 | 0.8110 | 0.8895 | 0.4185 | 0.4247 |
| 40\% | 0.6906 | 0.6944 | 0.6715 | 0.4198 | 0.6849 | 0.6891 | 0.6849 | 0.4127 | 0.6963 | 0.6998 | 0.6788 | 0.4269 | 0.6837 | 0.6876 | 0.6642 | 0.4118 | 0.7952 | 0.8487 | 0.5280 | 0.4622 |
| 50\% | 0.6764 | 0.6754 | 0.6813 | 0.4124 | 0.6727 | 0.6672 | 0.6727 | 0.4165 | 0.6861 | 0.6827 | 0.7032 | 0.4275 | 0.6756 | 0.6701 | 0.7032 | 0.4194 | 0.7551 | 0.7937 | 0.5620 | 0.4334 |
| 60\% | 0.6650 | 0.6530 | 0.7251 | 0.4191 | 0.6626 | 0.6521 | 0.6626 | 0.4141 | 0.6732 | 0.6652 | 0.7129 | 0.4210 | 0.6675 | 0.6560 | 0.7251 | 0.4209 | 0.7291 | 0.7513 | 0.6180 | 0.4320 |
| 70\% | 0.6594 | 0.6443 | 0.7348 | 0.4183 | 0.6594 | 0.6438 | 0.6594 | 0.4191 | 0.6711 | 0.6530 | 0.7616 | 0.4356 | 0.6594 | 0.6418 | 0.7470 | 0.4223 |  |  |  |  |
| 80\% | 0.6529 | 0.6297 | 0.7689 | 0.4247 | 0.6500 | 0.6297 | 0.6500 | 0.4173 | 0.6565 | 0.6355 | 0.7616 | 0.4250 | 0.6484 | 0.6258 | 0.7616 | 0.4193 |  |  |  |  |
| 90\% | 0.6456 | 0.6185 | 0.7810 | 0.4235 | 0.6407 | 0.6151 | 0.6407 | 0.4163 | 0.6464 | 0.6112 | 0.8224 | 0.4367 | 0.6431 | 0.6131 | 0.7932 | 0.4256 |  |  |  |  |

xxiv. Naïve Bayes + RUS 80\% + Oversampling

|  | Naïve Bayes |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.6764 | 0.6715 | 0.7007 | 0.4192 | 0.6764 | 0.6715 | 0.7007 | 0.4192 | 0.6764 | 0.6715 | 0.7007 | 0.4192 | 0.6764 | 0.6715 | 0.7007 | 0.4192 | 0.6764 | 0.6715 | 0.7007 | 0.4192 |
| 10\% | 0.6573 | 0.6438 | 0.7251 | 0.4136 | 0.6545 | 0.6399 | 0.7275 | 0.4124 | 0.6573 | 0.6443 | 0.7226 | 0.4128 | 0.6545 | 0.6404 | 0.7251 | 0.4116 | 0.6857 | 0.6842 | 0.6934 | 0.4238 |
| 20\% | 0.6460 | 0.6234 | 0.7591 | 0.4168 | 0.6440 | 0.6204 | 0.7616 | 0.4162 | 0.6480 | 0.6234 | 0.7713 | 0.4221 | 0.6456 | 0.6204 | 0.7713 | 0.4204 |  |  |  |  |
| 30\% | 0.6383 | 0.6068 | 0.7956 | 0.4230 | 0.6358 | 0.6054 | 0.7883 | 0.4191 | 0.6367 | 0.6019 | 0.8102 | 0.4264 | 0.6342 | 0.6005 | 0.8029 | 0.4225 |  |  |  |  |
| 40\% | 0.6241 | 0.5839 | 0.8248 | 0.4224 | 0.6204 | 0.5791 | 0.8273 | 0.4208 | 0.6196 | 0.5762 | 0.8370 | 0.4231 | 0.6192 | 0.5771 | 0.8297 | 0.4207 |  |  |  |  |
| 50\% | 0.6115 | 0.5635 | 0.8516 | 0.4222 | 0.6111 | 0.5640 | 0.8467 | 0.4205 | 0.6002 | 0.5474 | 0.8637 | 0.4186 | 0.6046 | 0.5547 | 0.8540 | 0.4186 |  |  |  |  |
| 60\% | 0.5957 | 0.5416 | 0.8662 | 0.4166 | 0.5929 | 0.5382 | 0.8662 | 0.4149 | 0.5702 | 0.5080 | 0.8808 | 0.4058 | 0.5750 | 0.5148 | 0.8759 | 0.4072 |  |  |  |  |
| 70\% | 0.5604 | 0.4934 | 0.8954 | 0.4044 | 0.5734 | 0.5114 | 0.8832 | 0.4083 | 0.5446 | 0.4754 | 0.8905 | 0.3946 | 0.5560 | 0.4876 | 0.8978 | 0.4026 |  |  |  |  |
| 80\% | 0.5296 | 0.4555 | 0.9002 | 0.3895 | 0.5438 | 0.4725 | 0.9002 | 0.3968 | 0.5049 | 0.4248 | 0.9051 | 0.3786 | 0.5231 | 0.4462 | 0.9075 | 0.3881 |  |  |  |  |
| 90\% | 0.5109 | 0.4287 | 0.9221 | 0.3859 | 0.5223 | 0.4433 | 0.9173 | 0.3903 | 0.4781 | 0.3878 | 0.9294 | 0.3725 | 0.4939 | 0.4068 | 0.9294 | 0.3797 |  |  |  |  |

xxv.Random Forest + RUS 10\% + Oversampling

|  | Naïve Bayes |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8893 | 0.9567 | 0.5523 | 0.6245 | 0.8893 | 0.9567 | 0.5523 | 0.6245 | 0.8893 | 0.9567 | 0.5523 | 0.6245 | 0.8893 | 0.9567 | 0.5523 | 0.6245 | 0.8893 | 0.9567 | 0.5523 | 0.6245 |
| 10\% | 0.8897 | 0.9562 | 0.5572 | 0.6274 | 0.8933 | 0.9586 | 0.5669 | 0.6392 | 0.8925 | 0.9586 | 0.5620 | 0.6355 | 0.8946 | 0.9611 | 0.5620 | 0.6399 | 0.8739 | 0.8876 | 0.8054 | 0.6804 |
| 20\% | 0.8885 | 0.9547 | 0.5572 | 0.6248 | 0.8958 | 0.9582 | 0.5839 | 0.6513 | 0.8950 | 0.9567 | 0.5864 | 0.6505 | 0.8913 | 0.9562 | 0.5669 | 0.6349 | 0.3706 | 0.2530 | 0.9586 | 0.3368 |
| 30\% | 0.8917 | 0.9557 | 0.5718 | 0.6377 | 0.8917 | 0.9533 | 0.5839 | 0.6426 | 0.8958 | 0.9567 | 0.5912 | 0.6541 | 0.8982 | 0.9596 | 0.5912 | 0.6594 | 0.1679 | 0.0015 | 1.0000 | 0.2860 |
| 40\% | 0.8873 | 0.9499 | 0.5742 | 0.6293 | 0.8921 | 0.9552 | 0.5766 | 0.6405 | 0.8938 | 0.9562 | 0.5815 | 0.6459 | 0.8946 | 0.9538 | 0.5985 | 0.6543 | 0.1800 | 0.0175 | 0.9927 | 0.2875 |
| 50\% | 0.8929 | 0.9543 | 0.5864 | 0.6461 | 0.8946 | 0.9557 | 0.5888 | 0.6505 | 0.8942 | 0.9543 | 0.5937 | 0.6515 | 0.8958 | 0.9557 | 0.5961 | 0.6560 | 0.1667 | 0.0000 | 1.0000 | 0.2857 |
| 60\% | 0.8942 | 0.9543 | 0.5937 | 0.6515 | 0.8962 | 0.9557 | 0.5985 | 0.6578 | 0.8954 | 0.9557 | 0.5937 | 0.6542 | 0.8950 | 0.9557 | 0.5912 | 0.6523 | 0.1667 | 0.0000 | 1.0000 | 0.2857 |
| 70\% | 0.8938 | 0.9543 | 0.5912 | 0.6497 | 0.8938 | 0.9543 | 0.5912 | 0.6497 | 0.8950 | 0.9557 | 0.5912 | 0.6523 | 0.8909 | 0.9543 | 0.5742 | 0.6370 | 0.1667 | 0.0000 | 1.0000 | 0.2857 |
| 80\% | 0.8933 | 0.9538 | 0.5912 | 0.6489 | 0.8929 | 0.9557 | 0.5791 | 0.6432 | 0.8974 | 0.9547 | 0.6107 | 0.6649 | 0.8938 | 0.9499 | 0.6131 | 0.6580 | 0.1667 | 0.0000 | 1.0000 | 0.2857 |
| 90\% | 0.8950 | 0.9513 | 0.6131 | 0.6606 | 0.8966 | 0.9596 | 0.5815 | 0.6521 | 0.8938 | 0.9523 | 0.6010 | 0.6534 | 0.8954 | 0.9533 | 0.6058 | 0.6587 | 0.1667 | 0.0000 | 1.0000 | 0.2857 |

xxvi. Random Forest + RUS 20\% + Oversampling

|  | Random Forest |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8946 | 0.9577 | 0.5791 | 0.6467 | 0.8946 | 0.9577 | 0.5791 | 0.6467 | 0.8946 | 0.9577 | 0.5791 | 0.6467 | 0.8946 | 0.9577 | 0.5791 | 0.6467 | 0.8946 | 0.9577 | 0.5791 | 0.6467 |
| 10\% | 0.8954 | 0.9547 | 0.5985 | 0.6560 | 0.8954 | 0.9538 | 0.6034 | 0.6578 | 0.8958 | 0.9572 | 0.5888 | 0.6532 | 0.8954 | 0.9523 | 0.6107 | 0.6605 | 0.8763 | 0.8954 | 0.7810 | 0.6779 |
| 20\% | 0.8946 | 0.9518 | 0.6083 | 0.6579 | 0.8958 | 0.9513 | 0.6180 | 0.6641 | 0.8954 | 0.9513 | 0.6156 | 0.6623 | 0.8946 | 0.9523 | 0.6058 | 0.6570 | 0.4079 | 0.2993 | 0.9513 | 0.3488 |
| 30\% | 0.8962 | 0.9528 | 0.6131 | 0.6632 | 0.8970 | 0.9513 | 0.6253 | 0.6693 | 0.8929 | 0.9509 | 0.6034 | 0.6526 | 0.8966 | 0.9528 | 0.6156 | 0.6649 | 0.1695 | 0.0034 | 1.0000 | 0.2864 |
| 40\% | 0.8925 | 0.9470 | 0.6204 | 0.6581 | 0.8946 | 0.9484 | 0.6253 | 0.6641 | 0.8962 | 0.9499 | 0.6277 | 0.6684 | 0.8950 | 0.9513 | 0.6131 | 0.6606 | 0.1667 | 0.0000 | 1.0000 | 0.2857 |
| 50\% | 0.8994 | 0.9523 | 0.6350 | 0.6779 | 0.8950 | 0.9470 | 0.6350 | 0.6684 | 0.8954 | 0.9513 | 0.6156 | 0.6623 | 0.8938 | 0.9494 | 0.6156 | 0.6589 | 0.1918 | 0.0345 | 0.9781 | 0.2875 |
| 60\% | 0.8950 | 0.9484 | 0.6277 | 0.6658 | 0.8974 | 0.9523 | 0.6229 | 0.6693 | 0.8970 | 0.9509 | 0.6277 | 0.6701 | 0.8978 | 0.9513 | 0.6302 | 0.6727 | 0.1667 | 0.0000 | 1.0000 | 0.2857 |
| 70\% | 0.8925 | 0.9431 | 0.6399 | 0.6650 | 0.8950 | 0.9513 | 0.6131 | 0.6606 | 0.8946 | 0.9494 | 0.6204 | 0.6623 | 0.8933 | 0.9465 | 0.6277 | 0.6624 | 0.1667 | 0.0000 | 1.0000 | 0.2857 |
| 80\% | 0.8909 | 0.9440 | 0.6253 | 0.6564 | 0.8974 | 0.9543 | 0.6131 | 0.6658 | 0.8954 | 0.9484 | 0.6302 | 0.6675 | 0.8954 | 0.9484 | 0.6302 | 0.6675 | 0.1667 | 0.0000 | 1.0000 | 0.2857 |
| 90\% | 0.8938 | 0.9474 | 0.6253 | 0.6624 | 0.8958 | 0.9479 | 0.6350 | 0.6701 | 0.8962 | 0.9489 | 0.6326 | 0.6701 | 0.8950 | 0.9484 | 0.6277 | 0.6658 | 0.1667 | 0.0000 | 1.0000 | 0.2857 |

xxvii. Random Forest + RUS 30\% + Oversampling

|  | Random Forest |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8897 | 0.9479 | 0.5985 | 0.6440 | 0.8897 | 0.9479 | 0.5985 | 0.6440 | 0.8897 | 0.9479 | 0.5985 | 0.6440 | 0.8897 | 0.9479 | 0.5985 | 0.6440 | 0.8897 | 0.9479 | 0.5985 | 0.6440 |
| 10\% | 0.8921 | 0.9470 | 0.6180 | 0.6563 | 0.8933 | 0.9470 | 0.6253 | 0.6615 | 0.8978 | 0.9499 | 0.6375 | 0.6753 | 0.8925 | 0.9445 | 0.6326 | 0.6624 | 0.7956 | 0.7917 | 0.8151 | 0.5707 |
| 20\% | 0.8958 | 0.9474 | 0.6375 | 0.6709 | 0.8974 | 0.9474 | 0.6472 | 0.6777 | 0.8909 | 0.9436 | 0.6277 | 0.6573 | 0.8966 | 0.9484 | 0.6375 | 0.6727 | 0.4676 | 0.3805 | 0.9027 | 0.3611 |
| 30\% | 0.8942 | 0.9479 | 0.6253 | 0.6632 | 0.8933 | 0.9455 | 0.6326 | 0.6641 | 0.8946 | 0.9470 | 0.6326 | 0.6667 | 0.8917 | 0.9421 | 0.6399 | 0.6633 | 0.2129 | 0.0608 | 0.9732 | 0.2919 |
| 40\% | 0.8933 | 0.9431 | 0.6448 | 0.6683 | 0.8913 | 0.9426 | 0.6350 | 0.6608 | 0.8954 | 0.9426 | 0.6594 | 0.6775 | 0.8929 | 0.9460 | 0.6277 | 0.6615 | 0.1979 | 0.0380 | 0.9976 | 0.2931 |
| 50\% | 0.8917 | 0.9382 | 0.6594 | 0.6700 | 0.8933 | 0.9455 | 0.6326 | 0.6641 | 0.8954 | 0.9445 | 0.6496 | 0.6742 | 0.8913 | 0.9406 | 0.6448 | 0.6642 | 0.1667 | 0.0000 | 1.0000 | 0.2857 |
| 60\% | 0.8986 | 0.9455 | 0.6642 | 0.6859 | 0.8929 | 0.9401 | 0.6569 | 0.6716 | 0.8929 | 0.9377 | 0.6691 | 0.6757 | 0.8958 | 0.9460 | 0.6448 | 0.6734 | 0.1691 | 0.0029 | 1.0000 | 0.2863 |
| 70\% | 0.8905 | 0.9377 | 0.6545 | 0.6658 | 0.8933 | 0.9411 | 0.6545 | 0.6717 | 0.8938 | 0.9426 | 0.6496 | 0.6709 | 0.8962 | 0.9445 | 0.6545 | 0.6776 | 0.1727 | 0.0083 | 0.9951 | 0.2862 |
| 80\% | 0.8933 | 0.9406 | 0.6569 | 0.6725 | 0.8917 | 0.9416 | 0.6423 | 0.6642 | 0.8958 | 0.9455 | 0.6472 | 0.6743 | 0.8933 | 0.9406 | 0.6569 | 0.6725 | 0.1667 | 0.0000 | 1.0000 | 0.2857 |
| 90\% | 0.8921 | 0.9382 | 0.6618 | 0.6716 | 0.8929 | 0.9387 | 0.6642 | 0.6741 | 0.8942 | 0.9411 | 0.6594 | 0.6750 | 0.8946 | 0.9397 | 0.6691 | 0.6790 | 0.1667 | 0.0000 | 1.0000 | 0.2857 |

xxviii. Random Forest + RUS 40\% + Oversampling

|  | Random Forest |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8946 | 0.9382 | 0.6764 | 0.6814 | 0.8946 | 0.9382 | 0.6764 | 0.6814 | 0.8946 | 0.9382 | 0.6764 | 0.6814 | 0.8946 | 0.9382 | 0.6764 | 0.6814 | 0.8946 | 0.9382 | 0.6764 | 0.6814 |
| 10\% | 0.8901 | 0.9367 | 0.6569 | 0.6658 | 0.8913 | 0.9353 | 0.6715 | 0.6732 | 0.8942 | 0.9372 | 0.6788 | 0.6813 | 0.8929 | 0.9372 | 0.6715 | 0.6765 | 0.8374 | 0.8983 | 0.5328 | 0.5221 |
| 20\% | 0.8905 | 0.9363 | 0.6618 | 0.6683 | 0.8925 | 0.9367 | 0.6715 | 0.6756 | 0.8950 | 0.9367 | 0.6861 | 0.6853 | 0.8929 | 0.9348 | 0.6837 | 0.6804 | 0.8260 | 0.8214 | 0.8491 | 0.6193 |
| 30\% | 0.8901 | 0.9333 | 0.6740 | 0.6715 | 0.8913 | 0.9343 | 0.6764 | 0.6748 | 0.8925 | 0.9363 | 0.6740 | 0.6764 | 0.8901 | 0.9324 | 0.6788 | 0.6731 | 0.2429 | 0.0915 | 1.0000 | 0.3057 |
| 40\% | 0.8897 | 0.9294 | 0.6910 | 0.6762 | 0.8958 | 0.9382 | 0.6837 | 0.6862 | 0.8938 | 0.9358 | 0.6837 | 0.6820 | 0.8929 | 0.9372 | 0.6715 | 0.6765 | 0.1740 | 0.0088 | 1.0000 | 0.2875 |
| 50\% | 0.8893 | 0.9319 | 0.6764 | 0.6707 | 0.8929 | 0.9333 | 0.6910 | 0.6827 | 0.8925 | 0.9333 | 0.6886 | 0.6811 | 0.8869 | 0.9304 | 0.6691 | 0.6634 | 0.2137 | 0.0574 | 0.9951 | 0.2967 |
| 60\% | 0.8881 | 0.9275 | 0.6910 | 0.6730 | 0.8885 | 0.9304 | 0.6788 | 0.6699 | 0.8958 | 0.9348 | 0.7007 | 0.6915 | 0.8913 | 0.9319 | 0.6886 | 0.6787 | 0.1723 | 0.0068 | 1.0000 | 0.2871 |
| 70\% | 0.8877 | 0.9265 | 0.6934 | 0.6730 | 0.8897 | 0.9309 | 0.6837 | 0.6739 | 0.8929 | 0.9343 | 0.6861 | 0.6812 | 0.8905 | 0.9309 | 0.6886 | 0.6770 | 0.1667 | 0.0000 | 1.0000 | 0.2857 |
| 80\% | 0.8901 | 0.9280 | 0.7007 | 0.6800 | 0.8861 | 0.9265 | 0.6837 | 0.6667 | 0.8950 | 0.9338 | 0.7007 | 0.6898 | 0.8913 | 0.9348 | 0.6740 | 0.6740 | 0.1671 | 0.0005 | 1.0000 | 0.2858 |
| 90\% | 0.8861 | 0.9246 | 0.6934 | 0.6698 | 0.8869 | 0.9270 | 0.6861 | 0.6690 | 0.8905 | 0.9343 | 0.6715 | 0.6715 | 0.8865 | 0.9270 | 0.6837 | 0.6675 | 0.1671 | 0.0005 | 1.0000 | 0.2858 |

xxix. Random Forest + RUS 50\% + Oversampling

|  | Random Forest |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8917 | 0.9304 | 0.6983 | 0.6825 | 0.8917 | 0.9304 | 0.6983 | 0.6825 | 0.8917 | 0.9304 | 0.6983 | 0.6825 | 0.8917 | 0.9304 | 0.6983 | 0.6825 | 0.8917 | 0.9304 | 0.6983 | 0.6825 |
| 10\% | 0.8877 | 0.9226 | 0.7129 | 0.6790 | 0.8844 | 0.9241 | 0.6861 | 0.6643 | 0.8893 | 0.9246 | 0.7129 | 0.6822 | 0.8877 | 0.9246 | 0.7032 | 0.6760 | 0.8710 | 0.8900 | 0.7762 | 0.6674 |
| 20\% | 0.8901 | 0.9236 | 0.7226 | 0.6867 | 0.8848 | 0.9212 | 0.7032 | 0.6705 | 0.8840 | 0.9226 | 0.6910 | 0.6651 | 0.8917 | 0.9299 | 0.7007 | 0.6833 | 0.2968 | 0.1586 | 0.9878 | 0.3189 |
| 30\% | 0.8873 | 0.9236 | 0.7056 | 0.6760 | 0.8877 | 0.9231 | 0.7105 | 0.6783 | 0.8893 | 0.9260 | 0.7056 | 0.6800 | 0.8824 | 0.9187 | 0.7007 | 0.6651 | 0.4740 | 0.3757 | 0.9659 | 0.3797 |
| 40\% | 0.8893 | 0.9226 | 0.7226 | 0.6851 | 0.8861 | 0.9217 | 0.7080 | 0.6744 | 0.8877 | 0.9270 | 0.6910 | 0.6722 | 0.8885 | 0.9217 | 0.7226 | 0.6835 | 0.4376 | 0.3333 | 0.9586 | 0.3623 |
| 50\% | 0.8856 | 0.9178 | 0.7251 | 0.6788 | 0.8885 | 0.9217 | 0.7226 | 0.6835 | 0.8929 | 0.9275 | 0.7202 | 0.6916 | 0.8861 | 0.9207 | 0.7129 | 0.6759 | 0.3402 | 0.2175 | 0.9538 | 0.3252 |
| 60\% | 0.8816 | 0.9182 | 0.6983 | 0.6628 | 0.8909 | 0.9236 | 0.7275 | 0.6897 | 0.8889 | 0.9255 | 0.7056 | 0.6792 | 0.8869 | 0.9221 | 0.7105 | 0.6767 | 0.1788 | 0.0146 | 1.0000 | 0.2887 |
| 70\% | 0.8865 | 0.9197 | 0.7202 | 0.6789 | 0.8828 | 0.9173 | 0.7105 | 0.6690 | 0.8861 | 0.9221 | 0.7056 | 0.6736 | 0.8861 | 0.9163 | 0.7348 | 0.6825 | 0.1671 | 0.0005 | 1.0000 | 0.2858 |
| 80\% | 0.8808 | 0.9100 | 0.7348 | 0.6726 | 0.8861 | 0.9187 | 0.7226 | 0.6789 | 0.8861 | 0.9197 | 0.7178 | 0.6774 | 0.8881 | 0.9192 | 0.7324 | 0.6856 | 0.1727 | 0.0073 | 1.0000 | 0.2872 |
| 90\% | 0.8775 | 0.9095 | 0.7178 | 0.6614 | 0.8873 | 0.9182 | 0.7324 | 0.6841 | 0.8897 | 0.9226 | 0.7251 | 0.6866 | 0.8885 | 0.9226 | 0.7178 | 0.6821 | 0.1691 | 0.0029 | 1.0000 | 0.2863 |

xxx. Random Forest + RUS 60\% + Oversampling

|  | Random Forest |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8832 | 0.9119 | 0.7397 | 0.6786 | 0.8832 | 0.9119 | 0.7397 | 0.6786 | 0.8832 | 0.9119 | 0.7397 | 0.6786 | 0.8832 | 0.9119 | 0.7397 | 0.6786 | 0.8832 | 0.9119 | 0.7397 | 0.6786 |
| 10\% | 0.8824 | 0.9105 | 0.7421 | 0.6778 | 0.8812 | 0.9071 | 0.7518 | 0.6784 | 0.8840 | 0.9109 | 0.7494 | 0.6829 | 0.8840 | 0.9100 | 0.7543 | 0.6843 | 0.8483 | 0.8628 | 0.7762 | 0.6304 |
| 20\% | 0.8800 | 0.9080 | 0.7397 | 0.6726 | 0.8844 | 0.9109 | 0.7518 | 0.6844 | 0.8836 | 0.9109 | 0.7470 | 0.6815 | 0.8820 | 0.9066 | 0.7591 | 0.6820 | 0.6549 | 0.6107 | 0.8759 | 0.4583 |
| 30\% | 0.8824 | 0.9075 | 0.7567 | 0.6820 | 0.8836 | 0.9071 | 0.7664 | 0.6870 | 0.8796 | 0.9051 | 0.7518 | 0.6754 | 0.8824 | 0.9071 | 0.7591 | 0.6827 | 0.2336 | 0.0827 | 0.9878 | 0.3005 |
| 40\% | 0.8824 | 0.9066 | 0.7616 | 0.6834 | 0.8816 | 0.9056 | 0.7616 | 0.6819 | 0.8848 | 0.9085 | 0.7664 | 0.6893 | 0.8840 | 0.9090 | 0.7591 | 0.6857 | 0.6732 | 0.6360 | 0.8589 | 0.4669 |
| 50\% | 0.8771 | 0.9022 | 0.7518 | 0.6710 | 0.8836 | 0.9095 | 0.7543 | 0.6836 | 0.8848 | 0.9114 | 0.7518 | 0.6851 | 0.8812 | 0.9071 | 0.7518 | 0.6784 | 0.1723 | 0.0068 | 1.0000 | 0.2871 |
| 60\% | 0.8808 | 0.9041 | 0.7640 | 0.6811 | 0.8828 | 0.9056 | 0.7689 | 0.6862 | 0.8828 | 0.9071 | 0.7616 | 0.6842 | 0.8824 | 0.9075 | 0.7567 | 0.6820 | 0.1667 | 0.0000 | 1.0000 | 0.2857 |
| 70\% | 0.8828 | 0.9036 | 0.7786 | 0.6889 | 0.8852 | 0.9080 | 0.7713 | 0.6914 | 0.8848 | 0.9075 | 0.7713 | 0.6906 | 0.8836 | 0.9056 | 0.7737 | 0.6891 | 0.1703 | 0.0044 | 1.0000 | 0.2866 |
| 80\% | 0.8775 | 0.9017 | 0.7567 | 0.6732 | 0.8792 | 0.9027 | 0.7616 | 0.6775 | 0.8824 | 0.9061 | 0.7640 | 0.6841 | 0.8788 | 0.9027 | 0.7591 | 0.6761 | 0.1667 | 0.0000 | 1.0000 | 0.2857 |
| 90\% | 0.8771 | 0.8993 | 0.7664 | 0.6752 | 0.8779 | 0.8988 | 0.7737 | 0.6788 | 0.8816 | 0.9061 | 0.7591 | 0.6812 | 0.8812 | 0.9056 | 0.7591 | 0.4174 | 0.1671 | 0.0005 | 1.0000 | 0.2858 |

xxxi. Random Forest + RUS 70\% + Oversampling

|  | Random Forest |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8747 | 0.8934 | 0.7810 | 0.6751 | 0.8747 | 0.8934 | 0.7810 | 0.6751 | 0.8747 | 0.8934 | 0.7810 | 0.6751 | 0.8747 | 0.8934 | 0.7810 | 0.6751 | 0.8747 | 0.8934 | 0.7810 | 0.6751 |
| 10\% | 0.8747 | 0.8900 | 0.7981 | 0.6798 | 0.8743 | 0.8900 | 0.7956 | 0.6784 | 0.8755 | 0.8944 | 0.7810 | 0.6765 | 0.8763 | 0.8905 | 0.8054 | 0.6846 | 0.8402 | 0.8477 | 0.8029 | 0.6262 |
| 20\% | 0.8751 | 0.8886 | 0.8078 | 0.6831 | 0.8719 | 0.8891 | 0.7859 | 0.6715 | 0.8735 | 0.8876 | 0.8029 | 0.6790 | 0.8731 | 0.8891 | 0.7932 | 0.6756 | 0.8297 | 0.8331 | 0.8127 | 0.6140 |
| 30\% | 0.8690 | 0.8832 | 0.7981 | 0.6701 | 0.8731 | 0.8905 | 0.7859 | 0.6736 | 0.8735 | 0.8886 | 0.7981 | 0.6777 | 0.8723 | 0.8847 | 0.8102 | 0.6789 | 0.7717 | 0.7616 | 0.8224 | 0.5456 |
| 40\% | 0.8694 | 0.8842 | 0.7956 | 0.6701 | 0.8743 | 0.8881 | 0.8054 | 0.6811 | 0.8702 | 0.8861 | 0.7908 | 0.6701 | 0.8739 | 0.8861 | 0.8127 | 0.6823 | 0.2332 | 0.0808 | 0.9951 | 0.3020 |
| 50\% | 0.8686 | 0.8818 | 0.8029 | 0.6707 | 0.8682 | 0.8818 | 0.8005 | 0.6694 | 0.8715 | 0.8891 | 0.7835 | 0.6701 | 0.8706 | 0.8847 | 0.8005 | 0.6735 | 0.2080 | 0.0501 | 0.9976 | 0.2957 |
| 60\% | 0.8719 | 0.8847 | 0.8078 | 0.6776 | 0.8670 | 0.8818 | 0.7932 | 0.6653 | 0.8751 | 0.8915 | 0.7932 | 0.6792 | 0.8702 | 0.8832 | 0.8054 | 0.6741 | 0.1825 | 0.0190 | 1.0000 | 0.2896 |
| 70\% | 0.8694 | 0.8808 | 0.8127 | 0.6747 | 0.8686 | 0.8842 | 0.7908 | 0.6674 | 0.8715 | 0.8871 | 0.7932 | 0.6729 | 0.8698 | 0.8852 | 0.7932 | 0.6701 |  |  |  |  |
| 80\% | 0.8658 | 0.8793 | 0.7981 | 0.6646 | 0.8682 | 0.8808 | 0.8054 | 0.6707 | 0.8763 | 0.8900 | 0.8078 | 0.6852 | 0.8723 | 0.8856 | 0.8054 | 0.6776 |  |  |  |  |
| 90\% | 0.8646 | 0.8749 | 0.8127 | 0.6667 | 0.8698 | 0.8847 | 0.7956 | 0.6708 | 0.8747 | 0.8895 | 0.8005 | 0.6805 | 0.8719 | 0.8866 | 0.7981 | 0.6749 |  |  |  |  |

xxxii. Random Forest + RUS 80\% + Oversampling

|  | Random Forest |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8585 | 0.8633 | 0.8345 | 0.6628 | 0.8585 | 0.8633 | 0.8345 | 0.6628 | 0.8585 | 0.8633 | 0.8345 | 0.6628 | 0.8585 | 0.8633 | 0.8345 | 0.6628 | 0.8585 | 0.8633 | 0.8345 | 0.6628 |
| 10\% | 0.8609 | 0.8662 | 0.8345 | 0.6667 | 0.8609 | 0.8647 | 0.8418 | 0.6686 | 0.8621 | 0.8667 | 0.8394 | 0.6699 | 0.8597 | 0.8647 | 0.8345 | 0.6647 | 0.8252 | 0.8535 | 0.6837 | 0.5660 |
| 20\% | 0.8613 | 0.8652 | 0.8418 | 0.6692 | 0.8564 | 0.8594 | 0.8418 | 0.6616 | 0.8573 | 0.8594 | 0.8467 | 0.6641 | 0.8609 | 0.8637 | 0.8467 | 0.6699 |  |  |  |  |
| 30\% | 0.8605 | 0.8633 | 0.8467 | 0.6692 | 0.8564 | 0.8589 | 0.8443 | 0.6622 | 0.8573 | 0.8618 | 0.8345 | 0.6609 | 0.8577 | 0.8599 | 0.8467 | 0.6648 |  |  |  |  |
| 40\% | 0.8577 | 0.8599 | 0.8467 | 0.6648 | 0.8560 | 0.8594 | 0.8394 | 0.6603 | 0.8581 | 0.8628 | 0.8345 | 0.6622 | 0.8560 | 0.8584 | 0.8443 | 0.6616 |  |  |  |  |
| 50\% | 0.8573 | 0.8589 | 0.8491 | 0.6648 | 0.8552 | 0.8560 | 0.8516 | 0.6623 | 0.8589 | 0.8608 | 0.8491 | 0.6673 | 0.8516 | 0.8521 | 0.8491 | 0.6560 |  |  |  |  |
| 60\% | 0.8548 | 0.8574 | 0.8418 | 0.6590 | 0.8524 | 0.8521 | 0.8540 | 0.6585 | 0.8581 | 0.8594 | 0.8516 | 0.6667 | 0.8516 | 0.8521 | 0.8491 | 0.6560 |  |  |  |  |
| 70\% | 0.8512 | 0.8501 | 0.8564 | 0.6573 | 0.8548 | 0.8560 | 0.8491 | 0.6610 | 0.8544 | 0.8574 | 0.8394 | 0.6578 | 0.8508 | 0.8516 | 0.8467 | 0.6541 |  |  |  |  |
| 80\% | 0.8528 | 0.8521 | 0.8564 | 0.6598 | 0.8556 | 0.8560 | 0.8540 | 0.6635 | 0.8589 | 0.8603 | 0.8516 | 0.6679 | 0.8483 | 0.8467 | 0.8564 | 0.6531 |  |  |  |  |
| 90\% | 0.8516 | 0.8516 | 0.8516 | 0.6567 | 0.8512 | 0.8501 | 0.8564 | 0.6573 | 0.8532 | 0.8550 | 0.8443 | 0.6572 | 0.8504 | 0.8501 | 0.8516 | 0.6548 |  |  |  |  |

xxxiii.SVM + RUS 10\% + Oversampling

|  | SVM |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8678 | 0.9805 | 0.3041 | 0.4340 | 0.8678 | 0.9805 | 0.3041 | 0.4340 | 0.8678 | 0.9805 | 0.3041 | 0.4340 | 0.8678 | 0.9805 | 0.3041 | 0.4340 | 0.8678 | 0.9805 | 0.3041 | 0.4340 |
| 10\% | 0.8686 | 0.9796 | 0.3139 | 0.4433 | 0.8678 | 0.9796 | 0.3090 | 0.4379 | 0.8678 | 0.9796 | 0.3090 | 0.4379 | 0.8686 | 0.9800 | 0.3114 | 0.4414 | 0.8569 | 0.9956 | 0.1630 | 0.2752 |
| 20\% | 0.8674 | 0.9742 | 0.3333 | 0.4559 | 0.8674 | 0.9776 | 0.3163 | 0.4429 | 0.8682 | 0.9781 | 0.3187 | 0.4463 | 0.8694 | 0.9771 | 0.3309 | 0.4579 | 0.8540 | 0.9951 | 0.1484 | 0.2531 |
| 30\% | 0.8706 | 0.9708 | 0.3698 | 0.4880 | 0.8702 | 0.9762 | 0.3406 | 0.4667 | 0.8686 | 0.9786 | 0.3187 | 0.4471 | 0.8702 | 0.9747 | 0.3479 | 0.4719 | 0.8637 | 0.9844 | 0.2603 | 0.3891 |
| 40\% | 0.8739 | 0.9689 | 0.3990 | 0.5133 | 0.8719 | 0.9742 | 0.3601 | 0.4837 | 0.8674 | 0.9766 | 0.3212 | 0.4467 | 0.8715 | 0.9674 | 0.3917 | 0.5039 | 0.8544 | 0.9956 | 0.1484 | 0.2536 |
| 50\% | 0.8751 | 0.9655 | 0.4234 | 0.5305 | 0.8702 | 0.9737 | 0.3528 | 0.4754 | 0.8674 | 0.9762 | 0.3236 | 0.4486 | 0.8727 | 0.9674 | 0.3990 | 0.5109 | 0.8564 | 0.9961 | 0.1582 | 0.2686 |
| 60\% | 0.8767 | 0.9616 | 0.4526 | 0.5503 | 0.8747 | 0.9742 | 0.3771 | 0.5008 | 0.8682 | 0.9757 | 0.3309 | 0.4556 | 0.8731 | 0.9659 | 0.4088 | 0.5177 | 0.8078 | 0.8633 | 0.5304 | 0.4791 |
| 70\% | 0.8779 | 0.9572 | 0.4818 | 0.5681 | 0.8727 | 0.9693 | 0.3893 | 0.5047 | 0.8682 | 0.9757 | 0.3309 | 0.4556 | 0.8723 | 0.9640 | 0.4136 | 0.5191 | 0.8427 | 0.9985 | 0.0633 | 0.1182 |
| 80\% | 0.8759 | 0.9528 | 0.4915 | 0.5690 | 0.8723 | 0.9659 | 0.4039 | 0.5131 | 0.8694 | 0.9757 | 0.3382 | 0.4633 | 0.8723 | 0.9625 | 0.4209 | 0.5234 | 0.8406 | 0.9990 | 0.0487 | 0.0924 |
| 90\% | 0.8767 | 0.9489 | 0.5158 | 0.5824 | 0.8727 | 0.9650 | 0.4112 | 0.5184 | 0.8690 | 0.9752 | 0.3382 | 0.4626 | 0.8723 | 0.9611 | 0.4282 | 0.5277 | 0.8682 | 0.9781 | 0.3187 | 0.4463 |

xxxiv.SVM + RUS 20\% + Oversampling

|  | SVM |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8674 | 0.9791 | 0.3090 | 0.4372 | 0.8674 | 0.9791 | 0.3090 | 0.4372 | 0.8674 | 0.9791 | 0.3090 | 0.4372 | 0.8674 | 0.9791 | 0.3090 | 0.4372 | 0.8674 | 0.9791 | 0.3090 | 0.4372 |
| 10\% | 0.8686 | 0.9747 | 0.3382 | 0.4618 | 0.8690 | 0.9771 | 0.3285 | 0.4553 | 0.8670 | 0.9757 | 0.3236 | 0.4478 | 0.8686 | 0.9762 | 0.3309 | 0.4564 | 0.8516 | 0.9971 | 0.1241 | 0.2179 |
| 20\% | 0.8706 | 0.9718 | 0.3650 | 0.4847 | 0.8719 | 0.9732 | 0.3650 | 0.4870 | 0.8686 | 0.9757 | 0.3333 | 0.4582 | 0.8727 | 0.9698 | 0.3869 | 0.5032 | 0.8491 | 0.9985 | 0.1022 | 0.1842 |
| 30\% | 0.8743 | 0.9669 | 0.4112 | 0.5216 | 0.8739 | 0.9718 | 0.3844 | 0.5040 | 0.8686 | 0.9752 | 0.3358 | 0.4600 | 0.8727 | 0.9669 | 0.4015 | 0.5124 | 0.8520 | 0.9985 | 0.1192 | 0.2117 |
| 40\% | 0.8767 | 0.9655 | 0.4331 | 0.5394 | 0.8731 | 0.9684 | 0.3966 | 0.5102 | 0.8690 | 0.9742 | 0.3431 | 0.4661 | 0.8715 | 0.9640 | 0.4088 | 0.5145 | 0.8581 | 0.9927 | 0.1849 | 0.3028 |
| 50\% | 0.8775 | 0.9582 | 0.4745 | 0.5636 | 0.8735 | 0.9655 | 0.4136 | 0.5215 | 0.8690 | 0.9737 | 0.3455 | 0.4679 | 0.8715 | 0.9630 | 0.4136 | 0.5175 | 0.8398 | 0.9990 | 0.0438 | 0.0835 |
| 60\% | 0.8755 | 0.9533 | 0.4866 | 0.5658 | 0.8735 | 0.9645 | 0.4185 | 0.5244 | 0.8686 | 0.9727 | 0.3479 | 0.4689 | 0.8706 | 0.9616 | 0.4161 | 0.5174 | 0.8593 | 0.9859 | 0.2263 | 0.3490 |
| 70\% | 0.8792 | 0.9509 | 0.5207 | 0.5895 | 0.8735 | 0.9664 | 0.4088 | 0.5185 | 0.8682 | 0.9727 | 0.3455 | 0.4663 | 0.8743 | 0.9640 | 0.4258 | 0.5303 | 0.8524 | 0.9951 | 0.1387 | 0.2385 |
| 80\% | 0.8788 | 0.9489 | 0.5280 | 0.5921 | 0.8727 | 0.9645 | 0.4136 | 0.5199 | 0.8694 | 0.9732 | 0.3504 | 0.4721 | 0.8731 | 0.9582 | 0.4477 | 0.5404 | 0.8593 | 0.9898 | 0.2068 | 0.3288 |
| 90\% | 0.8783 | 0.9421 | 0.5596 | 0.6053 | 0.8723 | 0.9616 | 0.4258 | 0.5263 | 0.8698 | 0.9718 | 0.3601 | 0.4797 | 0.8723 | 0.9586 | 0.4404 | 0.5347 | 0.8459 | 0.9985 | 0.0827 | 0.1518 |

xxxv.SVM + RUS 30\% + Oversampling

|  | SVM |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8690 | 0.9762 | 0.3333 | 0.4590 | 0.8690 | 0.9762 | 0.3333 | 0.4590 | 0.8690 | 0.9762 | 0.3333 | 0.4590 | 0.8690 | 0.9762 | 0.3333 | 0.4590 | 0.8690 | 0.9762 | 0.3333 | 0.4590 |
| 10\% | 0.8706 | 0.9727 | 0.3601 | 0.4813 | 0.8706 | 0.9732 | 0.3577 | 0.4796 | 0.8670 | 0.9737 | 0.3333 | 0.4551 | 0.8731 | 0.9703 | 0.3869 | 0.5040 | 0.8500 | 0.9966 | 0.1168 | 0.2060 |
| 20\% | 0.8739 | 0.9669 | 0.4088 | 0.5193 | 0.8723 | 0.9689 | 0.3893 | 0.5039 | 0.8682 | 0.9737 | 0.3406 | 0.4628 | 0.8727 | 0.9674 | 0.3990 | 0.5109 | 0.8479 | 0.9976 | 0.0998 | 0.1794 |
| 30\% | 0.8755 | 0.9616 | 0.4453 | 0.5438 | 0.8731 | 0.9669 | 0.4039 | 0.5147 | 0.8678 | 0.9723 | 0.3455 | 0.4656 | 0.8715 | 0.9645 | 0.4063 | 0.5131 | 0.8382 | 0.9990 | 0.0341 | 0.0656 |
| 40\% | 0.8751 | 0.9552 | 0.4745 | 0.5587 | 0.8710 | 0.9625 | 0.4136 | 0.5167 | 0.8682 | 0.9718 | 0.3504 | 0.4698 | 0.8710 | 0.9596 | 0.4282 | 0.5254 | 0.8516 | 0.9971 | 0.1241 | 0.2179 |
| 50\% | 0.8731 | 0.9465 | 0.5061 | 0.5706 | 0.8723 | 0.9620 | 0.4234 | 0.5249 | 0.8690 | 0.9718 | 0.3552 | 0.4748 | 0.8694 | 0.9547 | 0.4428 | 0.5306 | 0.8670 | 0.9752 | 0.3260 | 0.4497 |
| 60\% | 0.8743 | 0.9411 | 0.5401 | 0.5889 | 0.8723 | 0.9596 | 0.4355 | 0.5319 | 0.8702 | 0.9718 | 0.3625 | 0.4822 | 0.8686 | 0.9513 | 0.4550 | 0.5358 | 0.8479 | 0.9976 | 0.0998 | 0.1794 |
| 70\% | 0.8763 | 0.9421 | 0.5474 | 0.5960 | 0.8710 | 0.9538 | 0.4574 | 0.5418 | 0.8710 | 0.9718 | 0.3674 | 0.4871 | 0.8706 | 0.9513 | 0.4672 | 0.5462 | 0.8354 | 1.0000 | 0.0122 | 0.0240 |
| 80\% | 0.8771 | 0.9387 | 0.5693 | 0.6070 | 0.8719 | 0.9543 | 0.4599 | 0.5447 | 0.8735 | 0.9718 | 0.3820 | 0.5016 | 0.8731 | 0.9509 | 0.4842 | 0.5598 | 0.8751 | 0.9596 | 0.4526 | 0.5471 |
| 90\% | 0.8800 | 0.9372 | 0.5937 | 0.6224 | 0.8723 | 0.9547 | 0.4599 | 0.5455 | 0.8739 | 0.9718 | 0.3844 | 0.5040 | 0.8710 | 0.9499 | 0.4769 | 0.5521 | 0.8443 | 0.9976 | 0.0779 | 0.1429 |

xxxvi.SVM + RUS 40\% + Oversampling

|  | SVM |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8723 | 0.9684 | 0.3917 | 0.5055 | 0.8723 | 0.9684 | 0.3917 | 0.5055 | 0.8723 | 0.9684 | 0.3917 | 0.5055 | 0.8723 | 0.9684 | 0.3917 | 0.5055 | 0.8723 | 0.9684 | 0.3917 | 0.5055 |
| 10\% | 0.8735 | 0.9645 | 0.4185 | 0.5244 | 0.8723 | 0.9650 | 0.4088 | 0.5161 | 0.8727 | 0.9664 | 0.4039 | 0.5139 | 0.8715 | 0.9616 | 0.4209 | 0.5219 | 0.8427 | 0.9976 | 0.0681 | 0.1261 |
| 20\% | 0.8747 | 0.9586 | 0.4550 | 0.5476 | 0.8706 | 0.9596 | 0.4258 | 0.5232 | 0.8743 | 0.9659 | 0.4161 | 0.5245 | 0.8719 | 0.9577 | 0.4428 | 0.5353 | 0.8459 | 0.9985 | 0.0827 | 0.1518 |
| 30\% | 0.8759 | 0.9543 | 0.4842 | 0.5653 | 0.8706 | 0.9557 | 0.4453 | 0.5343 | 0.8747 | 0.9655 | 0.4209 | 0.5282 | 0.8731 | 0.9562 | 0.4574 | 0.5457 | 0.8573 | 0.9917 | 0.1849 | 0.3016 |
| 40\% | 0.8739 | 0.9479 | 0.5036 | 0.5710 | 0.8715 | 0.9547 | 0.4550 | 0.5412 | 0.8747 | 0.9645 | 0.4258 | 0.5311 | 0.8727 | 0.9528 | 0.4720 | 0.5527 | 0.8532 | 0.9951 | 0.1436 | 0.2458 |
| 50\% | 0.8739 | 0.9397 | 0.5450 | 0.5903 | 0.8723 | 0.9528 | 0.4696 | 0.5506 | 0.8751 | 0.9630 | 0.4355 | 0.5375 | 0.8715 | 0.9499 | 0.4793 | 0.5541 | 0.8435 | 0.9981 | 0.0706 | 0.1306 |
| 60\% | 0.8759 | 0.9397 | 0.5572 | 0.5995 | 0.8727 | 0.9513 | 0.4793 | 0.5565 | 0.8767 | 0.9606 | 0.4574 | 0.5529 | 0.8710 | 0.9499 | 0.4769 | 0.5521 | 0.8597 | 0.9898 | 0.2092 | 0.3320 |
| 70\% | 0.8771 | 0.9358 | 0.5839 | 0.6130 | 0.8719 | 0.9509 | 0.4769 | 0.5537 | 0.8751 | 0.9620 | 0.4404 | 0.5403 | 0.8715 | 0.9499 | 0.4793 | 0.5541 | 0.8581 | 0.9937 | 0.1800 | 0.2972 |
| 80\% | 0.8783 | 0.9290 | 0.6253 | 0.6314 | 0.8755 | 0.9513 | 0.4964 | 0.5706 | 0.8759 | 0.9616 | 0.4477 | 0.5460 | 0.8735 | 0.9460 | 0.5109 | 0.5738 | 0.8577 | 0.9912 | 0.1898 | 0.3077 |
| 90\% | 0.8702 | 0.9153 | 0.6448 | 0.6235 | 0.8747 | 0.9499 | 0.4988 | 0.5702 | 0.8763 | 0.9611 | 0.4526 | 0.5495 | 0.8715 | 0.9450 | 0.5036 | 0.5663 | 0.8496 | 0.9966 | 0.1144 | 0.2022 |

xxxvii.SVM + RUS $50 \%$ + Oversampling

|  | SVM |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8723 | 0.9572 | 0.4477 | 0.5388 | 0.8723 | 0.9572 | 0.4477 | 0.5388 | 0.8723 | 0.9572 | 0.4477 | 0.5388 | 0.8723 | 0.9572 | 0.4477 | 0.5388 | 0.8723 | 0.9572 | 0.4477 | 0.5388 |
| 10\% | 0.8719 | 0.9518 | 0.4720 | 0.5511 | 0.8743 | 0.9543 | 0.4745 | 0.5571 | 0.8735 | 0.9552 | 0.4647 | 0.5504 | 0.8723 | 0.9509 | 0.4793 | 0.5557 | 0.8621 | 0.9878 | 0.2336 | 0.3609 |
| 20\% | 0.8747 | 0.9465 | 0.5158 | 0.5784 | 0.8719 | 0.9474 | 0.4939 | 0.5623 | 0.8755 | 0.9533 | 0.4866 | 0.5658 | 0.8710 | 0.9470 | 0.4915 | 0.5596 | 0.8662 | 0.9757 | 0.3187 | 0.4426 |
| 30\% | 0.8747 | 0.9431 | 0.5328 | 0.5863 | 0.8706 | 0.9460 | 0.4939 | 0.5600 | 0.8747 | 0.9513 | 0.4915 | 0.5666 | 0.8723 | 0.9460 | 0.5036 | 0.5679 | 0.8552 | 0.9956 | 0.1533 | 0.2609 |
| 40\% | 0.8735 | 0.9353 | 0.5645 | 0.5979 | 0.8727 | 0.9450 | 0.5109 | 0.5722 | 0.8755 | 0.9518 | 0.4939 | 0.5694 | 0.8723 | 0.9436 | 0.5158 | 0.5737 | 0.8451 | 0.9976 | 0.0827 | 0.1511 |
| 50\% | 0.8735 | 0.9294 | 0.5937 | 0.6100 | 0.8735 | 0.9421 | 0.5304 | 0.5829 | 0.8743 | 0.9504 | 0.4939 | 0.5670 | 0.8719 | 0.9426 | 0.5182 | 0.5741 | 0.8350 | 0.9990 | 0.0146 | 0.0286 |
| 60\% | 0.8715 | 0.9217 | 0.6204 | 0.6167 | 0.8735 | 0.9421 | 0.5304 | 0.5829 | 0.8747 | 0.9489 | 0.5036 | 0.5726 | 0.8735 | 0.9401 | 0.5401 | 0.5873 | 0.8467 | 0.9971 | 0.0949 | 0.1711 |
| 70\% | 0.8690 | 0.9134 | 0.6472 | 0.6222 | 0.8735 | 0.9397 | 0.5426 | 0.5884 | 0.8751 | 0.9465 | 0.5182 | 0.5804 | 0.8735 | 0.9406 | 0.5377 | 0.5862 | 0.8487 | 0.9961 | 0.1119 | 0.1978 |
| 80\% | 0.8642 | 0.9061 | 0.6545 | 0.6163 | 0.8702 | 0.9367 | 0.5377 | 0.5801 | 0.8739 | 0.9474 | 0.5061 | 0.5722 | 0.8710 | 0.9367 | 0.5426 | 0.5838 | 0.8414 | 0.9976 | 0.0608 | 0.1134 |
| 90\% | 0.8548 | 0.8900 | 0.6788 | 0.6092 | 0.8715 | 0.9363 | 0.5474 | 0.5867 | 0.8751 | 0.9460 | 0.5207 | 0.5815 | 0.8698 | 0.9333 | 0.5523 | 0.5858 | 0.8528 | 0.9971 | 0.1314 | 0.2293 |

xxxviii.SVM + RUS 60\% + Oversampling

|  | SVM |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8706 | 0.9465 | 0.4915 | 0.5588 | 0.8706 | 0.9465 | 0.4915 | 0.5588 | 0.8706 | 0.9465 | 0.4915 | 0.5588 | 0.8706 | 0.9465 | 0.4915 | 0.5588 | 0.8706 | 0.9465 | 0.4915 | 0.5588 |
| 10\% | 0.8702 | 0.9392 | 0.5255 | 0.5745 | 0.8682 | 0.9387 | 0.5158 | 0.5661 | 0.8723 | 0.9431 | 0.5182 | 0.5749 | 0.8698 | 0.9411 | 0.5134 | 0.5680 | 0.8560 | 0.9888 | 0.1922 | 0.3080 |
| 20\% | 0.8719 | 0.9353 | 0.5547 | 0.5907 | 0.8723 | 0.9397 | 0.5353 | 0.5828 | 0.8710 | 0.9397 | 0.5280 | 0.5771 | 0.8702 | 0.9372 | 0.5353 | 0.5789 | 0.8646 | 0.9810 | 0.2822 | 0.4099 |
| 30\% | 0.8710 | 0.9280 | 0.5864 | 0.6025 | 0.8698 | 0.9338 | 0.5499 | 0.5847 | 0.8698 | 0.9367 | 0.5353 | 0.5782 | 0.8719 | 0.9363 | 0.5499 | 0.5885 | 0.8650 | 0.9781 | 0.2993 | 0.4249 |
| 40\% | 0.8678 | 0.9197 | 0.6083 | 0.6053 | 0.8715 | 0.9343 | 0.5572 | 0.5910 | 0.8715 | 0.9363 | 0.5474 | 0.5867 | 0.8686 | 0.9328 | 0.5474 | 0.5814 | 0.8358 | 0.9990 | 0.0195 | 0.0380 |
| 50\% | 0.8629 | 0.9085 | 0.6350 | 0.6070 | 0.8698 | 0.9294 | 0.5718 | 0.5942 | 0.8682 | 0.9314 | 0.5523 | 0.5828 | 0.8690 | 0.9324 | 0.5523 | 0.5843 | 0.8625 | 0.9815 | 0.2676 | 0.3936 |
| 60\% | 0.8589 | 0.9041 | 0.6326 | 0.5991 | 0.8674 | 0.9280 | 0.5645 | 0.5866 | 0.8706 | 0.9333 | 0.5572 | 0.5894 | 0.8690 | 0.9304 | 0.5620 | 0.5885 | 0.8702 | 0.9304 | 0.5693 | 0.5939 |
| 70\% | 0.8301 | 0.8574 | 0.6934 | 0.5763 | 0.8650 | 0.9226 | 0.5766 | 0.5874 | 0.8694 | 0.9314 | 0.5596 | 0.5882 | 0.8690 | 0.9280 | 0.5742 | 0.5937 | 0.8451 | 0.9976 | 0.0827 | 0.1511 |
| 80\% | 0.8350 | 0.8633 | 0.6934 | 0.5834 | 0.8646 | 0.9197 | 0.5888 | 0.5917 | 0.8710 | 0.9319 | 0.5669 | 0.5944 | 0.8682 | 0.9265 | 0.5766 | 0.5932 | 0.2255 | 0.0754 | 0.9757 | 0.2957 |
| 90\% | 0.8260 | 0.8482 | 0.7153 | 0.5782 | 0.8613 | 0.9163 | 0.5864 | 0.5850 | 0.8710 | 0.9285 | 0.5839 | 0.6015 | 0.8658 | 0.9246 | 0.5718 | 0.5868 | 0.8625 | 0.9538 | 0.4063 | 0.4963 |

xxxix.SVM + RUS 70\% + Oversampling

|  | SVM |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.8552 | 0.9119 | 0.5718 | 0.5683 | 0.8552 | 0.9119 | 0.5718 | 0.5683 | 0.8552 | 0.9119 | 0.5718 | 0.5683 | 0.8552 | 0.9119 | 0.5718 | 0.5683 | 0.8552 | 0.9119 | 0.5718 | 0.5683 |
| 10\% | 0.8455 | 0.8910 | 0.6180 | 0.5714 | 0.8443 | 0.8920 | 0.6058 | 0.5646 | 0.8560 | 0.9075 | 0.5985 | 0.5809 | 0.8459 | 0.8939 | 0.6058 | 0.5672 | 0.8601 | 0.9844 | 0.2384 | 0.3623 |
| 20\% | 0.8431 | 0.8793 | 0.6618 | 0.5843 | 0.8447 | 0.8886 | 0.6253 | 0.5730 | 0.8500 | 0.8964 | 0.6180 | 0.5786 | 0.8418 | 0.8866 | 0.6180 | 0.5657 | 0.8362 | 0.9985 | 0.0243 | 0.0472 |
| 30\% | 0.8090 | 0.8341 | 0.6837 | 0.5440 | 0.8358 | 0.8745 | 0.6423 | 0.5659 | 0.8516 | 0.8964 | 0.6277 | 0.5850 | 0.8394 | 0.8818 | 0.6277 | 0.5658 | 0.8394 | 0.9981 | 0.0462 | 0.0876 |
| 40\% | 0.8155 | 0.8404 | 0.6910 | 0.5552 | 0.8386 | 0.8764 | 0.6496 | 0.5730 | 0.8508 | 0.8939 | 0.6350 | 0.5865 | 0.8443 | 0.8822 | 0.6545 | 0.5835 | 0.8423 | 0.9903 | 0.1022 | 0.1776 |
| 50\% | 0.7944 | 0.8073 | 0.7299 | 0.5420 | 0.8333 | 0.8691 | 0.6545 | 0.5669 | 0.8512 | 0.8934 | 0.6399 | 0.5890 | 0.8317 | 0.8667 | 0.6569 | 0.5654 | 0.8593 | 0.9494 | 0.4088 | 0.4919 |
| 60\% | 0.7875 | 0.7937 | 0.7567 | 0.5428 | 0.8167 | 0.8467 | 0.6667 | 0.5480 | 0.8431 | 0.8827 | 0.6448 | 0.5780 | 0.8317 | 0.8672 | 0.6545 | 0.5645 | 0.8049 | 0.8161 | 0.7494 | 0.5615 |
| 70\% | 0.7624 | 0.7630 | 0.7591 | 0.5157 | 0.8200 | 0.8496 | 0.6715 | 0.5542 | 0.8532 | 0.8900 | 0.6691 | 0.6031 | 0.8264 | 0.8594 | 0.6618 | 0.5597 |  |  |  |  |
| 80\% | 0.7470 | 0.7392 | 0.7859 | 0.5087 | 0.8212 | 0.8501 | 0.6764 | 0.5577 | 0.8341 | 0.8652 | 0.6788 | 0.5770 | 0.8268 | 0.8579 | 0.6715 | 0.5638 |  |  |  |  |
| 90\% | 0.7384 | 0.7255 | 0.8029 | 0.5057 | 0.8159 | 0.8433 | 0.6788 | 0.5514 | 0.8289 | 0.8589 | 0.6788 | 0.5694 | 0.8252 | 0.8545 | 0.6788 | 0.5642 |  |  |  |  |

xl.SVM + RUS $80 \%$ + Oversampling

|  | SVM |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMOTE |  |  |  | ADASYN |  |  |  | ANS |  |  |  | B-SMOTE |  |  |  | SVM-SMOTE |  |  |  |
| OR | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 | A | R0 | R1 | F1 |
| 0\% | 0.7818 | 0.7937 | 0.7226 | 0.5247 | 0.7818 | 0.7937 | 0.7226 | 0.5247 | 0.7818 | 0.7937 | 0.7226 | 0.5247 | 0.7818 | 0.7937 | 0.7226 | 0.5247 | 0.7818 | 0.7937 | 0.7226 | 0.5247 |
| 10\% | 0.7656 | 0.7669 | 0.7591 | 0.5191 | 0.7628 | 0.7630 | 0.7616 | 0.5169 | 0.7741 | 0.7771 | 0.7591 | 0.5284 | 0.7616 | 0.7620 | 0.7591 | 0.5149 | 0.8548 | 0.9839 | 0.2092 | 0.3245 |
| 20\% | 0.7340 | 0.7221 | 0.7932 | 0.4985 | 0.7372 | 0.7304 | 0.7713 | 0.4945 | 0.7567 | 0.7552 | 0.7640 | 0.5114 | 0.7409 | 0.7333 | 0.7786 | 0.5004 |  |  |  |  |
| 30\% | 0.7076 | 0.6856 | 0.8175 | 0.4824 | 0.7413 | 0.7324 | 0.7859 | 0.5031 | 0.7518 | 0.7479 | 0.7713 | 0.5088 | 0.7510 | 0.7426 | 0.7932 | 0.5150 |  |  |  |  |
| 40\% | 0.6853 | 0.6584 | 0.8200 | 0.4648 | 0.7336 | 0.7202 | 0.8005 | 0.5004 | 0.7482 | 0.7406 | 0.7859 | 0.5099 | 0.7307 | 0.7178 | 0.7956 | 0.4962 |  |  |  |  |
| 50\% | 0.6752 | 0.6394 | 0.8540 | 0.4671 | 0.7247 | 0.7090 | 0.8029 | 0.4929 | 0.7393 | 0.7290 | 0.7908 | 0.5027 | 0.7344 | 0.7226 | 0.7932 | 0.4989 |  |  |  |  |
| 60\% | 0.6573 | 0.6180 | 0.8540 | 0.4538 | 0.7202 | 0.7046 | 0.7981 | 0.4874 | 0.7324 | 0.7187 | 0.8005 | 0.4992 | 0.7291 | 0.7105 | 0.8224 | 0.5030 |  |  |  |  |
| 70\% | 0.6403 | 0.5888 | 0.8978 | 0.4542 | 0.7080 | 0.6881 | 0.8078 | 0.4798 | 0.7283 | 0.7139 | 0.8005 | 0.4955 | 0.7178 | 0.6993 | 0.8102 | 0.4890 |  |  |  |  |
| 80\% | 0.6135 | 0.5547 | 0.9075 | 0.4391 | 0.7129 | 0.6910 | 0.8224 | 0.4884 | 0.7271 | 0.7114 | 0.8054 | 0.4959 | 0.7129 | 0.6915 | 0.8200 | 0.4877 |  |  |  |  |
| 90\% | 0.6034 | 0.5416 | 0.9124 | 0.4340 | 0.7011 | 0.6803 | 0.8054 | 0.4732 | 0.7222 | 0.7056 | 0.8054 | 0.4915 | 0.7088 | 0.6881 | 0.8127 | 0.4820 |  |  |  |  |

