
 

 

DEVELOP AND ENHANCE AN AUTOMATED FLOW (OPEN 

DEBUG (OD)) FOR THE PERIODIC SYSTEM MANAGEMENT 

INTERRUPT (PSMI) WHEN A FAILURE IS CAPTURED BY 

OPEN DEBUG (OD) USING PYTHON 

 

 

 

 

NG SHIN HUAN 

 

 

MASTER OF ENGINEERING (ELECTRONIC SYSTEMS) 

 

 

FACULTY OF ENGINEERING AND GREEN TECHNOLOGY 

UNIVERSITI TUNKU ABDUL RAHMAN 

August 2023 

 

 

 



 

DEVELOP AND ENHANCE AN AUTOMATED FLOW (OPEN DEBUG (OD)) FOR 

THE PERIODIC SYSTEM MANAGEMENT INTERRUPT (PSMI) WHEN A 

FAILURE IS CAPTURED BY OPEN DEBUG (OD) USING PYTHON 

 

 

 

 

 

 

 

By 

NG SHIN HUAN 

 

 

 

 

 

 

A thesis submitted to 

Faculty of Engineering and Green Technology, 

Universiti Tunku Abdul Rahman, 

in partial fulfilment of the requirements for the degree of 

Master of Engineering (Electronic Systems) 

August 2023 

 



ii 

 

ABSTRACT 

DEVELOP AND ENHANCE AN AUTOMATED FLOW (OPEN DEBUG (OD)) FOR 

THE PERIODIC SYSTEM MANAGEMENT INTERRUPT (PSMI) WHEN A 

FAILURE IS CAPTURED BY OPEN DEBUG (OD) USING PYTHON 

NG SHIN HUAN 

Consistency, reliability and accuracy of any implemented machine products are highly 

demanded by everyone in this world no matter which level of the workplace the user is. In 

order to achieve this goal, various advanced technologies are introduced with automated 

technique which is aimed to replace the traditional manual method – manpower. This applies 

the same in the post-Si environment. The debugger needs to understand the behaviour of that 

particular failure, hence PSMI tool is needed to capture it. However, this tool is needed to be 

used manually by every debugger. In order to automate it, this project will summarise the flow 

and that automated system will be inserted into a flow named Open Debug (OD). This has 

aimed to reduce the time taken and effort needed to capture the PSMI trace. In Literature 

Review, various fields are introduced with automated methods in order to achieve time and 

effort saving goal and at the same time increasing the efficiency and effectiveness of the results 

produced as compared to manual method. To design the automated way for PSMI capture, 

Python script is utilised. In Methodology, the design of the automated flow of the PSMI capture 

in the OD flow is explained in detailed as well as in the flow chart manner. For this developed 

Python script to be triggered, a failure has to be detected at the first stage. The trigger point 

used in the PSMI capture is mainly the memory trigger. This method is basically to detect the 

offset 0x28 of the error block address associated with the specific data depending on the error 

code. 4 projects are selected to test the developed script by comparing the manual method (the 

common way that all debuggers will use) and the automated way (using the implemented 

Python script that is inserted in the OD flow). The manual method time estimation for PSMI 

capture is computed based on survey from debuggers while the automated method time 

computation for PSMI capture is the average analysis from each of the project using the 

developed Python script. Based on the results obtained, using automated technique can greatly 

save 55% to 84% of the time used over the manual technique in capturing PSMI. In conclusion, 

by using automated approach for PSMI capture in the OD flow, it is proven that the time and 

effort can be effectively saved as compared to the manual approach.  
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CHAPTER 1 INTRODUCTION 

1.1 Background 

Consistency, reliability and accuracy of any implemented machine products are highly 

demanded by everyone in this world no matter which level of the workplace the user is. This 

phenomenon undeniably introduces countless challenges to all machine tools’ developers and 

engineers in order to implement these cost-effective tools so that they are able to operate under 

extreme conditions effectively and efficiently. Therefore, various advanced technologies are 

introduced especially with most of the machines controlled and operated by manpower being 

gradually replaced by automated machines. 

Open Debug (OD) is an automated process, which also consists of many sub-processes and is 

used to generate important folders and files for future debug usage when a failure is captured 

based on scripts written in Python. With OD, it does help debuggers to streamline and bucketize 

the failures captured known as screening process (Intel Wiki - OD).  

PSMI is abbreviated from Periodic System Management Interrupt. The intended audiences who 

are always using are Post-Silicon (Post-Si) Debug teams. For validation team, the main purpose 

is to root-cause the bugs (reasons of the failures) before the product is released to the customers. 

The failures are usually found during testing flow. PSMI is one of the tools for debuggers to 

root-cause the failures at the RTL (register transfer level). PSMI is defined as a debug tool to 

reproduce the processor behaviour in a simulator model. It helps to provide a full view of the 

behaviour of the processor named as a PSMI trace such as how an instruction is executed in a 

microarchitecture behaviour or in the form of waveforms. The main advantage of using this 

debug tool is to eliminate the confusions as the reasons of the failures vary and understand in 

depth the microarchitecture behaviour (Intel Wiki - PSMI).   

Based on the research done by Pravisha, Rupesh and Sonia (2019), they applied modified 

python scripts into the Regression Testing in the format of Python to automate this process. 

Indirectly, the usage of manpower was eliminated, thus significantly boosting the testing 

process. Another research team, Chongwu, Bin, Yongfeng and Chang (2009), conducted an 

experiment in real-time system known as Embedded software simulation testing environment 

(ESSTE) using test script. This has proven that the designed test script in Python has benefits 

over manual method because of its simplicity, controllability, portability, flexibility, reusability 

and expandability. With this, the time taken for the developing process was greatly minimised 
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especially in real-time operating system. Radhakrishna, SravanKiran and Ravikiran (2012) 

boosted the ETL (Extraction, Transformation, Loading) process system by inserting a 

command-based script to this system to automate the processes. These automations can greatly 

improve the overall performances such as having faster data processing in data and quality and 

reliability as compared to manual processes.  

The automated penetration testing was carried out by Yaroslav, Andraian and Roman (2016) 

by utilising a developed script applied in UNIX environment. By this way, a safer and simpler 

method was created to carry out all the tasks related to the penetration testing. Unquestionably, 

using automated way in this system can improve the performances because this technique can 

eliminate most of the problems caused by the human factors. A solo researcher, named Roy 

Walker (2019), used a scripting method on the automated test equipment (ATE). The main 

rationales of designing this method were to automate the process, ease the building process and 

lastly speed up the validation process. Other than this, scripting way was cost-effective and the 

risk-low system design. The flexibility and the commonality of the programs would be 

minimised for different test assets. More importantly, 3Rs (repurpose, reduce and reuse) could 

be taken in order to apply for other systems. According to the research by B. Kovacevic, M. 

Kovacevic, D. Stefanovic and M. Loncarevic (2015), they conducted an automated verification 

test of set-top box media player functionality – performances, stress and functional tests. This 

test was aimed to reduce the time-consuming manual verification method. This proposed 

automated way testing indirectly boosted the testing accuracy, reduced the time taken needed 

and reduced manpower needed as compared to the manual way testing. Moreover, test reports 

were also generated through the automation so that monitoring can be performed easily. 
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1.2 Problem Statements 

The automated processes in Open Debug (OD) do ease the debuggers to gather the same issues 

found based on screening process. However, this screening process is only able to understand 

the first-level debug. This is a debug process to understand the failing signature and the possible 

failing point when a failure is gathered. To understand the failure in depth, PSMI is still needed 

(Intel Wiki - OD). Unquestionably, PSMI is the main debug tool used by the Post-Silicon (Post-

Si) debuggers to debug a failure in RTL level. However, the main drawback of using this debug 

tool is the debuggers have to use a manual way in order to capture the PSMI trace. This means 

that the debuggers have to at least understand the basic steps such as understanding the 

behaviour of that particular failure and how PSMI is able to communicate to the failure before 

proceeding to capture the PSMI trace. This communication is known as trigger point. Moreover, 

the steps to capture the PSMI trace is time-consuming as the debuggers need to wait for the 

installation flows to complete. Trial-and-error method may be needed for special cases, leading 

to have an effort-consuming issue. Besides, there are some environment issues that may happen 

around the silicon system, resulting in taking a longer period of time to wait for the issues 

solved before proceeding to PSMI capture. This includes the silicon board gets into shutdown 

due to unexpected error such as power shutdown, wire loose in connections and temperature 

increase in the silicon board. (Intel Wiki - PSMI). 

 

1.3 Objectives 

i) To design an automated flow (Open Debug) for the PSMI when a failure is captured by 

Open Debug (OD) using Python. 

ii) To analyse the performance in term of time of this PSMI OD flow when different failing 

signatures such as exception, memory mismatch, VM Exit Error and register mismatch 

are captured using the developed Python script. 

iii) To compare the performance in term of time of this designed automated PSMI flow in 

the OD with the manual approach used by the debuggers. 
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1.4 Research Scopes 

The scopes of the research-based thesis are listed in the following: 

i) The programming language used to develop the script of the automated flow of the 

PSMI capture is Python. 

ii) The written script of the automated flow of the PSMI capture will be inserted into 

the Open Debug (OD) flow.  

iii) The failing signatures will be used for testing with the designed automated flow 

comprises exception, memory mismatch, VM Exit Errors and register mismatch. 

iv) Same PSMI interval used throughout the research. Special case such as the failure 

that passes with PSMI installation will be excluded from the test. 

v) Automated time period for PSMI captured starts when the OD starts the PSMI 

capture flow until the completion of the PSMI capture as stated in Chapter 3.4.  

vi) Manual time period for PSMI captured starts when the debugger starts the initial 

process to understand the failure’s behaviour until the completion of the PSMI 

capture. 

vii) The heartbeat used or the minimum time required to run the test is 300,000ms or 5 

minutes. 

 

1.5 Layout of the thesis 

Chapter 1 has discussed the introduction, problem statements, objectives and the research 

scopes (limitations). In Chapter 2, literature review is presented alongside with the prior works 

done using automated technique and the summary of the prior works. After that, Chapter 3 

discusses the methodology which includes the overall project flow, the design of the automated 

flow of the PSMI capture in the OD flow, the design of the trigger point and the Python 

Scripting for the PSMI capture flow in the OD flow. Next. in chapter 4, 2 different techniques 

known as manual method (manpower) and automated method (developed in the OD using 

Python scripting) are compared with discussions. Lastly, Chapter 5 presents the conclusion of 

the thesis, limitations of the experiment and the recommended future works. References and 

Appendices are also included after that as well. 

In the next chapter, the literature review as well as prior works and their summary will be 

presented.  
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CHAPTER 2 LITERATURE REVIEW 

2.1 Background 

This chapter is to discuss the general viewpoints and concepts of the automated and manual 

techniques used. Other than this, the previous works done by different researchers in different 

fields will be taken account into in the following section. After the discussion of previous works, 

a small summary will be made to generate some perspectives for this project. In the next section, 

the general ideas of the automated method versus the manual method will be conversed. 

2.1.1 Automated Method Versus Manual Method 

In this modern world, every developed software system is aimed to be fast, high quality with 

high efficiency and effectiveness. This creates many challenges to all developers. Hence, test 

stage is usually rejected because this stage takes a lot of time and cost, resulting in time and 

effort wasting. As a result, due to the lack of testing, the quality of the product will be reduced 

(Chaini, 2015). Other than the company, in other fields such as examination or assessments, 

manual technique that is marking the submitted manually will be a tedious job if the questions 

are subjective-based such as long essay questions without any unique answers or programming-

based questions. Even there are similar answers provided, if the number of students is a lot, say 

1000, the time taken and the effort spent by the teachers will be incredibly high. According to 

Jayawardena (2018), the accuracy of the marking standard will decrease due to the exhaustion 

by the teacher when he or she is marking the paper over a long period of time. For programming 

questions, as stated by Vimalaraj (2022), to provide a good evaluation process, if the examiner 

examines the codes by observing the inputs and the respective outputs, this is not ample since 

the overall coding could be out of scope. This will result in inconsistent checking, hence having 

a lower accuracy. On the other hand, if the codes are checked one line by one line, it is 

obviously spending a lot of time and effort. Furthermore, Sinha (2022) also mentions that the 

performance evaluation could be not precise if being evaluated manually because the examiner 

may be in a bad mood or there is a special relationship between the examiner and the examinee. 

By gathering all the above aspects, it is undeniably that introducing automated flow will bring 

many benefits in many fields in order to increase the efficiency (more work done in a given 

time) and effectiveness (save time). Based on recent trends and researches, the test stage is of 

utmost importance and it is almost impossible without the any tool support (Chaini, 2015 and 

Roja 2017). The next section will discuss the previous works done by different researchers.  
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2.2 Prior Works  

Many researchers have carried out experiments with the automated script to test the 

performances of a particular system. The next section is to discuss the previous works that were 

done by different researchers or teams. The method used, applications applied, the strengths 

and the weaknesses of that proposed scripts on that application by the researcher will also be 

discussed. 

2.2.1 Automated Regression Testing and Data Analytics using Python 

An experiment was done by Pravisha, Rupesh and Sonia (2019). They carried out an automated 

process by modifying the current scripts so that the automated regression testing would be able 

to perform in a variety of test environments. For instance, humidity of the environment, various 

temperatures including extreme ones, different variations and more were tested. During testing 

phase, the behaviour of the tested device will be gathered and analysed by using the computer. 

Since this was an automated system flow, the usage of manpower was eliminated, thus greatly 

boosting the testing process. Moreover, the modified scripts would be able to be altered to 

follow the requirements needed for the tester. The block diagram for this tester was classified 

into 3 parts: hardware module, software module and support packages. These were connected 

to the device under test (DUT) and the master computer. Figure 2.1 below shows the results of 

the ideal and measured voltage values. 

 

Figure 2.1 Ideal and measured voltage values (Pravisha, Rupesh and Sonia, 2019) 

 

Based on Figure 2.1, it can be seen that the differences between the ideal and measured voltage 

values are almost zero or can be said the minimum difference. Undeniably, using automated 

script in performing this regression test has greatly improved the overall efficiency as the usage 

of manpower can be reduced to minimum.  
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2.2.2 Study on Real-Time Test Script in Automated Test Equipment 

Chongwu, Bin, Yongfeng and Chang (2009) conducted research by performing some testing 

(Embedded software simulation testing environment, ESSTE) in the real-time embedded 

software system using test script. The objectives of using the designed test script in Python 

were because of its simplicity, controllability, portability, flexibility, reusability and 

expandability. With this, the time taken for the developing process was greatly reduced 

especially in real-time system. Figure 2.2 below shows the process block diagram of the 

developed automated system using the test script.   

 
 

Figure 2.2 Process block diagram of the developed automated system using the test 

script (Chongwu, Bin, Yongfeng and Chang, 2009) 

A test case was then injected into this designed script to check for the performances. Figure 2.3 

shows the flow of the test cases used. Figure 2.4 shows the performances obtained based on 

test case in Figure 2.3.  

 

Figure 2.3 Test case flow use for the test script (Chongwu, Bin, Yongfeng and Chang, 

2009) 
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Figure 2.4 Performances collected based on different test items (Chongwu, Bin, 

Yongfeng and Chang, 2009) 

 

Based on the figures, using test script in Python language is able to achieve the goals for real-

time operating system (RTOS). Furthermore, it can be observed that the execution time for 

every test is just measured in millisecond which is very effective and efficient in RTOS. To 

wrap up, Python is a world-wide use language in test script and the open source is available 

anywhere due to its simplicity, controllability, portability, flexibility, reusability and 

expandability. 

 

2.2.3 Automating ETL Process with Scripting Technology 

Research was carried out by a team member including Radhakrishna, SravanKiran and 

Ravikiran (2012). They enhanced the ETL (Extraction, Transformation, Loading) process 

system by injecting a command-based script to this system to automate the processes. The 

purpose of proposing this automated flow into ETL system was to reduce the manual handling 

of those processes as well as develop a tool so that ETL process was able to support the script 

to automate the processes. Figure 2.5 shows the general idea of the command-based technique 

to automate the ETL process. Figure 2.6 shows the example of the test case being used for 

generating a script.  
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Figure 2.5 General idea of the script technique in ETL process (Radhakrishna, 

SravanKiran and Ravikiran, 2012) 

 

 

Figure 2.6 Test case being used to generate a script (Radhakrishna, SravanKiran and 

Ravikiran, 2012) 

Based on Figure 2.6, as time went, the overall organization would grow bigger and bigger. A 

main problem here would be how to manage the business data as the data could be in different 

kind of formats and very difficult to be sent to all servers with only single platform. In order to 

accomplish this, this team developed an automated flow by processing numerous data from 

different areas and storing them in a warehouse which allowed the branch servers to get the 

data easily. As a conclusion, future tools such as automations can greatly improve the overall 

performances such as having faster data processing in data and quality and reliability as 

compared to manual processes.  



10 

 

2.2.4 Manual and Automated Penetration Testing. Benefits and Drawbacks. 

Modern Tendency 

A research team from Ukraine, Yaroslav, Andraian and Roman (2016), carried out an 

experiment between a manual (customized approach) and an automated penetration testing. 

The automated penetration testing was using a developed script applied in UNIX environment. 

The main aim of doing this experiment was to create a safer and simpler method to carry out 

all the tasks related to the penetration testing. Figure 2.7 (left and right) shows the performances 

comparison between the traditional (manual) method and python script (automated) method. 

 

Figure 2.7 Summary of using manual and automated ways (Yaroslav, Andraian and 

Roman, 2016) 

 

Based on Figure 2.7, it is very obvious that an automated technique being used in penetration 

testing does bring more benefits as compared to a traditional technique. Undeniably, using 

automated way in this system can improve the overall performances effectively and efficiently 

because this method can eliminate most of the problems caused by the human factors. However, 

the users have to at least understand the programming language as well as the system structure 

in depth before applying the automated way in this system. 
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2.2.5 Pattern System Design: An Approach to Automating the Design of 

Automated Test Equipment 

A researcher named Roy Walker (2019) used an automated approach (scripting method) on the 

automated test equipment (ATE). The main rationales of designing this method were to 

automate the process, ease the building process and lastly speed up the validation process. To 

design this, the researcher used the original I/O patterns, routing modes and cabling schemas 

and then injected the system by using Unit Under Test (UUT) I/O equipment. One of the 

advantages here was the current testing method was good to be applied, this could be 

reconfigured for a brand-new test based on requirements of the new system. The example of 

the I/O system used by the researcher is shown in Figure 2.8. 

 

Figure 2.8 Example of I/O patterns in the pattern library (Roy Walker, 2019) 

 

There were three benefits proven of applying the automated system into ATE as compared to 

using a traditional way method. Firstly, it was cost-effective and the risk-low system design. 

Secondly, the flexibility and the commonality of the programs would be minimised for 

different test assets. Lastly, 3Rs (repurpose, reduce and reuse) could be taken in order to apply 

for other systems. 
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2.2.6 Verification of Set-Top Box Media Player Functionality Using Automated 

Test System 

A research team including B. Kovacevic, M. Kovacevic, D. Stefanovic and M. Loncarevic 

(2015) conducted an automated verification test using Python scripting of set-top box media 

player functionality – performances, stress and functional tests. This test was aimed to reduce 

the time-consuming manual verification method which lasted for at least 20 working days. 

They split this procedure into 3 parts which consisted of creating test cases, executing tests 

automatically as well as collecting and analysing results for future use. Figure 2.9 below shows 

the system overview. It was a simulation purpose when the user inputted the commands to the 

media player and the media player responded this with an output shown. Figure 2.10 showed 

the test results (based on bugs found) based on automatic and manual tests. 

 

Figure 2.9 Overview of the proposed automated system (B. Kovacevic, M. Kovacevic, D. 

Stefanovic and M. Loncarevic, 2015) 
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Figure 2.10 Automatic test (right) versus Manual test (left) results (B. Kovacevic, M. 

Kovacevic, D. Stefanovic and M. Loncarevic, 2015) 

Based on Figure 2.10, it can be seen that using either method can produce almost the same 

bugs. This has proven that both tests were equally in testing the media players. 

In conclusion, the proposed method (automated way testing) did boost the testing precision, 

save a lot of time and reduce manpower needed as compared to the manual way testing. Test 

reports including the graphs plotted in this proposed system were also generated through the 

automation so that any issue happened while running the test cases can be monitored easily. 

This paper recommended to have a less time-consuming during the generation of multimedia 

files. 

2.2.7 Automated Marks Entry Processing in Handwritten Answer Scripts using 

Character Recognition Techniques 

3 researchers from the team (Koushik, Chengappa and Chendan, 2022) utilized a unique tool 

namely optical character recognition (OCR) to automatically count the marks of the online 

examinations papers or assessments gathered from schools or universities using Python 

language. As we know, it is the Covid-19 outbreak starting period. Almost whole world had 

carried out an online teaching-learning (OTL) method. Undeniably, all coursework and 

examinations were also conducted online. As the number of students increases, the number of 

papers needed to be marked also increases, this leads to the amount of time needed to count the 

marks obtained by each student to be increasing significantly. Therefore, this team invented an 

automated marks entry processing system by scanning the image of the handwritten sheet. The 

key point here is the person who marks the papers has to use red pens as the system operates 

to detect the red-coloured digits including fractions. After that, all the red-digits numbers are 
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scanned, a sum of the marks will be generated. Figure 2.11 shows the block diagram of the 

system proposed by this team of researchers. Figure 2.12 shows the comparison between marks 

counting between OCR and manual (M) ways. IWR, ICR and CNN are the various kind of 

OCR methods. 

 

Figure 2.11 Block diagram of the image acquisition (Koushik, Chengappa and 

Chendan, 2022) 

 

Figure 2.12 Comparison between marks counting between OCR and manual ways 

(Koushik, Chengappa and Chendan, 2022) 

 

Based on Figure 2.12, it is obvious that most of the automated ways (OCR) were able to 

duplicate the same counted marks as the manual way. According to the research, the time taken 

to count the marks were relatively shorter. In summary, this proposed OCR system not only 

saves the length of time needed to calculate the scores obtained, but also increasing the degree 

of accuracy such as the detection of fractions. Hence improving the overall efficiency. 

Furthermore, some tools from Python are used as well to analyse the captured images and then 

match the marks obtained based on the database invented by the team for the final results. 
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2.2.8 An Automated Test Generation Technique for Software Quality Assurance 

An automated test was conducted and presented by a group of researchers (Dianxiang, Weifeng 

Michael, Lijo and Linzhang, 2015). This test or system was known as Model-based Integration 

and System Test Automation (MISTA). This was aimed to examine the software security and 

integrated functional systems. This method was using system under test (SUT) to automate the 

test generation by emphasising on the main features to be examined instead of gathering all 

behaviours of the software systems especially in term of fault detection. The main function of 

MISTA was to translate the test cases generated from the test model (software system) into the 

executable test code. MISTA varied in scripting languages such as Java, C language (including 

C++ and HTML. Figure 2.13 shows the context diagram of MISTA.  

 

Figure 2.13 Context diagram of MISTA (Dianxiang, Weifeng Michael, Lijo and 

Linzhang, 2015) 

 

To wrap up, the implementation of MISTA has greatly improved the efficiency and the 

effectiveness in detecting the fault in the software systems. Next, this implementation was able 

to produce executable test cases according to the criteria needed in the test models. MISTA 

also supports various kind of programming languages such as C language and Java. This 

method is also an extensible architecture (flexible), making it easily to introduce a brand-new 

test based on the requirements needed. 
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2.2.9 An Automated System to Calculate Marks from Answer Scripts 

A group of 5 researchers from University of Bangladesh (Rizvee, Arefin, Khan, Islam and 

Rabbi, 2022) did an exclusive system for teachers who have to calculate the total score of the 

marked assessments manually. This literature was mainly to implement an automated script to 

sum up the handwritten marks using recognition Python tool to detect the handwritten 

characters. In other words, this proposed system eased the tasks of the teachers in counting the 

total scores obtained by each assessment. After identifying the red handwritten marks (or red 

pixel images), the identified marks (input) will be passed via a machine learning architecture 

(database provided by the researchers) in order to report the most precise marks. Figure 2.14 

shows the summary concept or flow diagram of the developed automated mark calculation 

system. 

 

Figure 2.14 Summary of the developed automated mark calculation system (Rizvee, 

Arefin, Khan, Islam and Rabbi, 2022) 

As a summary, this developed system which automatically count the total marks of the papers 

has dramatically improved the efficiency and accuracy in calculation and at the same time 

reducing the time taken needed. Other than this, this proposed system is having high flexibility. 

In other words, this system may be modified for future use such as detecting colours other than 

red or detecting other kind of characters such as alphabets or Latin. 

 

2.2.10 Comparing the effort and effectiveness of automated and manual tests (An 

industrial case study) 

A comparison experiment was done by Dobles, Martinez and Lopez (2019) between manual 

tests and automated tests. The main comparisons between these 2 methods were the effort such 

as test time consumption including the construction of codes and test execution time as well as 

effectiveness such as number of faults found during the test execution. The chosen software 

under test (SUT) is the set of Java web applications. Figure 2.15 and Figure 2.16 show the 

effort required and the number of failures detected by the way between automated test and 

manual test respectively. 
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Figure 2.15 Effort required in developing script (top – creation time, bottom – execution 

time) between manual and automated ways (Dobles, Martinez and Lopez, 2019) 

 

Figure 2.16 Number of failures detected by automated (left) and manual (right) ways 

(Dobles, Martinez and Lopez, 2019) 

Based on the Figure 2.15, it is obvious that the time required to make the script for the 

automated way is longer than the manual way because of the coding knowledge criteria. 

However, this costs only in the creation time (for similar usage, only modification is needed, 

high flexibility). Once it is successfully developed, this “drawback” will be useful for 

regression runs especially in bug-hunting as compared to manual method. This is because 

manual testing required manpower which means he/she will get tired after working for a long 

period of time. As a result, the focus will be dropped due to exhaustion, indirectly 

unintentionally reject the test which could lead to a defect. As a summary, automated testing 

technique is much more effective and efficient than manual technique.  
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2.2.11 Automated Question Generation Tool for Structured Data 

Shirudem Totala and Nikhar (2015) carried out a research tool to automatically generate 

questions for assessments or examinations based on structured data using Natural Language 

Processing (NLP). For any school, college or university, the teachers or lecturers have to 

brainstorm to set the questions for examinations or coursework for their students. This would 

take a couple of time and effort as well as cost as time goes because the question pools that 

would be thought of by the question writers will become limited. Thus, this research was aimed 

to implement an automatic question generation system which mainly focused in generating 

questions in English Language form in any type such as objective questions, subjective 

questions, data analyses and more given a scope of data. Once obtaining the domain of the data, 

the data will be pre-processed, then these data will be used as the template to generate the 

questions based on the criteria needed. Two main aspects were concerned in this research, that 

are Matched (questions that are the same as question writers) and Missed (questions that are 

different from question writers). Figure 2.17 shows the overall designed system flow diagram 

for the automated question generator system.  

 

Figure 2.17 Designed system flow diagram for the automated question generator system 

(Shirudem Totala and Nikhar, 2015) 

In conclusion, according to their research, this automatic question generations system did boost 

the compatibility and robustness of the questions without the needing of the brain effort from 

the question provider. The time taken to produce the same number of questions in a given time 

is obviously shorter than self-preparation method. In other word, the efficiency to generate the 

questions will be higher. The only issue faced here was just the grammatical error.  
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2.2.12 Semi automated and manual methods for counting cells expressing p75 

receptor in endometriotic lesions 

A total of 7 researchers (Agung, Xiaoyan, Jozsef, Rudolf, Anneliese, Ludwig and Beata, 2018) 

in a team conducted an experiment to compare the semi-automated way using a tool and manual 

way observed by different observers in counting the cell receptors in endometriotic lesions. 

The semi-automated cell analysis program tool that was used was the HistoQuest software 

while the manual way was to seek for 2 independent observers to calculate the cells 

quantitatively. The settings used for running both methods were the same, which consisted of 

exposure time and signal amplifications. 

Based on the results gathered from this experiment, it has proven that semi-automated 

technique brought more advantages as compared to the manual observed technique. If the shape 

of nuclei is regular, the software can detect it very easily without any issue. However, if the 

shape of nuclei is irregular with colours overlapping, it leads to a failed result. For manual way, 

the observers were still able to detect it but not 100%, resulting in a poorer result. Nonetheless, 

the automatic method can save more time in detection and provide more precise as well as 

accurate result in a shorter period of time.  

 

2.2.13 Research on Automated Testing Framework for Multi-platform Mobile 

Applications 

Research was carried out by Da Zun, Tao Qi and Liping (2016) on automated testing 

framework by introducing a new framework for multi-platform mobile applications known as 

MATF (Multi-platform Automatic Testing Framework). As the name mentioned, it was an 

automatic method which utilised the keyword driven test technology. Hence, this did not 

require any manpower to brainstorm test scripts, indirectly lowering the price needed for testing. 

Other than this, it did save the effort and time spent to think of the scripts who must be 

corresponding to the test cases. Undeniably, this could help to reduce any false failure found 

from test scripts. In term of costs saving, this proposed framework was implemented to target 

different test scenarios or platforms, here it was targeted to iOS and Android platforms. 

Therefore, the testing costs were decreased, the test cycles were also decreased as well as 

boosting the rate of production. Figure 2.18 shows the summary of MATF framework. 
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Figure 2.18 Summary of MATF framework (Da Zun, Tao Qi and Liping, 2016) 

 

To sum up the information provided, this MATF framework was developed so that it would be 

applied in the different mobile platforms by only using this test script. Consequently, this had 

saved the time taken to write the test script, the effort needed to think of the possible steps and 

outcomes for the designed test script and the costs needed when being applied in the different 

fields as compared to the manual technique. In short, this had greatly increased the 

effectiveness by using the automated testing. However, with complex test in the mobile 

applications, this would lead to a failure.  

  



21 

 

2.2.14 Automated Exam Paper Marking System for Structured Questions and 

Block Diagrams 

As a teacher or a lecturer, marking examination papers or assessments could be very time-

consuming and effort exhaustion if the number of papers is a lot. Therefore, a research team 

including P. Jayawardena, Thiwanthi, Suriyaarachchi, Withana and C. Jayawardena (2018) 

conducted an experiment to automate the marking system for structured questions (typically 

essay questions) and block diagrams. Natural Language Processing (NLP) was utilised to check 

the essay questions. To target diagram type answers, Depth First Search (DFS) and Breadth 

First Search (BFS) will be used. For flow charts and logic circuits, they will be converted to 

Python programs for marking purpose. All of these structures will be embedded to the proposed 

system. Figure 2.19 and Figure 2.20 show the comparison of marks allocation between the 

proposed system and the examiner for block diagram and logic circuit questions respectively. 

Range of difference means the difference of score obtained which is marked by the examiner 

and the designed system. 

 

Figure 2.19 Marks allocation between the designed system and the examiner for block 

diagram questions (P. Jayawardena, Thiwanthi, Suriyaarachchi, Withana and C. 

Jayawardena, 2018) 

 

Figure 2.20 Marks allocation between the designed system and the examiner for logic 

circuit questions (P. Jayawardena, Thiwanthi, Suriyaarachchi, Withana and C. 

Jayawardena, 2018) 

Based on Figure 2.19 and Figure 2.20, it is convinced that there was not much difference of the 

scores obtained with only minute difference between the automated system and the examiner 

(manual way) even though the accuracy was not 100%. Subsequently, the final results provided 

by the automated system are almost the same as the manual method but the time taken to mark 

all the samples will be lesser. Since the number of samples in this research is less, the effort 

consumption is not a lot.  
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2.2.15 IoT based Automated Examination Management System with Biometric 

Portal 

Research was carried out by Tabassum, Ahsan, Chowdhury and Basu (2022). They designed 

an automated system for examination management such as schedules of the examination, 

seating as well as location allocations, in-charged invigilators and more. In other words, the 

main aim was to reduce the time taken for providing the information aforementioned manually, 

thus increasing the efficiency of this practice. This was a combination of the automated practice 

as well as the IoT (Internet of Things). The front-end consisted of NodeMCU Microcontroller 

which was assembled with a Fingerprint module for biometric data and a motorised script 

system. While for the back-end, a local host server was needed to be embbeded on Xampp 

using PHP and MySQL languages to save the biometric data of the students who would sit for 

the examination, hence producing an examination script for them. Figure 2.21 shows the flow 

chart of the proposed automated examination management system. Figure 2.22 shows the 

results obtained for fingerprints enrolment between the manual technique (based on the 

examiners) and the automated technique (using the proposed system). 

 

Figure 2.21 Flow chart of the designed automated examination management system 

(Tabassum, Ahsan, Chowdhury and Basu, 2022) 
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Figure 2.22 Results obtained for fingerprints enrolment between the manual technique 

(based on the examiners) and the automated technique (using the proposed system) 

(Tabassum, Ahsan, Chowdhury and Basu, 2022) 

 

According to the results gathered as shown in Figure 2.22, it is proven that the time taken can 

be greatly decreased by 4 times if the automated system is utilised for enrolling the fingerprints 

of the examinees given the number of attempts for both techniques are the same. In term of 

reliability, the inconvenienced caused is just once for automated system as compared to the 

manual way. To conclude this, the proposed automated examination management system 

brings a lot of benefits for all examinations such as high accuracy, high efficiency, high 

robustness, high modularity and high effectiveness (time taken is shorter).   
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2.2.16 Fully Automated Regression Tool for Post Silicon Validation 

As time passes, the semiconductor industry invents the chips with the size as small as it could 

be and making the design to be more complex. As we know, it is not easy to validate the 

designed chip in a short period of time. In order to meet this criterion, a research team with 3 

design engineers (Kansal, Sinha and Jaiswal, 2017) implemented an automated regression tool 

in the post silicon validation environment. Python scripting was selected in this case. This 

proposed tool required only a single click in order to kick start the automation aforementioned. 

This was aimed to fully replace the manual technique used nowadays and simultaneously save 

the time needed starting from code compilation, followed by test execution and lastly results 

consolidation. Figure 2.23 shows the flow chart of the designed automated tool while Figure 

2.24 shows the output statuses for every test case run using the designed automated tool. 

 

Figure 2.23 Flow chart of the designed automated tool (Kansal, Sinha and Jaiswal, 

2017)  
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Figure 2.24 Output statuses for every test case run using the designed automated tool 

(Kansal, Sinha and Jaiswal, 2017) 

 

According to Figure 2.24, if the test case running environment i.e. internal regulation mode is 

different from what it is supposed to be i.e. external regulation mode, the final output will be 

stated as FAIL based on configuration checks. TIMEOUT will be an extra configuration under 

the status if the regression hung at somewhere else in an unpredictable scenario. 

As a summary, this proposed automated regression tool bring useful advantages over the 

manual technique. First of all, the automated way can the effort spent by the designer and 

shorten the time to figure out the corner cases as compared to the manual way. Next, it is 

flexible, meaning the written script can be used across other projects without any much 

modifications. Few clicks are only needed to modify the current configurations such as feature 

enabling or disabling with one click only. As a result, the automated technique becomes an 

easy way with detailed analyses provided including checks performed.   

 

2.2.17 Automated Testing of the Medical Device 

Roja and Sarala (2017) conducted an experiment to design the automated stress testing of the 

medical device. They used the LabVIEW software to implement the switches which functioned 

automatically of the medial device. In order to operate the designed automated medical device, 

Python was chosen for test scripting. To manually press the switches for stress testing, it would 

squander time and tedious. This was because it could not be confirmed that the force used to 

press the button would be consistent over a specific time. Furthermore, to rapidly toggle the 

button, it would cost a lot of effort and patience if it was done manually since constant speed 

was the minimum requirement for the stress testing. Inevitably, automated method was much 

recommended. Figure 2.25 shows the flow chart of the proposed automated system for stress 

testing in the medical device. Figure 2.26 shows the comparison between the manual and 

automated testing of the medical device in term of speed.  
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Figure 2.25 Flow chart of the proposed automated system for stress testing in the 

medical device (Roja and Sarala, 2017) 

 

Figure 2.26 Comparison between the manual and automated testing of the medical 

device in term of speed (Roja and Sarala, 2017) 

 

Based on the results obtained from Figure 2.26, it is found out that the automated testing 

requires lesser speed (around 2 times lesser) than the manual testing speed given a constant 

number of iterations performed. In short, there are more pros over cons in automated testing. 

This includes high effectiveness (less time-consuming), high flexibility (can be applied for 

other medical testing with small modifications), lower cost, minimum erroneous data produced 

and high reliability. The only problem faced here is this requires knowledge and skills in 

implementing the test scripts such as medical feature and Python programming language. 
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2.2.18 Developing Reference Help Documents Automatically by Using Scripting 

Methods 

Kulkarni and Madhavi (2016) developed Reference Help documents in an automatic way 

through the use of HTML scripting methods. This was aimed to reduce the effort consumption 

while scanning the Reference Help Guides (RHG) by the users. They performed a flow of tasks 

in order to implement the RHG. Firstly, extracting the required and related information from a 

source. Next, processing the data information gathered and formatting them by enhancing these 

with a test script, a Java script, such as sorting the information and a searching tool. Lastly, the 

users could select any format they wished to have through the execution of the scripts. The 

scripts that were chosen here is the Perl scripts. The summary of the flow is shown in Figure 

2.27. Figure 2.28 shows the comparison of the manual method versus the automated method 

(or scripting method). 

 

Figure 2.27 Summary of the proposed flow for scripting method (Kulkarni and 

Madhavi, 2016) 
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Figure 2.28 The comparison of the manual method versus the automated method 

(Kulkarni and Madhavi, 2016) 

In conclusion, based on the comparison as shown in Figure 2.28, it is obvious that scripting or 

automated method are more powerful than the manual method in developing the RHG. Other 

than this, the automated method is also applicable to most of the systems because it could save 

a lot of manpower, cost and time, leading to have a higher output produced, indirectly 

increasing the efficiency. Erroneous data could be decreased because the false failure could be 

due to the exhaustion in the human beings.  

2.2.19 Automated Programming Assignment Marking Tool 

A team of IT engineers (Vimalaraj, Thenuwara, Wijekoon, Sathurjan. Reyal. Kuruppu, 

Tharmaseelan, 2022) from Sri Lanka conducted research on automated programming 

assignment marking tool. Nowadays, the registrations of students to the programming course 

have increased from time to time. Indirectly, the number of programmes coded by students has 

also increased. Hence, the lecturer in-charge has to spend his/her time to evaluate the students’ 

modules. The usual way would be running the script written by the students but this way was 

not ample in evaluating the marks for students. For much better efficiency, the lecturer would 

have to read the codes line-by-line. However, this manual evaluation might be very tedious, 

time-consuming as well as tiring, leading to an inaccurate and less precise marking.  Therefore, 

this team proposed an automated technique to mark the assignments automatically in order to 

reduce the burden bear by the lecturers in Java script. Figure 2.29 shows the overall flow 

diagram of the automated assignment marking tool in which DB stands for database while 

Figure 2.30 shows the comparison scoring results between human being (invigilator) and 

grading model (proposed automated tool). 
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Figure 2.29 Overall flow diagram of the automated assignment marking tool 

(Vimalaraj, Thenuwara, Wijekoon, Sathurjan. Reyal. Kuruppu, Tharmaseelan, 2022) 

 

Figure 2.30 Comparison scoring results between human being (invigilator) and grading 

model (proposed automated tool) (Vimalaraj, Thenuwara, Wijekoon, Sathurjan. Reyal. 

Kuruppu, Tharmaseelan, 2022)   
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The summary of the flows of this implemented tool by the research team as shown in Figure 

2.29 would be (1) Coding conversion to parse trees. (2) Features extraction and feature vectors 

generation, (3) Comparison between them from part (#2) and lastly (4) Marks allocation and 

plagiarism report generation. According to Figure 2.30, it can be concluded that the deviation 

between the marks allocated by the examiner and the designed tool is very low. This means 

that the automated tool has a very high accuracy for this feature. Other than this, this designed 

system prepares plagiarism level checks between all answer sheets, making this system to be 

more powerful. In other words, the lecturer does not need to spend the time and effort in 

marking and comparing all the programmed scripts. 

2.2.20 Automated Mechanical Simulation System for Microelectronic Packaging 

An experiment was conducted by Jianfei and Jianwei (2015). They constructed an automated 

mechanical simulation system for microelectronic packaging using HyperWorks and Tcl/Tk 

scripts known as AutoSim. This designed system allowed the users to key in required 

parameters in the GUI. After that, the system was able to ran some simulation testing 

automatically which consisted of geometry model implementation, meshing, properties of 

materials, loading applications and post-processes. Figure 2.31 shows the overview flow of the 

AutoSim tool. 

  

Figure 2.31 Overview flow of the AutoSim tool (Jianfei and Jianwei, 2015)  
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Figure 2.32 shows the comparison results between 3 simulated evaluation processes: Drop, TC 

(temperature cycling) and Warpage in the automated way and manual way in term of 

simulation time. The reduction time is also calculated between these 2 ways for easier 

comparison. 

 

Figure 2.32 Simulation time comparison between Drop, TC and Warpage in the manual 

and automated methods (Jianfei and Jianwei, 2015) 

 

Based on Figure 2.32, it is shown that using the automated technique in any of the process will 

greatly decrease the time taken for microelectronic packaging by approximately half. In other 

words, this does increase the effectiveness and efficiency while doing the packaging process 

since the volume of the packaging will be at least thousand. In summary, the automated process 

will be undeniably recommended due to its fast-job process and cost-effective feature when 

dealing with a huge volume of packages.  

2.2.21 NLP-based Automatic Answer Evaluation 

Sinha, Yadav and Nerma (2022) conducted research on Natural Language Processing (NLP) 

based automatic answer evaluation. The purpose of conducting this was aimed to reduce the 

time needed and avoid the tedious process when marking the answer scripts by the teachers. 

As stated in the research, the marks allocation for an examinee not only came from the answer 

script, but it could have a small chance due to the current mood of the examiner as well as the 

relationship between the examiner and the examinee. To be worse, this could have led to an 

unavoidable mark deduction by a student and most of the time he or she did not have any idea 

why this score was obtained. Thus, this team came out this idea to convert this manual 

technique into more advanced way, that is an automated system. Figure 2.33 shows the 

designed automated system for the answer script evaluation.  
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Figure 2.33 Designed automated system for the answer script evaluation (Sinha, Yadav 

and Nerma, 2022) 

 

The summary of the flow would be firstly, all the handwritten or typed answers in the script 

will be scanned and extracted. Then, these answers will be used to compare between the correct 

answers which was initially saved in the database. While running the comparison flow, marks 

would be given at the same time. Lastly, the final score would be produced and a summary will 

be generated based on the keywords that were captured in the answers. 

As a summary, this proposed automated system has proven that the scores obtained by each 

answer script similar to the one which is marked by the teacher. This means the automated 

system has a very high accuracy in doing this feature, in subjective question form. Furthermore, 

this designed system has also quickened the process of evaluating the answers, allowing the 

examiner to spend a lesser time to checks all the answer scripts.  
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 2.2.22 AutoEval: An NLP Approach for Automatic Test Evaluation System 

4 researchers from India (Agarwal, Kalia, Bahel and Thomas, 2021) developed an automated 

approach for automatic test evaluation system known as AutoEval. As a teacher or a lecturer, 

it is very difficult to evaluate the assessments if the number of students is large because he or 

she has to spend the time and effort, in short manpower, to mark the answer scripts and give 

the marks based on the marking scheme. Other than this, some external factors such as the 

examiner may be in a bad mood behaviour or there is a unique relation between the examiner 

or the examinee, resulting in the marks allocation to have an unfair result. Hence, this group of 

researchers proposed an automated technique system so that this would replace this repetitive 

manual evaluation method in the future. A common method known as MLP (Natural 

Processing Language) was utilised in this system. It not only could evaluate the answer scripts 

based on the theory but also check for grammar, syntactic analyses and similarities between 

the submitters. Figure 2.34 shows the overview of the block diagram of AutoEval. 

  

Figure 2.34 Overview of the block diagram of AutoEval (Agarwal, Kalia, Bahel and 

Thomas, 2021) 
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In order to run the AutoEval, here is the steps. Firstly, the students have to submit their answers 

by uploading to the system. Next, a comparison will be made between the uploaded answer 

and the answer provided by the teacher saved in the database. Evaluation of the answers starts 

next to check the similarities and hence the score allocation. Lastly, the final mark can be 

viewed at the last page.  

According to this research, a basic output was prepared between the manual assessment by the 

teacher and the assessment evaluated by the system (also known as automated way). The 

manual technique took about 1 minute while the designed automated technique needed only 15 

seconds respectively to respond a response. In other words, 3 times of the times was saved by 

using the proposed automated system, hence increasing the overall effectiveness and efficiency 

in evaluating the assessment. Subsequently, the manpower can be obviously saved because 

using the manual technique, the teacher needs some time to think before evaluating the 

response. Maintenance cost of this proposed system is minimum as it is only single time 

investment and the overall cost is cheaper since a system can function at all time while a human 

being cannot.  

 

2.2.23 A New Marking Technique in Semi-Automated Assessment 

Across most of the researches, almost half of them discussed about the automated marking 

method in evaluating the assessment using Python tool. For this research, the researchers 

(Buyrukoglu, Batmaz and Lock, 2017) did the same field. They introduced a semi-automated 

approach in the assessment marking system for program codes which was aimed to save the 

time and effort spent by the marker. The reason behind to implement a semi-automated 

technique over manual technique and fully-automated technique was because this will provide 

detailed feedbacks while the examiner was evaluating the assessment rather than providing a 

general comment based on the assessment. In short, the examiner was able to reuse the previous 

comments for the similar works, thus decreasing the time needed and reducing the workload. 

The first stage was the segmentation process. This was aimed to collect the program codes. The 

next step was the codifying process. As the name mentioned, this stage was to normalise the 

code by following the general programming rules. This was also to increase the similarity of 

the various codes gathered. After that, it was the grouping process in which comparing all the 

codes collected based on the similarities. This was of utmost importance process because this 

was a preparation stage for the marking stage so that the feedback can be provided in a 



35 

 

consistent way. The last stage was the marking stage. It was obvious to be an assessment 

evaluation as well as providing comments for the assessment. By and large, this proposed semi-

automated marking system was satisfied by 75% of the participants. For the feedback system, 

it was 17% higher. This has proven that not all system has to be fully-automated, it can be just 

a semi-automated but still depending on the field specified. Figure 2.35 shows the overview of 

the proposed semi-automated marking system. 

 

Figure 2.35 Overview of the proposed semi-automated marking system (Buyrukoglu, 

Batmaz and Lock, 2017) 

As a summary, the existed detailed feedback system can greatly help to reduce the workload 

faced by the examiner, indirectly saving his or her time in evaluating the assessment and 

increasing overall efficiency of marking the assessment. However, some issues that are found 

here consists of sequence of marking the assessment between the manual and automated 

technique, challenges in grouping process due to variables used different and reusable 

comments which may not be correct even for the similar codes. 

 

2.2.24 Automation of Reflectarrays in HFSS Using Visual Basic Scripting 

A researcher named Tariq (2018) conducted research to automate the reflectarrays in HFSS 

(high frequency structure simulator) using Visual Basic (VB) scripting method. To satisfy the 

demands by the clients in the aspects of greater volume and coverage, high gain reflectarrays 

are required. However, for huge reflectarrays, approximately thousands of elements are needed. 

It is almost impossible to manually locate all the elements due to the dimension of each element 

is not exactly the same with each other in the simulation process for prediction prior to 

fabrication stage. In order to curb this issue, Tariq implemented this automated system using 

VB script technique. Figure 2.36 show the steps for the automation of reflectarrays in HFSS.  
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Figure 2.36 Steps for the automation of reflectarrays in HFSS (Tariq, 2018) 

In summary, the designed automated system has greatly eliminated the tedious work needed to 

draw the elements manually in order to obtain a realised gain of reflectarrays for application 

usages. Other than this, the VB script is flexible to most of the software with few modifications 

needed but the minimum requirement for that software is it has to recognise the script.  

2.2.25 Automated Assessment of Multi-Step Answers for Mathematical Word 

Problems 

3 researchers (Kadupitiya, Ranathunga and Dias, 2016) from University of Moratuwa, Sri 

Lanka carried out research in implementing a system that would evaluate the mathematic field 

questions automatically. This designed system was aimed to boost the efficiency in grading the 

answers submitted in XML form by the students especially in shortening the time and effort 

needed while evaluating the answers. Other than this, this proposed system has a unique feature 

whereby if the answer marked is wrong, this system can locate the place and provide the 

guidelines on the ways to answer that question correctly. In other words, the students were able 

to check on the steps in answering the past year papers. For this system, it comprises 4 modules 

namely schema file handling module, expression validation module, unit validation module 

and lastly grading module. Figure 2.37 shows the flow chart of the proposed automated system. 

Figure 2.38 and Figure 2.39 show the grading method used between manual and automatic 

techniques to evaluate question 01 and question 02 in graphical form.  



37 

 

 

Figure 2.37 Flow chart of the automated mathematical questions grading system 

(Kadupitiya, Ranathunga and Dias, 2016) 
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Figure 2.38 Grading technique used to evaluate question 01 (Kadupitiya, Ranathunga 

and Dias, 2016) 

`  

Figure 2.39 Grading technique used to evaluate question 02 (Kadupitiya, Ranathunga 

and Dias, 2016) 

Based on two figures above, it can be seen that only 1 student is marked differently between 

manual and automated way. This means this designed automated system has a very high 

accuracy in grading the mathematical question automatically. As a conclusion, an automated 

system is having a higher accuracy as well as efficiency than the manual way. In this research, 

it can reduce manpower because one system works more than a teacher that can provide due to 

time and effort limitation.   

In the next section, a tabulated summary will be presented on types of fields, techniques and 

programming languages used by every prior work.
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2.3 Summary of prior works 

 

 

Figure 2.40 Tabulated summary on types of fields, techniques and programming language used by every prior work 

 

Legends: 

NLP – Natural Programming Language 
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This section is to discuss the summary of all the prior works that are presented in the previous 

section 2.2 and Figure 2.40. According to all 25 researches, there are a total of 12 researches 

performing a comparison between automated technique (usually implemented in a system or a 

tool) and manual technique (usually manpower like human being) in their experiments. The 

rest of the researches, which a number of 13, directly utilise the automated way or semi-

automated way over the manual way while conducting the experiment. From this result, this 

has proven that the automated method brings a lot of benefits while performing specific tasks. 

The advantages are shown below in point form: 

i. Save more time and effort because the manual way is usually in the form of manpower 

which leads to tiredness after a long period of time while working, hence increasing the 

overall efficiency. 

ii. Higher accuracy system due to the existence of the database system. Direct comparison 

is performed between the prepared ones and the submitted ones, therefore increasing 

overall effectiveness. For the manual method, he or she may accidentally miss out some 

small parts of the work. 

iii. Higher flexibility because the automated method usually consists of a script and then it 

is implemented in a system or a tool (software). The written script is not unique to a 

software but just a few modifications are needed then the modified script can work well 

in other software. Since it can work in a number of software, thus the cost is lower 

comparatively. 

iv. Higher reliability because the automated process performs consistently over a period of 

time. In the manual way, like discussed in the prior works, some teachers may be in a 

bad mood or have a special relationship with the student, the marks allocated to that 

student could be not tally as expected, leading to have a lower reliability.  

In term of field, there is also a huge coverage because the automated system is not only 

applicable to factory usage such as test stage and processes but also for the study field due to 

its valuable benefits. In term of programming language, different researchers used different 

kind of them. This is due to its flexibility of the scripting. To wrap up, the automated technique 

does more benefits over the manual technique as aforementioned. Therefore, in this project, an 

automated flow named as Open Debug (OD) flow for the Periodic System Management 

Interrupt (PSMI) will be implemented in Python when a failure is captured by the OD will be 

presented in Chapter 3 (Methodology).  
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CHAPTER 3 METHODOLOGY 

3.1 Overall project flow 

 

Figure 3.1 Flow chart of the overall project 

 

Figure 3.1 shows the flow chart of the overall project flow. The problem statements, objectives 

and scopes have been discussed in Chapter 1 while the literature review has been presented in 

Chapter 2. After the literature review, the designing part starts here. Python scripting consists 

2 parts: the PSMI capture flow and the failing signatures of failures captured. The steps of 

designing these scripts will be discussed at the later sections. After designing the script, a 

manual stability testing will be run in order to confirm the stability and analyse the 

performances (automated PSMI trace capture) with the data gathered. Next, results and 

discussion as well as the conclusion sections will be presented after the Chapter of 

Methodology. In the next section, the design of the automated flow of the PSMI capture in the 

OD flow will be presented.  
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3.2 Design of the automated flow of the PSMI capture in the OD flow  

 

Figure 3.2 Flow chart of the automated flow of the PSMI capture in the OD flow 

 

Figure 3.2 shows the design of the automated flow of the PSMI capture in the OD flow. For 

this proposed project, the scripts will be written in Python. Firstly, the overall PSMI trace 

capturing flow will be automated and designed using Python and is applied into OD flow. It is 

then followed by a manual testing without any failure injection in order to test for stability. 

Once it is working, the next step will be designing a script with a trigger point (a failing 

signature). This is then being tested for stability manually. After confirming the flow, a series 

of failures will be input to test for stability of the designed script. The failing signatures includes 

exception, memory mismatch, VM Exits Error and register mismatch will be developed into a 

script and will be tested manually as well. Data collection will be further gathered 

simultaneously.  

The next section will discuss the design of the trigger point.  
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3.3 Design of trigger point 

The communication between the failure and the PSMI is known as the trigger point. A trigger 

point is used to stop the PSMI at a particular point of the instruction given a particular PSMI 

interval (user-defined). There are many trigger points which can be used to capture a failure. 

However, not every trigger point suits every failure. Sometimes it can be used, but more effort 

is needed especially when performing trial-and-error methods, leading to time-consuming.  

Therefore, in order to make use of the methods of capturing the PSMI, a universal method is 

introduced. This method is a memory trigger method, which is described as capturing a 

particular address, known as the error block address, with a specific data depending on the 

types of failing signatures. The failing signatures that are used to be tested are exception, 

memory mismatch, VM Exit Error and register mismatch. Those failing signatures are denoted 

by a specific value in hex form as shown in Table 3.1 below. 

Table 3.1 Type of failing signature and its specific value notation 

Failing signatures Specific Value in hex form 

Exception 0x08 

VM Exit Error 0x09 

Memory mismatch 0x02 

Register mismatch 0x0A 

 

For the error block address, it is always having an offset of 0x24 with a range of 0x100 bytes. 

The lowest byte 0x24 is denoted as the internal loop, which could be different for every run 

and every test. In other word, it is a randomised value. For the range from 0x25 to 0x28, which 

are 4-byte in size, it is a constant value once the failing signature is determined. Hence, the 

designed automated system can use this fixed and most significant hex value (offset 0x28) to 

capture the PSMI as shown in Table 3.1. As a summary, once the full error block address for 

the aforementioned failing signature is determined, the universal method can be used. The 

example is shown below: 

• Address: 0x____28 (Error block address which excludes internal loop) 

• Data: 0x08 or 0x8 (if the failing signature is an exception) 

In the next section, the Python Scripting for the PSMI capture flow in the Open Debug (OD) 

flow will be presented. 



44 

 

3.4 Python Scripting for the PSMI capture flow in the OD flow 

 

Figure 3.3 Flow chart of the Python Scripting for the PSMI capture flow
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Figure 3.3 shows the flow chart of the Python Scripting for the PSMI capture in the Open 

Debug (OD) flow. The scripting method used here is Python only. Each of the step stated in 

the flow chart shown in Figure 3.3 will be discussed individually. In order to run this script, a 

normal regression is kicked started. Once a failure is detected, the flow chart in Figure 3.3 will 

be triggered.  

1) Variables initialization 

Similar to most of the projects, some variables will be initialized including some libraries 

importation. Here, there are 4 variables being used: 

• PSMI_data which is used for trigger point usage during PSMI capture flow. 

• PSMI_interval, a user-defined time period, which is used for PSMI to capture a 

number of cycles of the trace. 

• PSMI_data_size which is used for trigger point usage during PSMI capture flow. 

• PSMI_Pend, a bool variable, which is also used for PSMI capture flow. 

2) Obtaining the failure path named as regen folder 

Once a failure is detected, a regen folder will be regenerated automatically in the steps prior 

to PSMI capture flow in the OD flow. This is necessary because 3 important information 

have to be prepared and gathered before going to the next step. For this, the method here to 

obtain the path is to use the pre-defined libraries that are used before PSMI capture flow in 

the OD flow. 

3) Determining *.obj file, error code and error block address 

• Files grepping 

In order to obtain these 3 information, 3 files in the regen folder are needed to be 

found. Hence, “glob” library is utilized here. For *.obj file, it is used to run the test 

during PSMI capture flow in the OD flow.  

• Information grepping from a file 

For error code and error block address, the data are found inside the specific files. 

Therefore, “re.search” technique is performed here and return the values obtained 

as variables. A note to be taken here is the error block address gathered will be 

added by ‘4’ as discussed in Chapter 3.3. 

4) PSMI_data decision based on error code 

After collecting the information, the flow will go into a decision path to check whether the 

error code read is 0x2, 0x8, 0x9 or 0xA. If it is none of them, the PSMI capture flow in the 

OD flow will end directly due to undefined error code specified in the flow. 
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5) PSMI capture flow 

There are 5 stages of PSMI capture flow All stages use the built-in Python commands. The first 

3 stages are very simple and direct. The fourth stage is to perform the test execution while the 

last stage is to save the information in the common path. Each stage is discussed respectively 

in point form as shown below: 

i) PSMI Importation 

The first stage of the PSMI capture is known as the PSMI importation. This stage requires 

the user to import all the essential files needed during PSMI capture which comprise types 

of the project that is running, the communication between the project and the user and the 

fixes to the bug found previously. Once the user prompts the code, the system will enter a 

halted state, allowing the user to key in the trigger point which is needed in the second 

stage. 

ii) Trigger point insertion 

The second stage of the PSMI capture is the user has to command the trigger point which 

is to stop the PSMI at a particular point of the instruction given a user-defined particular 

PSMI interval. This stage has already been discussed in the previous section 3.3. 

iii) PSMI execution 

The third stage of the PSMI capture is the PSMI execution. This includes the user-defined 

PSMI interval to be commanded simultaneously. Once this is commanded, the PSMI starts 

running counting from zero and the system will go back to the operation mode. At this 

period, it is time to run the test. 

iv) Test execution 

The fourth stage of the PSMI capture is to run the test. The PSMI will stop the test whenever 

it detects the trigger point that is set previously in stage 2 or it is called as “trigger”. Once 

the PSMI capture flow gets a “trigger”, the test will enter halted mode again.  

v) PSMI exportation 

The last stage of the PSMI capture is to export the captured trace to a common path which 

is used for debug purpose. At this period, the PSMI capture process is completed 

successfully. 

The full Python coding will be attached at the Appendix B/Full Python coding for the PSMI 

capture flow in the OD flow.  

The next chapter, Chapter 4, will present the Results and Discussion.  
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CHAPTER 4 RESULTS AND DISCUSSION 

In this chapter, the manual method time estimation for the PSMI (Periodic System Management 

Interrupt) capture process will be collected and discussed. This is to compare with the 

automated PSMI capture flow which has been implemented in the OD (Open Debug) flow. In 

the next section 4.1, the manual method time estimation for the PSMI capture will be discussed. 

4.1 Manual method time estimation for PSMI capture and data collections 

In this section, the survey for the manual time estimation for the PSMI capture process will be 

collected across 4 different projects. Those gathered information is collected from the 

colleagues whose have performed at least one manual PSMI capture. There is a total of 7 steps, 

starting from a time period when the debugger starts the initial process to understand the 

failure’s behaviour until the completion of the PSMI capture, as mentioned in Chapter 1.4 (vi). 

Each step will be explained briefly with valid assumptions made in point form as shown below: 

1) Understanding a failure. 

➢ Assumption: A fresh failure is assigned to a debugger. 

2) PSMI trigger type selection. 

➢ Assumption: Only 4 kind of failing signatures which are Exception, VM Exit Error, 

Memory mismatch and register mismatch. 

3) Select and lock a system. 

➢ Assumption: The selected system is undergoing operations and there is no ongoing 

process in the OD flow. 

4) Reboot the selected system to initial configuration. 

➢ Assumption: The debugger is able to boot the system successfully without facing any 

environment errors. 

5) Testing selected PSMI trigger type. 

➢ Assumption: The debugger is able to get a “trigger” after the testing stage. 

6) Reboot the selected system once again. 

➢ Assumption: The debugger is able to boot the system successfully without facing any 

environment errors. 

7) Starting the process of PSMI capture. 

➢ Assumption: Including all the steps mentioned in Chapter 3.4. The debugger is also 

able to complete the PSMI capture process successfully.  
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The survey for the manual time estimation for the PSMI capture process is summarised in 

Figure 4.1 with an average value computed based on every step per project in an ideal case. 

There are 2 assumptions being made. In order to make the calculations more easily, all the time 

estimated in every step will be standardised in MINUTES form. Next, the minimum time 

required for each step will be set as 1 minute. Every one column means capturing the PSMI 

trace for 1 failure only. 

Across 4 different projects, it is observed that with the increasing number of cores, the time 

required to capture the PSMI trace manually is increased with the exception between Project 

A and Project B due to the maturity of the PSMI capture process. This is because when the 

number of cores increases, the system will need to operate more cores including understanding 

the failure (step 1) and rebooting the system (steps 4 and 6). Other than that, the time taken will 

be consumed more if there is any unpredictable environment issue occurring or the failure is 

having a special characteristic, making the PSMI trace fail to capture. Both steps 2 (PSMI 

trigger type selection) and 3 (Select and lock a system) may not consume much time since the 

debugger can direct decide what they need to use. For step 5 (testing process), this consumes 

lesser time as the importation of the PSMI is not needed here, leaving with only first 3 steps 

are needed (based on Chapter 3.4). Lastly, for step 7 (PSMI capture), as aforementioned after 

Project A, is almost consistent across the other 3 projects due to maturity issue.  
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Figure 4.1 Manual time estimation for PSMI capture process across 4 different projects 

 

In order to compare the manual method time estimation for the PSMI capture process with the time computation of the automated PSMI capture 

flow which is developed in the OD flow, the discussion on the automated method time computation will be presented in the next section. 
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4.2 Automated method time computation for PSMI capture and data collections 

The automated time period for PSMI captured starts when the OD detects a failure and triggers 

the PSMI capture flow until the completion of the PSMI capture, as mentioned in Chapter 1.4 

(v) as well as in Chapter 3.4. In order to allow the developed script to be run, it is required to 

add the written script into a folder named as “flows.ini” with some defined functional variables 

as shown in Table 4.1. This is a built-in folder to run any written script in the Open Debug (OD) 

flow.  

 

Table 4.1 Defined functional variables in “flows.ini” for PSMI capture process 

Defined functional variables Data 

flow /<path to the python script/…/PSMI_final.py 

timeout 1800 

enabled 1 

 

Based on Table 4.1, there are 4 defined functional variables being used for PSMI capture 

process. The variable “flow” is to allow the OD to run the stated python file, in this case is 

PSMI_final.py, when all the conditions are met. The variable “timeout” is to set a maximum 

time allocated for this flow in the OD, in this case it is 1800s (or 30 minutes). This is to make 

sure the OD will not hang forever in this flow and quit this flow after reaching the timeout 

value. This may happen due to environment issues or special tests. Lastly, the variable “enabled” 

is an on/‘1’ or off/‘0’ bit. If the user wants the OD to run the particular script, the variable 

“enabled” has to be set to ‘1’, else this script will be ignored by the OD. 

Before computing the automated method time required for the PSMI capture, there is one 

aspect to be taken into consideration, that is the test execution in the PSMI capture process. For 

every test in any project, there is a minimum time required for the test to execute known as 

“heartbeat”. Here, it is set as 300,000ms (or 5 minutes). This is to avoid any false failure which 

requires a longer period of time to pass. 
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Figure 4.2 3 analyses time and average analysis time for projects A, C and D respectively 

 

Figure 4.3 50 analyses time and average analysis time for project B 

Figure 4.2 shows the 3 analyses time (hour, minute, second) and average analysis time for projects A, B and D respectively. The Python coding 

shown in Appendix B is not compatible in these 3 projects. According to Figure 4.2, only 3 analyses time are collected for projects A, B and D 

because there are limited systems for these 3 projects to test for the written script for the automated PSMI capture. For project A. this project is an 

old project and the current PSMI capture for this project is not mature. For projects B and D, both are on-going projects which are prioritized to 

achieve the goals. Hence, only 3 captures are done for projects A, B and D respectively during testing process. Figure 4.3 shows the 50 analyses 

time (hour, minute, second) and average analysis time for project B. The Python coding in Appendix B is basically for Project B only. Based on 

Figure 4.3, more data are captured in project B comparatively is because of the project systems person in-charge ownership. In the next section, 

the manual method and the automated method to capture PSMI will be compared and discussed in term of time. 
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4.3 Comparison between Manual method and automated method for PSMI 

capture in term of time 

For a better view and comparison, the manual method time estimation for PSMI capture and 

the average analysis time of the automated method time computation for PSMI capture (or the 

Python Scripting for the PSMI capture in the Open Debug (OD) flow) for projects A, B, C and 

D will be tabulated in Table 4.2. 

Table 4.2 Average manual method time estimation and average automated method time 

computation for PSMI capture process 

 

Projects 

Average manual (M) 

method time estimation 

(hour, minute, second) 

Average automated (A) 

method time computation 

(hour, minute, second) 

% Improvement  

= (|M-A|/M)*100%  

(%) 

Project A 01:10:00 00:31:06 55.57% 

Project B 01:01:12 00:14:10 76.85% 

Project C 01:16:18 00:14:27 81.06% 

Project D 01:39:00 00:15:31 84.33% 

 

Table 4.2 shows the average manual method time estimation, average automated method time 

computation for PSMI capture process as well as the percentage improvement. The term 

“percentage improvement” here means how much time is saved when performing PSMI 

capture using automated method or Python scripting over manual method. Undeniably, based 

on Table 4.2, it is proven that using automated method to capture PSMI can save more than 

55% to 84% time as compared to manual method. This is because automated method can help 

to eliminate the steps 1 to 6 as discussed in Chapter 4.1. With this, the debugger is able to save 

a lot of time to search for system to use as well as avoiding any environment issue. With the 

help of the PSMI process in the OD, once the failure is detected, the PSMI can be captured 

directly without needing the effort from debuggers to triage and proceed the following steps.  

In the next Chapter, Conclusion, limitations and future recommendations will be presented. 
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CHAPTER 5 CONCLUSION, LIMITATIONS AND FUTURE 

RECOMMENDATIONS 

In this chapter, 3 sections will be discussed in the sequence namely conclusion, limitations and 

future recommendations of the proposed and developed automated flow of the PSMI capture 

in the OD flow will be discussed. In the next section, the conclusion will be presented first.  

5.1 Conclusion 

As a conclusion, in this era of globalisation, the automated systems are widely used in various 

kind of fields such as engineering, learning, examination and more around the world. This trend 

has become an inevitable aspect in the life of human beings. Even though manual methods still 

exist, but nowadays, semi-automated or even fully-automated systems are gradually replacing 

the traditional methods known as the manual method or manpower due to its fast-process, high 

reliability, high effectiveness and high efficiency features. 

As discussed in the Literature review, many researchers utilised automated tools or systems in 

their researches in the specific fields. The performances of the automated systems showed that 

they had many advantages over the manual techniques. This has also proven that the automated 

flow has been fully embedded in the root of the life. 

In this project, in order to design the proposed automated system known as the automated PSMI 

flow in the Open Debug (OD), Python programming language is utilised. The failing signatures 

that are going to be tested in this developed flow are the exception, memory mismatch, VM 

Exit Errors and register mismatch. The failure of each of the failing signature is inserted in this 

flow to check for stability. The trigger point design basically is using a memory trigger, 

meaning the PSMI will be stopped (and this is known as a “trigger”) once it detects the pre-

selected address, in this case is the error block with offset 0x28, and the pre-selected data. In 

this case, depending on the types of the error code (memory mismatch is 0x2, exception is 0x8, 

VM Exit error is 0x9 and register mismatch is 0xA). After understanding the design phase of 

the trigger point, the Python Scripting for the PSMI capture flow in the OD flow is designed 

on the next step, a total of 5 steps. First, it will be the common step known as variables 

initialization. After that, it is necessary to obtain the failure path named as regen folder. Inside 

the regen folder, by using Python coding, *.obj file, error code and error block address are 

required to be determined before undergoing PSMI capture flow. Next, it is the PSMI_data 

decision based on error code, basically this is the step comes from the design of the trigger 
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point. Last but not least, the final step is the PSMI capture flow which comprises 5 steps – 

PSMI importation, trigger point insertion, PSMI execution, test execution and PSMI 

exportation. 

In this proposed technique, 2 methods are carried out separately namely manual method and 

automated method for PSMI capture. In order to compare both methods, the time consumed 

between them are taken into considerations. For manual method time estimation for PSMI 

capture, it is defined as the manual time period for PSMI captured starts when the debugger 

starts the initial process to understand the failure’s behaviour until the completion of the PSMI 

capture. To collect data for this method, a survey is done from different debuggers that have 

completed the PSMI capture at least once in any of the 4 projects. Based on Figure 4.1 and 

Table 4.2, it is observed that at least one hour is needed to capture PSMI for any manual method 

in any project. For automated method time computation for PSMI capture, it is defined as the 

automated time period for PSMI captured starts when the OD starts the PSMI capture flow 

until the completion of the PSMI capture. In order to gather data for this method, few attempts 

haven been done in projects A, B and D (due to limited systems) while 50 attempts have been 

done in project C. According to Figure 4.2, Figure 4.2 and Table 4.2, it can be seen that at the 

maximum of half an hour is needed to complete the PSMI capture in automated technique. By 

comparing both approaches, undeniably, for about 55% to 84% time has been saved if utilising 

automated approach over manual approach. In other words, the automated technique consumes 

lesser time and efforts as compared to the manual technique in PSMI capture. 

In the next 2 sections, the limitations and the future recommendations of the proposed and 

developed automated flow of the PSMI capture in the OD flow will be presented. 
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5.2 Limitations 

For this proposed project, there are some limitations and they will be discussed respectively in 

point form as shown below. 

1) Limited error codes detection and project specific 

As mentioned in previous chapters, for this automated PSMI capture in the OD flow, it will 

only detect 4 kinds of the failing signatures known as exception, memory mismatch, VM 

Exit Errors and register mismatch. Other failing signatures will be ignored. The command 

in Appendix B is only applicable for project B. Modifications are needed for other projects. 

2) Capturing multiple failures with the same root-caused issue 

For this project, the Python scripting for the PSMI capture flow in the OD flow will be 

always triggered when a failure is detected. Since the failing signature could be different 

or the same, after being root-caused, they are the same, leading to waste time and effort. 

3) Affect regression run rate 

For the Python scripting for the PSMI capture flow in the OD flow, when it is triggered, 

the regression will be forced to stopped because the system cannot run multiple tests 

simultaneously. Since in the PSMI capture flow, it is required to run the failure, indirectly 

affecting the regression run rate. 

 

5.3 Future Recommendations  

In order to solve the aforementioned limitation found in this proposed project, some 

recommendations are stated here. 

1) Enhance the current script to be more flexible by understanding how failures are reported 

and allowing the script to be applied to all projects which support PSMI. The method 

suggested here for first limitation is to use port out 0xf8, a built-in code for most of the 

failing signatures. 

2) Enhance the current script by connecting it with a new feature known as Quark signature 

which can help to filter the failure at the surface level. This can help to avoid capturing 

PSMI trace of the failures with the same root-caused issue. 

3) Develop a batch file to include the current script such as PSMI.bat. This is to allow the 

debuggers to run the PSMI capture automatically without affecting the regression run rate. 
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APPENDICES 

Appendix A Work Schedule 
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Appendix B Full Python coding for the PSMI capture flow in the OD flow 
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