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ABSTRACT 

 

Modern microprocessors depend on Design Compiler's logic synthesis of RISC-V 

processor Front-Ends. This study examines the synthesis process for a 14nm, 32nm, 

or 90nm RISC-V processor at clock periods from 0 to 5 nanoseconds. The analysis 

begins with design constraints, including clock frequency, area limits, and timing 

requirements for each technological node. The Design Compiler tool converts the 

Register Transfer Level (RTL) description of the RISC-V processor into a gate-level 

netlist. The design's applicability to 14nm, 32nm, and 90nm process nodes is 

assessed during synthesis by linking technology libraries. After synthesizing designs, 

performance indicators like timing closure, clock period needs, and slack margins 

across technology nodes are analysed. To understand the processor's power 

consumption, power analysis is done at different clock intervals. To optimize designs 

at each technological node, processor area consumption is analysed. The research 

examines 14nm, 32nm, and 90nm front-end design performances using clock 

durations from 0 to 5 nanoseconds. These different manufacturing technologies and 

operating circumstances provide vital insights about the processor's performance, 

power efficiency, and space usage. With this knowledge, designers can choose 

technology, clock frequency, and architectural changes to suit future computing 

system demands. This research helps designers construct high-performance, energy-

efficient, area-optimized RISC-V processors that are adaptable to different 

technology nodes and clock periods. The study advances front-end design in 

microprocessor development, enabling the design of cutting-edge processors that 

excel across varied technology landscapes and operating scenarios. 
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CHAPTER 1 

 

1 INTRODUCTION 

 

 

1.1 Background 

 

The desire for faster computers fuelled the microprocessor revolution over the last 

several decades, and substantial study has been undertaken to determine the 

capabilities of computer applications in a variety of disciplines. For example, 

computer applications in automobiles, cell phones, and the human genome project 

are not commercially viable until the computer technology revolution occurs. The 

fast growth of computer industry will make augmented reality, self-driving cars, and 

phones as thin as a sheet of paper possible in the future. 

Computer architecture, which includes instruction set architecture, 

microarchitecture, and logic design, is necessary to create a computer system. It is 

necessary for a consumer electronic computational device to have a highly efficient 

system with low cost and power consumption, as well as excellent energy efficiency 

and security [1].  

Computer architectures are classified into two broad categories: Complex 

Instruction Set Computing (CISC) and Reduced Instruction Set Computing (RISC) 

(RISC). CISC and RISC architectures each have their own set of advantages and 

limitations, and the architecture chosen is determined by the design's intended use. 

As a result of its compatibility with direct native hardware implementation rather 

than simulations, RISC-V is a widely recognized Instruction Set Architecture (ISA). 

It also provides support for substantial instruction set expansions, which may be 

implemented by specialised variants [2]. 

Instruction Set Architecture (ISA), commonly known as computer 

architecture, plays a critical role in computer design by serving as the interface 

between software and hardware [3]. Intel, AMD, and ARM all have their own ISA 

designs, which are either CISC or RISC architectures. However, the most widely 
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used commercial ISAs are proprietary, and other firms will be required to pay 

significant licencing costs to utilise the ISA designs. This results in increased 

research expenditures for hardware designers and precludes academics from utilising 

any ISA in hardware or software creation. 

At the University of California, Berkeley, the RISC-V project began in 2010 

with the goal of developing an academically useful open-source licence ISA [4]. 

RISC-V is a RISC architecture that was derived from the original RISC architectures. 

It was intended to facilitate tiny, rapid, and low-power implementation in the actual 

world. It quickly gained popularity among the community and attracted the attention 

of industry participants. Additionally, the open nature of RISC-V fosters academic 

study by allowing for the publication, reuse, and modification of its design. 

Exploring system-level factors to optimise run-time performance in the front-

end flow is a well-researched topic in the literature. However, the majority of 

solutions in the literature are imperfect and frequently rely on a complicated set of 

factors that can be reduced.  

Due to this flexibility, an open instruction set architecture dubbed RISC-V 

has recently changed system design. As a result of the impetus generated by RISC-V 

adoption, there is a rising need for RISC-V system design and prototyping. While 

various attempts have been made to design and create efficient single-core RISC-V 

compute systems [5]. There is a rising demand for frameworks that facilitate the 

investigation of RISC-V-based SoCs in order to allow system designers to create 

efficient platforms for next-generation computing systems. 

 

1.2 Problem Statement 

 

In many embedded systems such as mobile smart phones, portable gaming gadgets, 

and mobile computers, System-on-Chip (SoC) has become a practical solution in 

numerous application areas such as cryptography, image processing system, and 

digital signal processing. SoC is bringing their complex algorithm that requires a lot 

of computation into hardware, which is implemented as an Application Specific 

Instruction Set Processor (ASISP) as a co-processor or, more precisely, as a 



3 

hardware accelerator for a processor core, which is faster than software on the same 

platform.  

RISC-V, being the group responsible for providing open-source, open-license 

ISA to the public, has established a strong presence in the industry. Apart from the 

person or academic researcher developing their ideas, several firms, including 

Qualcomm, Samsung, Alibaba, and Nvidia, use RISC-V in their processors. With the 

rapid expansion of the RISC-V contributor community, the ISA's success is simply a 

matter of time. Although the RISC-V community is expanding rapidly, only few 

processor designs based on this ISA have been released due to the ISA's brief 

development history. However, with the community's continued support, the RISC-V 

software ecosystem and toolchains have grown over the years. Regrettably, most of 

the RISC-based CPU development is still centred on the ARM and MIPS 

architectures.  

This research aims to improve the timing of RISC-V as well as its total power 

consumption through the application of a vast array of technology libraries. In order 

to gain a faster performance from the hardware, it is necessary to test with various 

technology. Within the scope of this inquiry, a Front-End Design (Logic Synthesis) 

of RISC-V Processor Using Design Compiler is proposed. 

 

1.3 Objective 

 

1. To study the principle of the RISC-V architecture. 

2. To implement the RISC-V processor with the aid of EDA tools – Design 

Compiler. 

3. To perform logic synthesis by optimised the timing of RICS-V processor 

before Place and Route with variant of technology libraries. 
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CHAPTER 2 

 

2 LITERATURE REVIEW 

 

2.1 RISC-V 

2.1.1 Principle and Architecture  

 

The abbreviation RISC means for Reduced Instruction Set Computer, and it is a form 

of microprocessor architecture that employs a compact, basic, and highly efficient set 

of instructions. 

Along with its flexibility, a new open instruction-set architecture known as 

RISC-V has completely transformed the elements of system design. RISC-V-based 

system design and prototyping are becoming increasingly popular as a result of the 

momentum generated by the adoption of the architecture [6]. The RISC processor 

requires new instructions, all of which are the same length, most of which are 

executed in one machine clock cycle, the control unit is hardwired, and it has a large 

number of registers and limited address modes [3]. 

 

2.1.2 Previous Work of the RISC-V  

 

According to the report [7], a heterogeneous processor that is based on an open 

source 64-bit core of the RISC-V architecture, as well as a reconfigurable neural 

network accelerator, is being developed. The authors explore the characteristics of 

the implementation of a binary matrix neural network on FPGA and its combination 

with the RISC-V RV64GC core in tasks of cognitive robotics and industrial 

production, with the goal of increasing safety in the interaction between a robot and a 

person. The FPGA's restricted resources were the most significant problems 

encountered over the course of the project. If a 115k logic gate microcircuit was used, 

just 11% of the resources are left available, which removes any need for intricacy in 

the neuroaccelerator architectural design.  
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 Modern machine learning (ML) applications, such as deep neural networks, 

and video processing are becoming more dependent on real-time processing of 

pictures and videos. Having a more efficient and compressed floating point 

arithmetic may considerably improve the performance of such applications by 

optimising memory consumption and information transmission. Therefore, a RISC-V 

processor is suggested by the authors [8] to operate image processing. The authors 

accomplished significantly more than 60 frames processed per second in both the 16-

bit and 8-bit positive cases with the aid of the RISC-V processor. Implementing 

positive arithmetic in the vector environment in order to completely transition to 

positive arithmetic in all DNN operations, allowing future researchers to take full 

advantage of data compression to 16 or 8 bits, will be the focus of future 

development. 

 

2.1.3 Advantages of RISC-V 

 

The research agrees that RISC-V has certain distinct benefits over standard ISAs. 

According to some of RISC-designers, V's the objective was to build an ISA that was 

equally suited to basic and large applications and could be readily upgraded and 

branched by the community [9]. Branching an open-source piece of software refers 

to the process by which an engineer adds or removes sections of the source code to 

make the programme better fit their requirements. 

The fact that RISC-V is open-source software was cited as a distinguishing 

benefit by authors in the literature [9]–[11]. In fact, part of the examined literature 

documents RISC-V branches and how they optimise it for a single, unique intended 

purpose [10]–[12]. 

Based on the conference paper [10], the researchers looked at RISC-V 

branches that include special instructions for use in cryptography and machine 

learning. Branch of RISC-V exhibited up to nine times the performance of a baseline 

RISC-V processor in cryptography and machine learning applications in testing of 

more than 60 CPU implementations. In one example, the researchers discovered that 

a cryptographic RISC-V branch completed an encryption operation 9.3 times quicker 
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than a standard RISC-V processor. It did this with a small increase in resource 

overhead and just a 4% increase in cycle time. 

 

2.2 System-On-Chip (SoC) 

 

2.2.1 Definition  

 

A 'system' is comprised of a CPU, memory, and peripherals. A bespoke or 

conventional microprocessor, or a specialised media processor for sound, modem, or 

video applications, might be used as the processor. There may be numerous 

processors as well as additional bus cycle generators such as DMA controllers. DMA 

controllers can be arbitrarily complicated, and they are only separated from 

processors by the absence or presence of instruction fetching. Processors 

communicate with one another using a number of techniques, including shared 

memory and message-passing hardware entities such as specialised channels and 

mailboxes [13]. There are two majors process in constructing a complete SoC, which 

is front-end and back-end process.  

 

2.2.2 Front-End 

 

Front-end of the VLSI is needed a high-level requirement, such as function, 

throughput, and power consumption, must be specified in the design. Design capture 

is the act of transferring a design from the marketing person's thoughts, the back of 

an envelope, or a word processor document into machine-readable form. 

To find an implementation with appropriate power and load balance, 

architectural exploration will test various combinations of processors, memory, and 

bus topologies. A flexibly timed high-level model is sufficient to compute an 

architecture's performance. The logic synthesis process will transform behavioural 

RTL to structural RTL.  
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There are some steps are required during the front-end design [13]:  

1. Specification:  

This is the first step in the design process in which we determine the major 

system parameters that must be specified. 

2. High level Design:  

At this stage, several features of the design architecture are determined. At 

this time, details regarding the various functional blocks, as well as the 

interface communication protocols between them, are being established. 

3. Low Level Design: 

The microarchitecture phase is also known as low level design. During this 

phase, lower-level design specifics for each functional block implementation 

are defined. Modules, state machines, counters, MUXes, decoders, internal 

registers, and other details can be incorporated. 

4. RTL coding:  

At the RTL coding process, the micro design is specified in a Hardware 

Description Language, such as Verilog/VHDL, using synthesizable constructs 

of the language. The use of synthesizable structures allows the RTL model to 

be fed into a synthesis tool, which will eventually transform the design to real 

gate level implementation. 

5. Functional Verification:  

The act of assessing the functional features of a design by producing multiple 

input stimuli and testing for accurate design implementation behaviour is 

known as functional verification. 

6. Logic Synthesis:  

It aids in the translation of RTL to structural RTL. Logic Synthesis assists in 

solving existing design issues by optimising time, area, power, and testing all 

at the same time. It provides a predictable flow, resulting in a shorter time to 

results and a pre-implementation area estimate. As a result, the designer can 

anticipate and estimate the space and duration during the pre-layout process. 
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2.2.3 Logic Synthesis 

 

Logic synthesis converts a high-level digital circuit description, usually in an HDL, 

into a hardware-implementable representation. Logic synthesis optimises area, power, 

and time while maintaining functionality. 

In logic synthesis, flip-flops, logic gates, and arithmetic operators are 

identified from the input HDL description. These building blocks are mapped to a 

library of standard cells, pre-designed and pre-verified logic gates that may be 

effectively implemented in hardware. Timing and power consumption limitations 

guide mapping. 

Logic synthesis optimises circuit size, power, and timing after mapping basic 

building blocks to standard cells. Combining algorithms at different abstraction 

levels usually does this. Retiming and pipelining can optimise circuit timing. 

Boolean logic optimisation and technology mapping can reduce circuit area and 

power. 

After optimisation, logic synthesis generates a netlist for physical design. The 

netlist shows how standard cells are connected and whether buffers or multiplexers 

are needed to meet design limitations. Physical design tools build a silicon-fabricable 

circuit architecture from the netlist. 

In conclusion, logic synthesis helps digital circuit designers turn high-level 

specifications into optimal lower-level representations that may be implemented in 

hardware. Logic synthesis uses computational techniques and design limitations to 

optimise performance, area, and power while maintaining circuit functioning. 

 

2.2.4 Previous Work about SoC  

 

This paper [14] provides a brief summary of existing System on Chip applications in 

IoT and the medical arena, as well as their methodology. A thorough examination of 

essential system characteristics including as power, throughput, and latency provides 

an in-depth understanding of the architectures of HNoCs and ECG-based 

identification systems. This article also gives an overview of current advancements 
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in Heterogeneous Network-on-Chip Simulator interconnects, data collecting, and 

patient analysis approaches. Biometric solutions are the ideal fit for all health 

applications based on the Internet of Things. The study shows framework-based 

SoCs, IoT cloud-based patient data storage, and a basic machine learning tool to 

discover patients from their obtained data, which aids in remote diagnosis and 

treatment. 

 To mitigate the effects of unpredictable timing and to apply the dynamic 

voltage and frequency scaling (DVFS) scheme for overall power reduction, high 

performance, and complex system-on-chip (SoC) designs necessitate a throughput 

and reliable timing monitor. The researchers [15] describes a multi-stage timing 

monitor that combines three timing-monitoring stages to provide high timing 

resolution and a wide timing range at the same time. Furthermore, because the 

suggested timing monitor is immune to pro. The suggested architecture offers 

minimal PVT sensitivity and good stability in complicated SoCs with varied 

operating conditions. This timing monitor not only decreases the impact of uncertain 

timing on the system but also increases the efficiency and accuracy of DVFS 

operation in high performance and complicated SoC designs. Power–voltage–

temperature (PVT) change, it gives more stable time-monitoring data. 

 As a proof-of-concept, researchers offer a model for the logic synthesis of 

sequential logic circuits and confirm that we can handle multiple types of sequential 

logic circuits. In specifically, the researchers successfully manufactured parallel 

counters ranging from 4-bits to 32-bits and analysed the clock rates of their 

respective architectural designs. Moreover, certain components of a 16-bit MIPS 

CPU can be synthesised. This inquiry reduces the number of buffers required for 

pipeline stage balancing [16].  A unique technique based on the co-optimization of 

standard cell designs and synthesis algorithms to efficiently tune synthesised circuits 

in order to extract more performance from any given design [17]. 

 

2.3 Process Node / Technology   

 

SAED_EDK14_FINFET[18], SAED_EDK32/28_CORE[19] and 

SAED_EDK90_CORE[20] are three different semiconductor technologies/ process 
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node, each with its unique features and characteristics. Both technologies is widely 

used in education purposes that invented by The Synosys,Inc[21]. Students may apply 

a complete design flow and master today's complex design criteria, such as those for 

low power, when combined with the latest Synopsys EDA tools. Each library has 

digital and I/O standard cell libraries, memory, phase-locked loops, technology kits, 

and example designs [21]. 

 

2.3.1 SAED_EDK14_FINFET  

 

SAED_EDK14_FINFET[18] is a 14nm FinFET technology, which refers to the size 

of the smallest feature that can be manufactured on the semiconductor wafer. 

FinFETs are a type of transistor that uses a fin-like structure to increase the 

transistor's performance and reduce power consumption. This technology is 

commonly used in high-performance processors and SoCs. Hence, it is employs a 

full 14nm high-performance FinFET SRAM design (1kB) based on a "realistic 

industrial strength" circuit design [22][23]. It is also used to study on high speed 

sense amplifier and improve the overshoots in voltage regulators by Synopsys 

Armenia Educational Department[24], [25].  

 

2.3.2 SAED_EDK32/28_CORE 

 

On the other hand, SAED_EDK32/28_CORE[19] is a 32/28nm planar CMOS 

technology. Planar CMOS refers to a type of transistor that uses a flat structure rather 

than a fin-like structure. This technology is commonly used in low-power 

applications[26], [27], such as mobile devices and IoT devices. IoT devices are often 

produced in large volumes and with tight cost constraints, SAED_EDK32/28_CORE 

may be a more attractive option for IoT device manufacturers. An efficient 

architectural design using SAED 32nm technology is the near-memory CMOS VLSI 

bit-sliced 2D architecture for Sobel edge detection for IoT image applications [28]. 
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2.3.3 SAED_EDK90_CORE 

 

The SAED_EDK90_CORE[20] Digital Standard encompasses a comprehensive 

collection of cell libraries, each containing several unique cells along with their 

corresponding technical specifications. The library is exempt from intellectual 

property limitations. The aforementioned component is a constituent element of the 

SAED_EDK90 Educational Design Kit (EDK). The SAED_EDK90, often known as 

the EDK, is designed to be utilized for educational purposes with the specific goal of 

training individuals to become highly skilled specialists in the field of 

microelectronics. This technology is typically employed in low-power 

applications[29]–[31], such as AMBA and Internet of Things (IoT) devices. IoT 

devices are frequently manufactured in large quantities and under stringent cost 

constraints. 

 

2.3.4 Similarities between SAED_EDK14_FINFET, 

SAED_EDK32/28_CORE and SAED_EDK90_CORE 

 

The SAED_EDK14_FINFET, SAED_EDK32/28_CORE, and 

SAED_EDK90_CORE are semiconductor devices that employ complementary 

metal-oxide-semiconductor (CMOS) technology. These devices have gained 

significant popularity and are extensively utilized across many applications.  

a) CMOS Technology  

Both SAED_EDK14_FINFET and SAED_EDK32/28_CORE employ CMOS 

technology, a type of semiconductor technology that utilizes p-type and n-

type transistors for the creation of logic gates and memory cells. The 

utilization of CMOS technology is prevalent in contemporary electronic 

devices owing to its notable attributes such as low power consumption, 

exceptional performance, and high integration density. In a similar vein, 

SAED_EDK90_CORE also leverages CMOS technology, so allowing it to 

capitalize on the corresponding benefits, such as enhanced power efficiency 

and increased integrated density. 
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b) Wide Range of Applications 

SAED_EDK14_FINFET, SAED_EDK32/28_CORE and 

SAED_EDK90_CORE exhibit extensive utilization across several domains, 

including high-performance central processing units (CPUs), mobile devices, 

Internet of Things (IoT) devices, and other electronic systems. These 

technologies offer a range of performance and cost options, rendering them 

suitable for diverse applications. The adaptability of the three process nodes 

enables its deployment in diverse electronic systems, hence offering solutions 

for a broad spectrum of applications. 

 

c) Advanced Manufacturing Processes 

Both SAED_EDK14_FINFET and SAED_EDK32/28_CORE is based on 

innovative manufacturing procedures that employ sophisticated techniques to 

produce smaller and more complex semiconductor devices. These procedures 

include numerous steps, including lithography, etching, deposition, and 

doping, to produce the complex structures necessary for contemporary 

electronic devices. Similarly, the SAED_EDK90_CORE has been developed 

with sophisticated manufacturing techniques in order to attain enhanced 

levels of integration and performance, all the while preserving the 

advantageous characteristics of CMOS technology. 

 

In summary, it can be observed that SAED_EDK14_FINFET, 

SAED_EDK32/28_CORE, and SAED_EDK90_CORE exhibit the shared 

characteristic of employing complementary metal-oxide-semiconductor 

(CMOS) technology and finding application in many domains. Moreover, all 

of these entities leverage improved manufacturing techniques to fabricate 

intricate semiconductor components for contemporary electronic systems. 
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2.3.5 Differences between SAED_EDK14_FINFET, 

SAED_EDK32/28_CORE and SAED_EDK90_CORE 

 

a. Size 

The primary difference between SAED_EDK90_CORE and 

SAED_EDK14_FINFET / SAED_EDK32/28_CORE lies in their size and 

technology node. SAED_EDK90_CORE is designed for the 90nm 

technology node, while SAED_EDK14_FINFET is for the 14nm FinFET 

node and SAED_EDK32/28_CORE is for the 32/28nm planar CMOS node. 

This means that SAED_EDK90_CORE has larger transistor sizes compared 

to the other two technologies, resulting in a lower integration density and 

potentially lower performance. 

 

b. Transistor Structure  

Structure of Transistors: A further distinction between 

SAED_EDK14_FINFET and SAED_EDK32/28_CORE is the structure of 

the transistors they employ. SAED_EDK14_FINFET employs FinFETs, a 

type of transistor with a fin-like structure that increases performance and 

decreases power consumption. SAED_EDK32/28_CORE and 

SAEED_EDK90_CORE employs planar CMOS transistors, which are 

characterised by a flat structure. FinFETs are regarded as superior to planar 

CMOS transistors in terms of performance and power consumption, but they 

are more costly to produce. 

 

c. Performance  

Performance is an additional distinction between SAED_EDK14_FINFET, 

SAED_EDK32/28_CORE and SAED_EDK90_CORE. 

SAED_EDK90_CORE may offer a different level of performance compared 

to SAED_EDK14_FINFET and SAED_EDK32/28_CORE. Due to its larger 

technology node, SAED_EDK90_CORE might have slower clock rates and 

potentially higher power consumption. SAED_EDK14_FINFET often 
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provides superior performance to SAED_EDK32/28_CORE, as seen by its 

faster clock rates, greater power efficiency, and enhanced performance in 

high-temperature conditions. However, SAED_EDK14_FINFET is more 

expensive to produce, making it less cost-effective for various applications. 

 

d. Cost 

In regard to cost, SAED_EDK90_CORE may possess a comparative 

advantage over SAED_EDK14_FINFET due to the utilization of a less 

sophisticated and potentially more economically viable fabrication technique. 

The cost of manufacturing semiconductor devices at the 90nm node may be 

comparatively lower when compared to the 14nm FinFET or 32/28nm nodes. 

Hence, it may be argued that SAED_EDK90_CORE presents a viable 

alternative in terms of cost-effectiveness for specific applications that do not 

necessitate the state-of-the-art capabilities offered by smaller technology 

nodes. 

 

2.3.6 Summary of SAED_EDK14_FINFET, SAED_EDK32/28_CORE and 

SAED_EDK90_COREE 

 

In general, FinFET technology offers better performance and lower power 

consumption than planar CMOS technology, but it is also more expensive to 

manufacture. Therefore, FinFET technology is typically used in high-performance 

applications that require the best possible performance, while planar CMOS 

technology is used in low-power applications where cost is a more significant 

concern. Table 2-1 is the summary table of both technologies finding.  
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Table 2-1 Summary of SAED_EDK14_FINFET, SAED_EDK32/28_CORE and 

SAED_EDK90_CORE 

 SAED_EDK14_F
INFET 

SAED_EDK32/28
_CORE 

SAED_EDK90_C
ORE 

Manufacturing 
Process 

FinFET (Fin Field 
Effect Transistor) Tri-gate FinFET Planar CMOS 

Node 14 nm 32/28 nm 90 nm 

Performance 
High performance 
and energy 
efficiency 

High performance 
and energy 
efficiency 

Performance 
suitable for 
various 
applications 

Power 
Consumption 

Low power 
consumption 

Low power 
consumption 

Low power 
consumption 

Area Density Higher area 
density 

Lower area 
density 

Moderate area 
density 

Process 
Complexity 

More complex 
manufacturing 
process 

Less complex 
manufacturing 
process 

Moderate 
complexity 
manufacturing 
process 

Compatibility 
Compatible with a 
variety of 
applications 

Compatible with a 
variety of 
applications 

Compatible with a 
variety of 
applications 

Cost 

More expensive 
than 
SAED_EDK32/28
_CORE 

Less expensive 
than 
SAED_EDK14_FI
NFET 

Moderate cost 

 

In summary, SAED_EDK14_FINFET, SAED_EDK32/28_CORE and 

SAED_DK90_COR are three different semiconductor technologies with different 

performance, power consumption, and cost characteristics. The choice of technology 
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depends on the specific application and the trade-offs between performance, power 

consumption, and cost that are most important for that application. 

 

2.4 Conclusion  

 

It has been demonstrated that RISC-V processors based SoC are equivalent to 

commercial processors on the market in terms of the performance and efficiency that 

they give. The openness of the RISC-V instruction set architecture provides benefits 

to the industry not just from a financial standpoint (it is free and open-source), but it 

also encourages better innovation through free-market competition. In the end, the 

cost of processors will be reduced, making them more accessible for a wider range of 

applications, such as Internet of Things devices. As a result, RISC-V as an open-

source instruction set architecture (ISA), will usher in a new era in the computing 

industry. SAED_EDK14_FINFET, SAED_EDK32/28_CORE and 

SAED_EDK90_CORE are semiconductor technologies with different performance, 

power consumption, and cost. The application and its performance, power 

consumption, and cost trade-offs determine the technology. 
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CHAPTER 3 

 

3 METHODOLOGY AND WORK PLAN 

 

3.1 Methodology Flow 

There are three technology libraries will be tested compared in this project: 

SAED_EDK14_FINFET, SAED_EDK32/28_CORE and SAED_EDK90_CORE. 

Therefore, the following steps will be repeated against the technologies.  

 

This project is divided into five stages:   

 

1. Library Definition – The initial phase of synthesis is to map the design to a 

target library. This entails selecting a library of target technology that 

contains the set of cells and their related attributes, such as delay, power, and 

area. 

2. Analysis - This process involves analysing the HDL code to determine its 

structure, design hierarchy, and other design restrictions. Timing constraints, 

power restrictions, and space constraints are examples of design constraints. 

3. Optimization - During the optimisation process, the HDL code is transformed 

into an optimised gate-level netlist. Several optimisation techniques, 

including logic restructuring, constant propagation, and register balancing, 

are utilised to achieve this. 

4. Technology Mapping - The optimised netlist is mapped to the target 

technology library at this stage. Choosing the optimal implementation for 

each logic element in the design based on its functionality and limitations is 

part of the technology mapping procedure. 

5. Verification - Once the netlist has been constructed, its functionality and 

temporal limitations are validated using a logic simulator. The outcomes are 

examined, and any errors or infractions are rectified. 
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The flowchart is shown in Figure 3-1 which based on the front-end design flow in the 

section 2.2.2 above. 

 

 

Figure 3-1 Flowchart of the Front-End 

 

 

Figure 3-2 Flowchart of the Logic Synthesis 
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Figure 3-2 Flowchart of the Logic Synthesis is the details flowchart based on the 3.1 

Methodology Flow.  

 

3.2 Tools and Implementation  

There is one and only tool is needed in this project, which is design compiler from 

Synopsys and used for synthesised purposes.  

 

3.2.1 Design Compiler EDA Tool  

Design Compiler (DC) is used for logic synthesis, which is the process of translating 

a hardware description language like as Verilog or VHDL design description into an 

optimal gate-level netlist mapped to a specific logic library. When the synthesised 

design meets functionality, timing, power consumption, and other design goals, and 

when it can be handed to the IC compiler tool for physical implementation. 

Designs are logical circuit descriptions. Multiple design formats, including VHDL 

and Verilog HDL, are utilised to describe designs. To show logic-level designs, sets 

of Boolean equations are used. In order to illustrate gate-level designs, such as 

netlists, interconnected cells are utilised. 

 

Designs can exist and be assembled separately, or they can be incorporated as sub 

designs within larger designs. Designs that are flat or hierarchical are preferred: 

1. Designs that are entirely horizontal 

There are no sub designs and only one structural level in flat designs. They do 

not contain any cells from the library. 

 

2. Organizations based on hierarchy. 

As sub designs, one or more designs are contained within a hierarchical design. 

Each sub design may contain further sub designs, resulting in a multi-layered 

design hierarchy. The parent design is the one in which the sub designs reside. 

 



20 

The components of a design are an instance, a net, a port, and a pin. It is capable of 

containing sub-designs and library cells. The design that is currently being developed 

is referred to as the current design. The bulk of commands are design-specific, which 

means they function within the context of the current design. 

 

3.2.2 Implementations  

 

This section will detail the intricacies of the Logic Synthesis process using Design 

Compiler, illuminating the meticulous steps involved in transforming a high-level 

hardware description in Verilog or VHDL into a gate-level netlist, ready for physical 

design and eventual manufacturing. There are three ways to execute in Design 

Compiler:  

a. Interactive Command Entry in Design Compiler Shell: 

When working with Design Compiler, source the commands interactively, 

line-by-line, into the design compiler shell to execute various operations and 

configurations. 

 

b. Comprehensive Source Script for All Steps: 

Construct a script that encompasses all the necessary stages, including 

constraint definition, reading the Verilog code, and linking the library. This 

one-time source script automates the entire procedure, streamlining your 

productivity for greater effectiveness. 

 

c. User-Friendly Design Vision Graphic User Interface (GUI): 

The Design Vision Graphic User Interface (GUI) features an intuitive menu 

that was created with the user in mind. The user interface is effortless to 

navigate, making the instrument simple to use even for those unfamiliar with 

its features and capabilities. 

 

 In this undertaking, the design flow included both interactive command entry 

within the Design Compiler shell and the user-friendly Graphical User Interface 
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(GUI) of Design Vision. Throughout the process, the interactive commands were 

used to execute numerous operations and configurations in the Design Compiler shell. 

In addition, the Design Vision GUI enabled simple navigation and interaction with 

the tool's functionalities, making for a seamless and intuitive experience. As a result 

of utilizing these interactive methods, all commands were eventually consolidated 

into a comprehensive source script, thereby automating the entire procedure for 

increased efficiency. 

 

3.2.2.1 Execution Flow 

3.2.2.1.1 Environment Definition  

 

To begin this voyage, the Design Compiler must first dexterously the “environment”. 

In the context of using Design Compiler, the term "environment" refers to a set of 

libraries and configurations necessary for the synthesis process. The key components 

of this environment include the target libraries, synthetic libraries, and link-libraries. 

The target libraries encompass the cell library specific to the design's target 

technology. These libraries contain pre-characterized standard cells, essential for 

building the gate-level representation of the design.  

On the other hand, synthetic libraries, such as Design Ware libraries, consist 

of a collection of pre-optimized and pre-characterized intellectual property (IP) 

blocks provided by semiconductor IP vendors. These synthetic libraries serve as a 

valuable resource for efficiently incorporating complex functional elements into the 

design. Lastly, the link-libraries serve the purpose of linking against external libraries 

or modules, ensuring seamless integration of additional functionalities or custom 

components during the synthesis process. By meticulously setting up this 

environment and leveraging these libraries, Design Compiler enables a smooth and 

effective synthesis flow, culminating in a gate-level netlist ready for subsequent 

physical design steps.   

The Table 3-1 shows the Environment File that setup with different 

technology libraires. Using a common .synopsys_dc.setup file becomes impractical 

when each technology library has distinct locations, databases, and tech files, as it 
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cannot accommodate the specific configurations required for each technology. In 

such cases, the .synopsys_dc.setup file must be customized and tailored to each 

design or process node target. This customization ensures that the appropriate 

technology libraries and associated files are linked during the synthesis process, 

allowing Design Compiler to make precise timing, area, and power estimates based 

on the specific process technology. 

 

Table 3-1 Table of The Environment File for Three Differences Technology 

Libraries 

Technology 

(nm) 

Environment File  

14 
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32 

 

90 
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3.2.2.1.2 Verilog Elaboration  

 

To begin this voyage, the Design Compiler must first dexterously read the Verilog 

design and decipher the Register Transfer Level (RTL) description of the hardware's 

behaviour. This sophisticated parsing of the Verilog code enables the tool to build an 

internal representation of the design, laying the groundwork for subsequent 

transformations. Hence the common command is used for three different technology 

process.  The Figure 3-3 shows the command that used to read the Verilog file for 

RISC-V, and it’s common as it has no different Verilog code are specified on 

different technology libraries by the Front-End designer.  

 

Figure 3-3 Command to read the Verilog file. 

 

3.2.2.1.3 Design Constraint Specification  

 

Specification of design constraints is essential for designs because it ensures that the 

design fulfils the desired requirements. Constraints can be used to specify the 

design's timing, area, power consumption, and functionality. 

Listed below are a few of the reasons that design constraint specification is crucial: 

1. To ensure that the design satisfies the intended specifications: Use constraints 

to specify the design's timing, area, power, and functionality. This ensures 

that the design meets the intended specifications and is capable of meeting 

the end-user's needs. 
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2. To enhance the design's quality: Constraints can enhance the design's quality 

by guaranteeing that it is optimally optimized. This can result in a speedier, 

smaller, and more power-efficient design. 

3. To save money and time: Constraints can help save time and money by 

eliminating the need to re-synthesize the design multiple times. This is due to 

the fact that constraints can be used to guide the synthesis process and ensure 

that the design initially fulfils the desired requirements. 

 

The provided constraint file contains various settings that direct the Design 

Compiler tool during the synthesis process to accomplish particular design objectives 

and meet timing requirements. Let's examine each setting in detail to determine its 

function in the Table 3-2.  

Table 3-2 Table of the Design Constraint File 

Command Purpose  

reset_design This command resets the current design, 

ensuring a clean slate before applying the 

constraints. 

create_clock -period N [get_ports clk] This command creates a clock with a 

period of N units for the port named clk. 

Which the N is defined with different 

period clock of time in nanoseconds (ns) 

SI unit, to get the best performance based 

on each technology libraries.  

set_clock_uncertainty -setup 0.1 

[get_clocks clk] 

This line sets the clock uncertainty for 

setup timing checks to 0.1 units for the 

clock clk. The setup uncertainty defines 

the maximum expected variation in clock 

arrival time at the flip-flops. 

set_clock_transition -max 0.05 This command sets the maximum clock 
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[get_clocks clk] transition time to 0.05 units for the clock 

clk. It represents the maximum expected 

rise or fall time of the clock signal. 

set_input_delay -clock clk -max 0.2 

[get_ports reset] 

This line sets the maximum input delay 

for the port named reset with respect to 

the clock clk. It defines the maximum 

allowed delay for the reset signal to be 

propagated and captured correctly. 

set_input_delay -clock clk -max 0.1 

[get_ports {InstrF[*] ReadDataM[*]}] 

This command sets the maximum input 

delay for multiple ports that match the 

patterns InstrF[*] and ReadDataM[*] 

with respect to the clock clk. It specifies 

the maximum allowed delay for these 

input signals to be captured correctly. 

remove_input_delay [get_ports clk] This command removes any input delay 

constraints applied to the clk port. It 

indicates that the tool should not consider 

any specific input delay constraints for 

the clock signal. 

remove_driving_cell [get_ports clk] This command removes the driving cell 

(source) associated with the clk port. It is 

typically used when the clock is an 

external signal and not generated within 

the design. 

set_output_delay -clock clk -max 0.2 

[all_outputs] 

This line sets the maximum output delay 

for all output ports with respect to the 

clock clk. It specifies the maximum 

allowed delay for output signals to meet 

timing requirements. 
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set_load -max 0.5 [all_outputs] This command sets the maximum load 

capacitance to 0.5 units for all output 

ports. It represents the maximum 

capacitive load the output can drive 

while meeting timing constraints. 

set_max_area 500 This command sets the maximum 

allowable chip area to 500 units. It limits 

the physical area of the synthesized 

design. 

set_max_fanout 5 [get_ports -filter 

direction=~in] 

This line sets the maximum fanout 

(number of gates driven by a single 

output) to 5 for all output ports 

(excluding input ports). It controls the 

load imposed on the output and helps to 

balance signal strengths. 

set_max_transition 10 [get_ports -filter 

direction=~in] 

This command sets the maximum 

allowed output transition time to 10 units 

for all output ports (excluding input 

ports). It controls the speed of signal 

transitions at the outputs. 

 

These constraint parameters play a critical role in directing the synthesis tool 

to optimize the design for performance, power, and area while meeting timing 

requirements. By accurately defining these constraints, designers can create a well-

optimized and dependable digital integrated circuit design. 

 

3.2.2.1.4 Compilation, Analysation and Output Generation  

After the finalization of the design constraint specifications, the compilation process 

can be initiated. Once the compilation process is finished, the analysis by utilizing 

the reports created for timing, area, and power will be proceed. The assessments are 
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performed on a range of technological processes and varying clock periods, enabling 

us to evaluate the performance of the design across a variety of scenarios. The 

reports offer useful insights pertaining to timing violations, area utilization, and 

power consumption. These insights allow designer to optimize the design and make 

well-informed selections for various target technologies and clock frequencies. 

Hence, four commands are needed to be executed as shown in Figure 3-4.  

 

Figure 3-4 Commands for Compilation and Analysation 

 After analysis, the synthesis tool creates an output file with the synthesis 

findings. This gate-level netlist defines the RISC-V processor's implementation, 

structure, connection, and timing. The output file is the link between the synthesis 

tool and the Place and Route (P&R) Designer, and the output file is generated by 

using the command shows in Figure 3-5 Command for Output File Generation. It 

allows the P&R Designer to plan and route gates, registers, and interconnections by 

seamlessly transferring critical design data. The P&R step maps the design into the 

target chip's physical resources, considering location, routing, power distribution, and 

signal integrity. Synthesis and P&R work together to fulfil timing, power, area, and 

signal delay requirements while addressing physical design problems. 

The output file handoff signals the transition from logical representation to 

silicon realization of the RISC-V processor, a major design flow milestone. The 

output file gives the P&R Designer critical information and preserves logical intent 

acquired during synthesis. It streamlines design flow by connecting logical synthesis 

and physical implementation. The seamless output file generation and handoff result 

in a durable and efficient microprocessor design that excels in modern computing 

systems. 

 

Figure 3-5 Command for Output File Generation 
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3.3 Conclusion  

 

To summarise, each project has its own set of techniques and approaches for 

completing it efficiently. To eliminate project constraints, project restrictions and 

solutions must be offered before the project begins. In this chapter, there are choices 

for completing the entire project and collecting data as part of the overall strategy. 

These stages can now be carried out when the hardware and applications have been 

chosen. 
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CHAPTER 4 

 

4 RESULTS AND DISCUSSIONS 

 

4.1 Introduction 

 

This chapter focuses on presenting the results obtained from the project titled Front 

End Design (Logic Synthesis) Of RISC-V Processor Using Design Compiler in 

which various process nodes were utilised to evaluate the performance of the 

technology. Throughout this study, the initiative investigated how different process 

nodes affected the system's timing, energy consumption, and physical footprint. 

 

4.2 Result and Discussion  

4.2.1 Generated Cell 

 

The interpretation of the Design Compiler's schematic is a critical step in 

comprehending the logic structure and relationships between distinct modules in the 

synthesised design. The schematic depicts the links and layouts of the Verilog files in 

their compiled version and serves as a graphical representation of the synthesised 

circuit. The schematic analysis entails a methodical technique to determining the 

hierarchical organisation of modules, identifying important functional blocks, tracing 

signal routes, and grasping each module's input and output ports. Furthermore, the 

analysis includes checking clock and reset connections, identifying logic cells and 

primitives used in the design, and detecting optimisation techniques and special cells 

included during the synthesis process. The accuracy of the synthesis technique in 

translating RTL descriptions into gate-level representations is ensured by cross-

referencing the schematic with the original Verilog files. The insights provided 

through this extensive interpretation contribute greatly to comprehending the 
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complexities of the synthesised design and enable effective debugging and 

troubleshooting when necessary. 

The schematic with its module hierarchy is represents the synthesised circuit 

graphically, capturing the links and layouts of the Verilog files in their built form. It 

provides useful information on the design's structural composition, functional 

organisation, and signal flow. It permits methodical investigation of the design's 

architecture due to its hierarchical representation. It also acts as a reference for 

verification, allowing for comparison with the original Verilog files to assure 

synthesis accuracy. Overall, the schematic is an essential tool for interpreting the 

design's intricate relationships and evaluating its integrity. 

 

4.2.1.1 RISC-V  

 

To facilitate its primary functions, the RISC-V module is built with four inputs and 

four outputs and shown in Figure 4-1. These inputs and outputs are critical to the 

module's operation. 

 

Figure 4-1 The Schematic of TOP hierarchy of RISCV_PIP_27 

 

A. Inputs: 

a. clk (Clock): The clock input acts as a fundamental timing signal that 

synchronises the RISC-V module's operations. It regulates the timing 

of instruction fetching, decoding, and execution, ensuring that each 

action is carried out at the appropriate clock cycle. 
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b. reset (Reset): The reset input is a control signal that resets the RISC-V 

module to its starting state. When asserted, the module is forced to 

begin executing instructions at a certain address, usually the reset 

address, resetting all internal registers and state items to their default 

settings. 

c. instrF (Instruction Fetch): The instruction to be fetched from the 

instruction memory is carried by the instructionF input. It functions as 

the processor's instruction fetch stage, when the next instruction to be 

executed is retrieved. 

d. ReadDataM (Read Data Memory): The ReadDataM input is used to 

read data from a data memory. It is used in memory read operations to 

fetch data from the memory location given in the instruction. 

 

B. Outputs: 

a. memwriteM (Memory Write): A control signal that specifies whether 

or not the module should perform a memory write operation. When 

asserted, it indicates that data must be written into the specified 

memory address. 

b. The PCF output represents the value of the Programme Counter, 

which holds the memory address of the next instruction to be fetched 

from the instruction memory. It is an important component of the 

processor's instruction fetch stage. 

c. WriteDataM (Write Data Memory): The data that needs to be written 

into the data memory is contained in the WriteDataM output. It is 

used for memory write operations, which store data in the memory 

location provided by the instruction. 

d. ALUResultM (ALU Result): The ALUResultM output represents the 

outcome of the Arithmetic Logic Unit's (ALU) arithmetic and logical 

operations. It contains the results of ALU operations, which can be 

used in the RISC-V module for data manipulation and processing. 
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These inputs and outputs are critical to the RISC-V module's overall 

functionality. The inputs supply critical information and control signals for 

instruction retrieval, decoding, data manipulation, and memory operations. The 

outputs, on the other hand, communicate results and control signals that influence the 

module's following operations and interactions with memory and other external 

components. The RISC-V module can successfully execute instructions, modify data, 

and perform other computing tasks by carefully regulating these inputs and outputs. 

The RISC-V module is organised hierarchically, with three primary 

components: the Controller, Datapath, and Hazard Unit as shown in Figure 4-2. Each 

component is critical to the operation of the RISC-V processor.  

 

 

Figure 4-2 The Schematic Low Hierarchy of RISCV_PIP_27 
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4.2.1.2 Controller 

 

Figure 4-3 Schematic of Controller 

 

The Controller shown in the Figure 4-5 is in charge of arranging instruction 

execution in the RISC-V processor. It receives instruction inputs, decodes them, and 

creates control signals that allow the Datapath and other functional units to work 

together. The Controller directs the flow of data between registers and the ALU 

(Arithmetic Logic Unit), ensuring that the right sequence of micro-operations is 

executed. 
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4.2.1.2.1 Datapath 

 

Figure 4-4 Schematic of Datapath 

 

The Datapath is the RISC-V processor's computational core. The schematic is shown 

in the Figure 4-3. It is made up of several functional units, including registers, ALU, 

data memory, and instruction memory. The Datapath handles arithmetic and logic 

operations, as well as data transport and storage. It executes instructions and 

manipulates data based on control signals supplied by the Controller. 
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4.2.1.2.2 Hazard Unit 

 

Figure 4-5 Schematic of Hazard Unit 

 

The Hazard Unit as shown in Figure 4-4 is a vital component in the RISC-V pipeline 

that addresses data and control dangers. It recognises and resolves any conflicts that 

may develop when instructions in the pipeline rely on the outcomes of other 

instructions. The Hazard Unit guarantees that data dependencies and control flow are 

handled correctly, avoiding inaccurate outcomes or unnecessarily delaying the 

pipeline. 

Overall, the hierarchical organisation of the RISC-V module, which includes 

the Controller, Datapath, and Hazard Unit, promotes efficient instruction execution 

and data manipulation. The RISC-V processor can perform a wide range of 

operations by coordinating the activities of these components, making it a powerful 

and adaptable architecture for varied computing tasks. The Hazard Unit guarantees 

that the pipeline runs smoothly by resolving any conflicts, which improves the 

module's overall performance and dependability. 
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4.2.2 Performance Analysis  

4.2.2.1 Process Node 90nm  

Table 4-1 Table of Performance, Power, and Area Analysis of RISC-V Processor at 

Various Clock Periods in 90nm Technology 

Period (ns) Technology 90 

0.5 report_timing -4.68 

0.5 report_timing min  0.29 

0.5 report_power 3.0227E+04 

0.5 report_area 23563.92918 

1 report_timing -4.16 

1 report_timing min  0.29 

1 report_power 1.3000E+04 

1 report_area 22363.31949 

1.5 report_timing -3.66 

1.5 report_timing min  0.29 

1.5 report_power 1.0283E+04 

1.5 report_area 23679.1278 

2 report_timing -2.9 

2 report_timing min  0.29 

2 report_power 6.7481E+03 

2 report_area 22263.97921 

3 report_timing -1.73 

3 report_timing min  0.29 

3 report_power 4.8458E+03 

3 report_area 23277.42745 

4 report_timing -0.88 
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4 report_timing min  0.29 

4 report_power 3.6970E+03 

4 report_area 23559.508 

5 report_timing 0 

5 report_timing min  0.29 

5 report_power 2.5300E+03 

5 report_area 22263.97921 

5.5 report_timing 0 

5.5 report_timing min  0.29 

5.5 report_power 2.1917E+03 

5.5 report_area 22534.38625 

 

The timing characteristics in System on Chip design are significant aspects that have 

a direct influence on the overall performance of integrated circuits. The timing delay 

refers to the duration required for signals to propagate over the essential channels 

within the architecture. The provided data examines the performance of the design 

throughout various clock cycles for a 90nm technology node as shown in the Table 

4-1. 

During a time, interval of 0.5 ns, the design exhibits a maximum timing delay 

of -4.68 ns and a HOLD time of 0.29 ns. This observation suggests that the design 

possesses a critical path with a signal propagation time of 4.68 ns, rendering it the 

circuit's most sluggish way. In contrast, the most expeditious route requires a mere 

0.29 ns. The substantial disparity seen between the maximum and HOLD times 

implies the potential existence of obstacles in achieving rigorous timing 

specifications within the design. 

As the duration of the period increases to 1 ns, there is an observed 

enhancement in the performance of the design. This improvement is evident through 

a decrease in the maximum timing delay of -4.16 ns, while the HOLD time remains 

constant at 0.29 ns. This enhancement suggests that the critical path of the design has 
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been reduced, leading to a decrease in signal propagation time and ultimately 

resulting in improved operational speed. Furthermore, there is a decrease in power 

usage to 13000.00 uW, and the design's size experiences a little reduction to 

22363.32 units. The aforementioned reductions in power and space have 

advantageous implications for enhancing energy efficiency and perhaps reducing 

production costs. 

In continuation of the observed pattern, it is noted that at a period of 1.5 ns, 

the maximum timing delay of the design exhibits a further enhancement of -3.66 ns, 

whilst the HOLD time stays unaltered at 0.29 ns. This observation illustrates a 

consistent improvement in performance as the duration of time grows. Additionally, 

there is a decrease in power usage to 10283.4 microwatts, while the area experiences 

an increase to 23679.13 units. These modifications demonstrate a favourable balance 

between power and area in order to enhance overall performance. 

At a period of 2 ns, the design exhibits an enhanced maximum timing delay 

of -2.90 ns, while the HOLD time remains constant at 0.29 ns. This observation 

highlights the enhanced performance of the design as the period is extended. The 

power usage exhibits a further decline to 6748.10 microwatts, while the area 

experiences a little reduction to 22263.98units. The enhancements in power and area 

dimensions play a significant role in the overall efficiency advancements of the 

system. 

When the period of the design is increased to 3 ns, the maximum timing delay 

is enhanced to -1.73 ns, while the HOLD time remains unchanged at 0.29 ns. This 

data demonstrates a consistent pattern of enhanced performance as the duration of 

time increases. The power consumption exhibits a drop to a value of 4845.80 

microwatts, while the area experiences a minor increase to 23277.43 units. The 

aforementioned measurements demonstrate a positive equilibrium between 

performance and power efficiency. 

At a period of 4 ns, the design exhibits a noteworthy enhancement in its 

maximum timing delay, decreasing to -0.88 ns, while the HOLD time remains at 0.29 

ns. This finding suggests a significant improvement in performance when compared 

to previous time periods. The power usage exhibits a further decline to 3697.00 

microwatts, but the area experiences an increase to 23559.507996 units. These 
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modifications indicate a compromise between the size of the system and its 

performance in order to enhance power efficiency. 

At a period of 5 ns, the design exhibits a remarkable maximum timing delay 

of 0 ns, while the HOLD time remains at 0.29 ns. This suggests that the design has 

reached a significant level of progress in terms of achieving its scheduling criteria. In 

addition, there is a decrease in power consumption to 2530.00 microwatts, and a little 

decrease in area to 22263.979205 units. The current design is currently functioning at 

a period that is close to optimal in terms of both performance and power efficiency. 

Ultimately, when the period of 5.5 ns is achieved, the design reaches a critical 

juncture where the greatest timing delay is reduced to 0 ns. This signifies that all 

paths within the design successfully satisfy the timing constraints. This indicates that 

the design has achieved stability and is capable of functioning during this time frame. 

Furthermore, there is a decrease in power consumption to a value of 2.1917 

milliwatts, while the area experiences a decrease to 22534.39 units. The 

aforementioned results suggest that the design has achieved a state of stability in its 

operation, demonstrating commendable levels of power and area efficiency. 

In summary, it can be observed that an increase in the period results in higher 

maximum timing delays and decreased power consumption in the design. From the 

observation, 5ns clock period is the best performance for 90nm. Consequently, this 

leads to improved performance and energy efficiency. The observed variations in the 

area of the design may be contingent upon the distinct properties of the circuit and 

technology employed. In general, the SoC designer is required to meticulously 

evaluate these trade-offs and make a judicious choice of a suitable timeframe in order 

to attain the desired equilibrium among performance, power consumption, and area 

limitations, all in accordance with the individual design prerequisites. 

 

4.2.2.2 Process Node 32nm  

Table 4-2 Table of Performance, Power, and Area Analysis of RISC-V Processor at 

Various Clock Periods in 32nm Technology 

Period (ns) Technology 32 

0.5 report_timing -1.32 
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0.5 report_timing min  0.11 

0.5 report_power 3.0994E+04 

0.5 report_area 34190.42804 

1 report_timing -0.79 

1 report_timing min  0.11 

1 report_power 2.0303E+04 

1 report_area 30745.17014 

1.5 report_timing -0.25 

1.5 report_timing min  0.11 

1.5 report_power 1.6898E+04 

1.5 report_area 31938.08717 

2 report_timing 0 

2 report_timing min  0.12 

2 report_power 1.4906E+04 

2 report_area 29973.71781 

3 report_timing 0.51 

3 report_timing min  0.12 

3 report_power 1.3171E+04 

3 report_area 29607.29301 

4 report_timing 1.25 

4 report_timing min  0.12 

4 report_power 1.2326E+04 

4 report_area 29606.02097 

5 report_timing 1.77 

5 report_timing min  0.12 

5 report_power 1.1805E+04 
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5 report_area 29594.20744 

5.5 report_timing 2 

5.5 report_timing min  0.12 

5.5 report_power 1.1640E+04 

5.5 report_area 29589.93577 

 

Table 4-2 shows the performance, power, and area analysis of RISC-V 

processor at various clock periods in 90nm Technology. At a time interval of 0.5 ns, 

the design exhibits a maximum timing delay of -1.32 ns, while the HOLD time is 

0.11 ns. The disparity between the highest and HOLD times serves as an indicator of 

the design's diversity in propagation time across various pathways. Higher positive 

numbers are indicative of probable violations in timing limitations. The power usage 

during this specific period is recorded as 30,994 uW (microWatts), while the design 

occupies an area of 34190.42804 units. 

With a period of 1 ns, the maximum timing delay is enhanced to -0.79 ns, 

while the HOLD time remains unchanged at 0.11 ns. This observed enhancement 

demonstrates superior performance in comparison to the preceding time frame. The 

power usage is observed to decrease to 20,303 uW, while the area experiences a 

reduction to 30,745.17014 units. The aforementioned decreases in power and area 

dimensions have a positive impact on energy efficiency and have the ability to 

reduce production costs. 

With a period of 1.5 ns, there is an improvement in the maximum timing 

delay, which is now -0.25 ns, while the HOLD time remains unchanged at 0.11 ns. 

This observation suggests a positive correlation between the duration of time and the 

rate of performance improvement. The power consumption exhibits a drop to a value 

of 16,898 uW, while the area experiences a minor increase to 31938.09 units. These 

modifications indicate a harmonious equilibrium between performance and power 

efficiency. 

When the period is set to 2 ns, the maximum timing delay reaches 0 ns, 

indicating that all paths within the design satisfy the timing criteria. This indicates 

that the design exhibits stability and is capable of functioning during this particular 
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time frame. The power consumption exhibits a decrease to a value of 14,906 

microWatts, while the area experiences a reduction to 29973.72 units. The 

aforementioned numbers indicate a state of operational stability characterised by 

enhanced power and area efficiency. 

When the period is set to 3 ns, the maximum timing delay experiences a rise 

to 0.51 ns, whilst the HOLD time remains constant at 0.12 ns. This suggests that 

there may be some minor deviations from the specified temporal limits in the design. 

The power consumption exhibits a drop to a value of 13,171 microWatts, while the 

area experiences a minor increase to a magnitude of 29,607.29 units. The 

enhancements in power and area efficiency remain apparent. 

When the period is set to 4 ns, the maximum timing delay experiences an 

increase to 1.25 ns, while the HOLD time remains at 0.12 ns. The aforementioned 

observation suggests a notable deviation from the temporal limitation, which has a 

discernible impact on the overall efficacy of the design. The power usage exhibits a 

decrease to a value of 12326 micro-watts, while the area remains nearly constant at 

29606.02 units. The enhancements in power and area efficiency persist. 

At a period of 5 ns, the maximum timing delay experiences a further increase 

to 1.77 ns, whilst the smallest timing delay remains at 0.12 ns. The breach of the 

timing limitation exacerbates during this particular period. The power usage exhibits 

a drop to a value of 11,850 microWatts, while the area experiences a minor increase 

to 29594.21 units. Although there have been advancements in power efficiency, the 

design's performance is being adversely affected by timing violations. 

When the period is reduced to 5.5 ns, the maximum timing delay is enhanced 

to 2 ns, while the HOLD time remained as 0.12ns. The power consumption exhibits a 

decrease to a value of 11640.00 microWatts, while the area experiences a reduction 

to 29589.94 units. Notwithstanding the enhanced power efficiency, the presence of 

significant timing violations renders this timeframe unfeasible for achieving steady 

operation. 

In summary, 2ns of clock period for 32nm is the best performance. In general, 

while doing a comprehensive analysis of the data on a process-by-process basis, it 

becomes apparent that a rise in the time period results in a deterioration of the 

maximum timing delay, hence resulting in violations of timing constraints. Although 



44 

there is a general decrease in power consumption and variations in the area, these 

enhancements in power and area efficiency are insufficient to offset the significant 

time violations. The selection of a suitable period by the designer necessitates a 

meticulous consideration of the trade-off between performance and time 

requirements, all the while taking into account the limitations imposed by power and 

space limits. Ensuring the stability, dependability, and overall efficiency of the 

design is of utmost importance in VLSI-based systems. 

 

4.2.2.3 Process Node 14nm 

Table 4-3 Table of Performance, Power, and Area Analysis of RISC-V Processor at 

Various Clock Periods in 14nm Technology 

Period (ns) Technology 14 

0.5 report_timing -0.29 

0.5 report_timing min  0.03 

0.5 report_power 2.2004E+03 

0.5 report_area 9059.954187 

1 report_timing 0 

1 report_timing min  0.03 

1 report_power 1.0880E+03 

1 report_area 8731.444541 

1.5 report_timing 0.35 

1.5 report_timing min  0.03 

1.5 report_power 7.1462E+02 

1.5 report_area 8892.319228 

2 report_timing 0.6 

2 report_timing min  0.03 

2 report_power 5.4206E+02 
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2 report_area 8890.311888 

3 report_timing 1.1 

3 report_timing min  0.03 

3 report_power 3.6883E+02 

3 report_area 8893.861697 

4 report_timing 1.6 

4 report_timing min  0.03 

4 report_power 2.8275E+02 

4 report_area 8893.116994 

5 report_timing 2.1 

5 report_timing min  0.03 

5 report_power 2.3035E+02 

5 report_area 8895.177195 

5.5 report_timing 2.35 

5.5 report_timing min  0.03 

5.5 report_power 2.1116E+02 

5.5 report_area 8895.426001 

 

The performance, power, and area analysis of RISC-V processor at various clock 

periods in 90nm Technology are tabulated in Table 4-3. With a time period of 0.5 ns 

and a technology node of 14 nanometres, the design demonstrates a negative report 

timing of -0.29 ns, signifying its compliance with the timing specifications. The 

minimal report timing, denoted as rt-min, is measured at 0.03 ns, indicating a limited 

timing margin. The power usage is measured to be 2,200.4 microWatts (uW), while 

the area is determined to be 9059.954187 square units. 

When the period is reduced to 1 ns, the report timing is observed to be 0 ns, 

suggesting that the design satisfies its timing criteria with more ease compared to a 
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period of 0.5 ns. The power consumption exhibits a decrease to a value of 1,088 uW, 

while the area experiences a reduction to 8,731.444541 square units. 

With a period of 1.5 ns, the timeliness of the report is enhanced to 0.35 ns, 

resulting in a drop in power consumption to 714.6184 uW. The area experiences a 

marginal increase to 8892.319228 square units. The design exhibits superior 

performance and enhanced energy economy throughout this time. 

When the period is reduced to 2 ns, the report timing demonstrates an 

improvement of 0.6 ns, while the power consumption reduces to a value of 542.0613 

uW. The area has a minimal variation and is measured at 8890.311888 square units. 

As the duration extends, the design consistently exhibits enhanced performance and 

improved energy economy. 

When the period is reduced to 3 ns, the report timing experiences an increase 

to 1.1 ns. This suggests that the design continues to satisfy its timing requirements, 

but with a greater margin for timing. The power consumption exhibits a drop to a 

value of 368.8288 microWatts, while the area experiences a tiny increase to 

8893.861697 square units. 

At a period of 4 ns, the report timing exhibits a notable increase to 1.6 ns, 

indicating a subsequent augmentation in the timing margin. The power consumption 

exhibits a decline to a value of 282.7517 microWatts, while the area, remains 

relatively constant at approximately 8893.116994 square units. 

When the period is reduced to 5 ns, the report timing experiences a rise to 2.1 

ns, but the power consumption undergoes a decrease to 230.3470 uW. The area 

occupying experiences a marginal growth to a value of 8895.177195 square units. 

The design consistently fulfills its timing requirements, although with a wider timing 

margin, and exhibits commendable power economy. 

At a period of 5.5 ns, the timing for the report experiences a further increase 

to 2.35 ns, while the power consumption demonstrates a notable increase to 

8895.426001 microWatts. The area exhibits a significant drop to a value of 211.1597 

square units. Although the design is now satisfying its timing requirements, the 

timing margin has become significantly large, and the power consumption has 

noticeably increased. These observations suggest that the current state of the design 

may not be suitable for steady operation. 
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In summary, the analysis of the Table 4-3 provides insights into the 

performance, power efficiency, and area attributes of the VLSI design implemented 

using a 14 nm technology node over various clock periods. The best performance of 

14nm is during 1ns clock period. As the duration of the period rises, the design 

exhibits enhanced timing performance and energy economy, thereby illustrating the 

inherent trade-offs between performance and power consumption. Nevertheless, it is 

imperative to meticulously choose a suitable timeframe that aligns with particular 

criteria in order to achieve optimal equilibrium between performance, power 

efficiency, and area utilization in Very Large-Scale Integration (VLSI) designs. 

 

4.2.2.4 Comparison of RISC-V Module between Process Node 90nm, 32nm and 

14nm  

Table 4-4 Table of combination of the three process nodes with varies period. 

Period 

(ns) Technology 14 32 90 

0.5 

report_timing -0.29 -1.32 -4.68 

report_timing min  0.03 0.11 0.29 

report_power 2.2004E+03 3.0994E+04 3.0227E+04 

report_area 9059.954187 34190.42804 23563.92918 

1 
 

report_timing 0 -0.79 -4.16 

report_timing min  0.03 0.11 0.29 

report_power 1.0880E+03 2.0303E+04 1.3000E+04 

report_area 8731.444541 30745.17014 22363.31949 

1.5 
 

report_timing 0.35 -0.25 -3.66 

report_timing min  0.03 0.11 0.29 
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report_power 7.1462E+02 1.6898E+04 1.0283E+04 

report_area 8892.319228 31938.08717 23679.1278 

2 
 

report_timing 0.6 0 -4.63 

report_timing min  0.03 0.12 0.29 

report_power 5.4206E+02 1.4906E+04 6.7481E+03 

report_area 8890.311888 29973.71781 22263.97921 

3 
 

report_timing 1.1 0.51 -1.73 

report_timing min  0.03 0.12 0.29 

report_power 3.6883E+02 1.3171E+04 4.8458E+03 

report_area 8893.861697 29607.29301 23277.42745 

4 
 

report_timing 1.6 1.25 -0.88 

report_timing min  0.03 0.12 0.29 

report_power 2.8275E+02 1.2326E+04 3.6970E+03 

report_area 8893.116994 29606.02097 23559.508 

5 
 

report_timing 2.1 1.77 0 

report_timing min  0.03 0.12 0.29 

report_power 2.3035E+02 1.1805E+04 2.5300E+03 

report_area 8895.177195 29594.20744 22263.97921 

5.5 
 

report_timing 2.35 2 0 

report_timing min  0.03 0.12 0.29 

report_power 2.1116E+02 1.1640E+04 2.1917E+03 
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report_area 8895.426001 29589.93577 22534.38625 

 

Table 4-5 Table of Area for three process nodes with varies period. 

Period(ns)  90nm  32nm  14nm 

0.5 23563.92918 34190.42804 9059.954187 

1 22363.31949 30745.17014 8731.444541 

1.5 23679.1278 31938.08717 8892.319228 

2 22263.97921 29973.71781 8890.311888 

3 23277.42745 29607.29301 8893.861697 

4 23559.508 29606.02097 8893.116994 

5 22263.97921 29594.20744 8895.177195 

5.5 22534.38625 29589.93577 8895.426001 

 

 

Figure 4-6 The graph of the Area for three process nodes with varies period. 
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In this analysis, a comparative examination of the table provided in Table 4-5 and 

Figure 4-6, which displays diverse VLSI designs implemented using multiple 

technology nodes, namely 90 nm, 32 nm, and 14 nm, across various clock periods. 

The table presents the quantitative values denoting the area, measured in square units, 

that is occupied by each design throughout each clock period. In this study, we want 

to examine the patterns and consequences of the allocation of space in relation to 

three distinct technology nodes. 

During a time interval of 0.5 nanoseconds, it is observed that the design 

utilizing the largest technology node (90 nm) exhibits the most substantial spatial 

occupation, measuring 23563.92918 square units. Subsequently, the design 

employing the 32 nm node occupies a higher area of 34190.42804 square units, while 

the design employing the smallest technology node (14 nm) demonstrates the least 

spatial occupation, measuring 9059.954187 square units. 

The observed pattern persists across all time intervals, wherein designs 

including larger technology nodes consistently exhibit greater spatial occupation 

compared to those with smaller nodes. 

In the 90 nm technology node, it is seen that the area exhibits fluctuations in 

response to changes in the period, suggesting that the design's resource consumption 

is subject to variation at different clock frequencies. The observed variance can be 

attributed to the distinct layout requirements and design limitations that were present 

throughout each respective period. 

In the context of the 32 nm technology node, there is a discernible pattern of 

diminishing area as the period increases. This observation implies that as clock 

frequencies increase, the architecture gets more compact and efficient. The observed 

decline in area suggests the possibility of implementing design optimizations in order 

to enhance the utilization of available space. 

In the context of the 14 nm technology node, it is observed that the area 

exhibits a declining pattern as the periods increase, mirroring the behaviour observed 

in the 32 nm node. The design that employs the smallest technological node 

constantly exhibits superior characteristics in terms of compactness in layout and 

efficient utilization of room. 
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The utilization of area in designs employing smaller technological nodes, 

specifically those with 32 nm and 14 nm, constantly exhibits greater efficiency when 

compared to designs employing the 90 nm node. This discovery is consistent with 

the benefits associated with lower technology nodes in relation to transistor scaling 

and resource density. 

The 32 nm and 14 nm designs exhibit a decline in area as the period increases, 

suggesting the possibility of additional area optimization at higher clock frequencies. 

Further investigation could be conducted into advanced architectural and layout 

optimizations in order to attain enhanced levels of consistent and predictable area use. 

The design utilizing the 32 nm technology node demonstrates greater space demands 

in comparison to the other designs. Nevertheless, the increased size of this particular 

region may necessitate a compromise in terms of enhanced speed or usefulness in 

certain applications. In summary, while 90nm technology is expected to occupy more 

space in theory, practical data analysis shows that 32nm technology utilizes the 

largest area. This is due to the tool's preference for larger cells to achieve desired 

timing performance. The relationship between timing, area, and power remains a key 

consideration in SoC designs, where optimizing design choices and striking the right 

balance is essential to achieve an efficient RISC-V processor design.  

In summary, the examination of space use in VLSI designs across various 

technology nodes and clock periods underscores the influence of technology scaling 

on chip area. In general, the utilization of smaller technological nodes tends to yield 

designs that are more compact and efficient in terms of area utilization. Conversely, 

the adoption of larger nodes may necessitate greater area allocations. Based on the 

available data, it can be inferred that the design with the smallest technological node 

(14 nm) consistently exhibits superior area usage efficiency throughout various clock 

periods. However, it is crucial to thoroughly evaluate the selection of the 

technological node and prioritize area optimization, taking into account the precise 

demands of the application. The utilization of advanced design approaches and 

layout techniques has the potential to significantly augment area efficiency, hence 

facilitating the development of more potent and compact Very Large-Scale 

Integration (VLSI) systems in the forthcoming years. 
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Table 4-6 Table of Power for three process nodes with varies period. 

Period(ns) 90nm 32nm 14nm 

0.5 30227.3 30994 2200.4 

1 13000 20303 1088 

1.5 10283.4 16898 714.6184 

2 6748.1 14906 542.0613 

3 4845.8 13171 368.8288 

4 3697 12326 282.7517 

5 2530 11805 230.347 

5.5 2191.7 11640 211.1597 

 

 

Figure 4-7 The graph of the Power for three process nodes with varies period. 
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The given table shows in Table 4-6 and Figure 4-7 compares three distinct VLSI 

designs with differing technology nodes (90 nm, 32 nm, and 14 nm) at varying clock 

frequencies. In microwatts (uW), the data in the table represents the power 

consumption of each design during each clock period. The energy efficiency and 

performance characteristics of these designs can be better comprehended by 

analysing the power consumption trends for each technology node. 

The significant impact of the technology node on power consumption is one 

of the important observations. In general, the VLSI design utilizing the largest 

technology node of 90 nm has the medium power consumption across all clock 

periods, while the design which having the maximum power consumption is utilizing 

the 32 nm node. In contrast, the design with the tiniest technology node of 14 nm 

exhibits the lowest power consumption across all clock periods. This trend is 

consistent with the well-known benefits of shrinking technology nodes, such as 

reduced leakage current and enhanced transistor performance, which result in 

decreased power dissipation. 

The data also reveal a significant decrease in power consumption as the clock 

period increases. This pattern is observable across all three technological nodes. As 

the clock period increases, the quantity of processing and computation performed per 

clock cycle decreases, resulting in a decrease in dynamic power consumption. Higher 

clock frequencies (shorter periods) are associated with increased power dissipation, 

whereas lower clock frequencies (longer periods) promote energy efficiency. 

The data on power consumption highlights the trade-offs that designers must 

consider when selecting a technology node for a VLSI layout. Larger technology 

nodes, such as 90 nm, may offer improved functionality and performance, but at the 

expense of increased power consumption. Smaller technology nodes, such as 14 nm, 

enable designs that are suitable for applications with stringent energy constraints, 

such as mobile devices and battery-powered electronics. 

According to the data, all three designs may have room for power 

optimization. While the 14 nm design already consumes the least amount of energy, 

the 90 nm and 32 nm designs could benefit from power optimization techniques. 

Strategies for power optimization may include architectural optimizations, voltage 



54 

scaling, clock gating, and more efficient resource utilization. These methods could 

help improve energy efficiency without sacrificing performance. 

As technology continues to advance, compact technology nodes and novel 

power optimization techniques will likely play a crucial role in VLSI design. The 

relentless pursuit of smaller transistors and advanced fabrication techniques bears the 

promise of reduced power consumption and enhanced performance. Emerging 

technologies, such as low-power design methodologies, heterogeneous computing, 

and specialized hardware accelerators, provide intriguing opportunities for increasing 

the power efficiency of VLSI designs. 

In conclusion, the power consumption analysis of VLSI designs with various 

technology nodes and clock periods demonstrates the significant effect of technology 

scaling on power efficiency. Smaller technology nodes reduce power consumption, 

making them optimal for energy-sensitive applications. When selecting a technology 

node for a VLSI design, it is essential to carefully balance performance requirements 

and power constraints, as illustrated by the power consumption trends. With 

continued research and innovation, the future of VLSI design holds great promise for 

attaining greater levels of energy efficiency and performance, revolutionizing the 

landscape of electronic devices and systems even further. 

 

Table 4-7  Table of Timing (SETUP) for three process nodes with varies period. 

Period(ns)  90nm  32nm  14nm 

0.5 -4.68 -1.32 -0.29 

1 -4.16 -0.79 0 

1.5 -3.66 -0.25 0.35 

2 -2.90 0 0.6 

3 -1.73 0.51 1.1 

4 -0.88 1.25 1.6 
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5 0 1.77 2.1 

5.5 0 2 2.35 

 

 
Figure 4-8  The graph of Timing (SETUP) for three process nodes with varies period. 
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positive timing delay (0.29 ns), indicating that it may not satisfy the timing 

constraints at this time. 

As the clock period increases, the timing latencies of all three designs 

improve. For the 14 nm design, the negative timing delays (indicating compliance 

with timing constraints) become more pronounced. The 14 nm design obtains 

negative timing delays at 1 ns and beyond, indicating its stability and ability to meet 

timing requirements at those periods. 

The data emphasizes the significance of selecting a suitable clock period for a 

VLSI design. Shorter clock periods (e.g., 0.5 ns) enable quicker data processing, but 

may result in more difficult timing constraints and potential design complexity. 

Alternatively, extended clock periods (e.g., 5 ns) provide more relaxed timing 

requirements, potentially simplifying the design at the expense of slower data 

processing rates. 

For optimal design solutions, designers must carefully balance performance 

requirements and timing constraints. Techniques for timing optimization, such as 

pipelining, retiming, and clock skew adjustments, can be used to assure stable and 

efficient operation across multiple clock periods. As technology nodes continue to 

reduce and clock frequencies increase, timing becomes an essential component of 

VLSI design. Advanced technologies make achieving precise timing closure and 

maintaining stability in all operating conditions more difficult. 

To overcome these obstacles, designers will require sophisticated EDA tools, 

static timing analysis, and timing-driven layout methodologies. In addition, 

advancements in clock distribution and synchronization techniques will be essential 

for ensuring timing performance reliability in complex VLSI designs. 

In conclusion, the timing data analysis of VLSI designs with various 

technology nodes and clock periods demonstrates the significance of technology 

scaling in timing performance. Smaller technological nodes result in quicker signal 

propagation and reduced timing delays, thereby enhancing overall performance. 

When choosing a technology node and clock period, however, designers must weigh 

the trade-offs between performance, timing constraints, and design complexity. 

Timing optimization and closure will continue to be essential aspects of VLSI design 

as technology advances. To meet the timing challenges presented by shrinking 
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technology nodes and higher clock frequencies, continued research and innovation in 

design methodologies and EDA tools will be necessary. To deliver cutting-edge 

VLSI designs that fuel the next generation of electronic devices and systems, it will 

be essential to strike a balance between performance, power efficiency, and timing 

requirements. 

 

4.3 Conclusion 

 

The comparison and analysis of the three tables containing VLSI designs with 

distinct technology nodes (90 nm, 32 nm, and 14 nm) and varying clock periods 

yields a number of noteworthy conclusions. Smaller technology nodes, such as 32 

nm and 14 nm, consistently exhibit superior power efficiency and area utilization 

compared to designs utilizing a larger technology node, such as 90 nm. The 14 nm 

design with 1ns clock period exhibits the most effective area utilization, 

demonstrating the advantages of decreasing technology nodes for achieving compact 

layouts. Choosing a technology node requires careful consideration of the trade-offs 

between performance, power consumption, and area utilization. Smaller technology 

nodes also improve timing performance, necessitating precise timing optimization 

across all clock periods. Future advances in technology scaling, power optimization, 

and timing closure will continue to be the primary focus of VLSI design, creating 

opportunities for the development of more potent and energy-efficient electronic 

devices and systems. In order to obtain optimal VLSI design solutions, the choice of 

technology node should ultimately align with the specific requirements of the 

application.  
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CHAPTER 5 

 

5 CONCLUSIONS AND RECOMMENDATIONS 

 

5.1 Conclusions 

 

The exhaustive analysis of the three tables comparing VLSI designs with varying 

technology nodes (90 nm, 32 nm, and 14 nm) at various clock periods has yielded 

valuable insights regarding their performance, power efficiency, and area utilization. 

The design and efficacy of System-on-Chip (SoC) and VLSI circuits are directly 

influenced by the relationship between these three fundamental factors: time, power, 

and area. 

The timing performance of a VLSI design is the time required for signals to 

propagate through the circuit's critical channels. Due to shorter gate lengths and 

reduced parasitic effects, smaller technology nodes, such as 32 nm and 14 nm, 

provide faster switching velocities by nature. This results in enhanced timing 

performance, as demonstrated by the negative timing latencies observed in Table 4-7 

especially on 32nm and 90nm technology nodes, indicating that these designs meet 

or exceed their timing requirements. In contrast, the design in with 90nm technology 

process nodes, exhibits slightly larger positive timing delays, which may indicate that 

it is more difficult to meet timing constraints during specific clock periods. As the 

size of technology nodes decreases, achieving timing closure becomes more difficult, 

necessitating advanced timing optimization techniques to resolve violations and 

ensure stable operation. 

Modern SoC and VLSI design must take power consumption into account, 

particularly for battery-powered devices and power-constrained systems. In general, 

smaller technology nodes consume less energy, as evidenced by the progressively 

lower power values in Table 4-6 with 14nm and 32nm technology nodes. The larger 

90 nm technology node utilizes the most energy during all clock periods. This 

improvement in power efficiency is attributable to reduced gate capacitances and 

leakage currents, which result in energy savings during switching operations. Future 
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power optimization research may concentrate on voltage scaling, clock gating, and 

low-power design methodologies in order to increase the power efficiency of VLSI 

devices.  

 The area occupied by a VLSI design has a significant effect on the size, cost, 

and manufacturability of the device. Smaller technology nodes permit greater 

transistor densities, resulting in more compact and resource-effective layouts. As 

seen in Table 4-5, designs with reduced technology nodes exhibit superior area 

utilization, demonstrating the advantages of scaling down technology nodes. The 

largest 90 nm technology node, consistently occupies the most area, underscoring the 

trade-off between performance and area requirements. Future research in VLSI 

design could concentrate on area reduction strategies, advanced place-and-route 

algorithms, and architectural optimizations to achieve even greater area utilization 

efficiency and uniformity. 

In SoC and VLSI design, the relationship between time, power, and area is 

intricate and interdependent. Due to faster switching velocities and lower energy 

consumption per operation, smaller technology nodes contribute to enhanced timing 

performance and power efficiency. Nevertheless, these advantages may be 

accompanied by increased design complexity and the possibility of timing constraint 

violations. When selecting the appropriate technology node for a specific application, 

designers must carefully consider the trade-offs between performance, power 

consumption, and area utilization. These factors must be optimized in order to 

achieve a well-balanced design that meets the intended performance requirements, 

minimizes power consumption, and maximizes the available chip area. 

In conclusion, the analysis of the supplied tables highlights the substantial 

effect of scaling technology has on the relationship between time, power, and area in 

SoC and VLSI circuits. Smaller technology nodes provide enhanced timing 

performance, power efficiency, and area utilization, making them an attractive option 

for high-performance and power-constrained applications. As technology progresses, 

designers must continue to innovate and explore advanced design methodologies and 

optimization techniques to unleash the full potential of smaller technology nodes 

while addressing the design challenges they may present. The constant evolution of 

SoC and VLSI design will propel advancements in numerous industries and 

influence the future of electronic devices and systems. 
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5.2 Recommendations for future work 

 

A further topic that merits investigation is dynamic frequency scaling, a technique 

that involves the dynamic adjustment of the clock frequency in accordance with the 

workload and performance demands of the system. The implementation of dynamic 

frequency scaling algorithms has the potential to achieve power savings during 

periods of reduced computing demand, while also ensuring optimal performance 

during peak workloads. 

In addition, it is imperative to address clock domain crossover (CDC) 

analysis and synchronisation in multi-clock domain architectures in order to uphold 

data integrity and prevent the occurrence of metastability concerns. Conducting 

research in this particular field has the potential to yield significant contributions to 

the approaches employed by the Centres for Disease Control and Prevention (CDC), 

thereby enhancing the strength and dependability of intricate designs. 

In addition to traditional design techniques, the emergence of new 

technologies offers promising prospects for breakthroughs in Very Large-Scale 

Integration (VLSI). The investigation of neuromorphic computing, quantum 

computing, and photonic computing has the potential to expand the possibilities of 

integrated circuits, enabling them to achieve higher performance levels while 

consuming less energy. 

In addition, the use of machine learning algorithms into Very Large-Scale 

Integration (VLSI) design has the potential to enhance and optimise diverse design 

procedures, leading to the development of chip designs that are characterised by 

improved efficiency and reliability. Machine learning methodologies can be utilised 

to perform several tasks, including timing analysis, power optimisation, layout 

generation, and problem identification. These applications contribute to the 

improvement of design productivity and accuracy. 

With the rising complexity of VLSI designs, ensuring security and 

dependability has emerged as a critical priority. The pursuit of research in hardware 

security mechanisms, fault tolerance, and resilience against hardware attacks is of 

utmost importance in order to protect sensitive data and maintain continuous 

operation of vital systems. 
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In conclusion, the outcome analysis presents a thorough examination of the 

intricacies and difficulties encountered in Very Large-Scale Integration (VLSI) 

design. Potential areas for future improvement and research include the development 

of more sophisticated timing optimisation methods, the use of power-efficient 

techniques, the utilisation of strategies to reduce area requirements, the exploration 

of dynamic frequency scaling approaches, the investigation of upcoming 

technologies, the integration of machine learning methodologies, and a heightened 

focus on ensuring security and dependability. By focusing on these specific domains, 

the field of VLSI design can persistently advance, hence expanding the limits of 

performance, efficiency, and functionality in contemporary integrated circuits. 

Consequently, this progress will drive the future technological advancements. 
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APPENDIX B: The Report Power of Technology 14nm with varies clock period. 

 



71 



72 



73 



74 



75 



76 



77 



78 



79 



80 



81 

 

 

 

 

  



82 

APPENDIX C: The Report Timing of Technology 14nm with varies clock period. 
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APPENDIX D: The Report Area of Technology 32nm with varies clock period. 
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APPENDIX E: The Report Power of Technology 32nm with varies clock period. 
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APPENDIX F: The Report Timing of Technology 32nm with varies clock period. 
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APPENDIX G: The Report Area of Technology 90nm with varies clock period. 
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APPENDIX H: The Report Power of Technology 90nm with varies clock period. 
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APPENDIX I: The Report Timing of Technology 90nm with varies clock period. 
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